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#### Abstract

A representation theorem for bounded distributive hyperlattices is given. The equivalence between the category of Priestley spaces and the dual of the category of bounded distributive hyperlattices is established.


## 1. Introduction

The notion of hyperstructures was introduced 80 years ago [6], it has been studied by several authors see for example $[1,4,5,10,11,12]$, this bibliography and the references therein is not exhaustive.

Later, Koguep et al. [4], Konstantinidou [5] introduced respectively the notion of hyperlattices and studied ideals and filters in these structures. Prime ideals and prime filters in hyperlattices have been examined by R. Ameri et al. [1]. Rasouli and Davvaz defined a fundamental relation on a hyperlattice to get a lattice from a hyperlattice. Moreover, they defined a topology on the set of prime ideals of a distributive hyperlattice [11, 12].

The Stone's representation theorems [13, 14] proved that every Boolean algebra is isomorphic to a set of $\left\{I_{a}: a \in A\right\}$ (where $I_{a}$ denotes the set of prime ideals of $A$ not containing $a$ ). Since then, representation theorems for distributive lattices has known a vast development.
H. A. Priestley developed another kind of duality for bounded distributive lattices $[8,9]$. Such representation theorems enable a deep and a concrete comprehension of the lattices as well as their structures. Our motivation finds its place in the following opinion:
"Stone's duality and its variants are central in making the link between syntactical and semantic approaches to logic. Also in theoretical computer science, this link is central as the two sides correspond to specification languages and the space of computational states. This ability to translate faithfully between algebraic specification and spatial dynamics has often proved itself to be a powerful theoretical tool as well as a handle for making practical problems decidable" see [3].
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In this paper, we extend some results of $[8,9]$, where a representation theorem of bounded distributive hyperlattices is presented. In other words, the category of Priestley spaces is equivalent to the dual of the category of bounded distributive hyperlattices.

## 2. Preliminaries

Let $X$ be a nonempty set and $P^{*}(X)$ denotes the set of all nonempty subsets of $X$. Maps $f: X \times X \rightarrow P^{*}(X)$, are called hyperoperations [6].

Definition 2.1. Let $L$ be a nonempty set, $\wedge$ be a binary operation and $\sqcup$ be a hyperoperation on $L . L$ is called a hyperlattice if for all $a, b, c \in L$ the following conditions hold:
(i) $a \in a \sqcup a$, and $a \wedge a=a$;
(ii) $a \sqcup b=b \sqcup a$, and $a \wedge b=b \wedge a$;
(iii) $a \in[a \wedge(a \sqcup b)] \cap[a \sqcup(a \wedge b)]$;
(iv) $a \sqcup(b \sqcup c)=(a \sqcup b) \sqcup c$, and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$;
(v) $a \in a \sqcup b \Rightarrow a \wedge b=b$.

A hyperlattice $L$ with the property

$$
a \wedge(b \sqcup c)=(a \wedge b) \sqcup(a \wedge c)
$$

is called distributive, where for all nonempty subsets $A$ and $B$ of $L$ we define
$A \sqcup B=\cup\{a \sqcup b \mid a \in A, b \in B\}$ and $A \wedge B=\{a \wedge b \mid a \in A, b \in B\}$.
The converse of condition (v) in Definition 2.1 is true. Indeed using (iii) in Definition 2.1, we obtain $a \in a \sqcup b$ by taking $b=a \wedge b$.

Hence, we can define a partial order on $L$ by:

$$
a \leq b \Leftrightarrow b \in a \sqcup b \Leftrightarrow a \wedge b=a .
$$

A hyperlattice $L$ is called bounded if there exist $0,1 \in L$ such that for all $a \in L$, $0 \leq a \leq 1$.

Consider a lattice $(L, \wedge, \vee)$. We define the Nakano hyperoperation $\sqcup$ on $L$ by $x \sqcup y=\{z \in L / z \vee x=z \vee y=x \vee y\}$, for all $x, y \in L$. To the best of our knowledge, the $\sqcup$ hyperoperation was first introduced by Nakano in [7], which is an investigation of hyperrings.

Lemma 2.2. If $(L, \wedge, \vee)$ is a distributive lattice, then $(L, \wedge, \sqcup)$ is a distributive hyperlattice where $a \sqcup b=\{x \in L \mid a \vee b=a \vee x=b \vee x\}$ for all $a, b \in L$.

Proof. Straightforward.
Lemma 2.3. Let $L=\{0,1\}$. Then, $(\{0,1\}, \wedge, \sqcup)$ is a bounded distributive hyperlattice, where

| $\wedge$ | 0 | 1 |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 1 | 0 | 1 |

and

| $\sqcup$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | $\{0\}$ | $\{1\}$ |
| 1 | $\{1\}$ | $\{0,1\}$ |

Definition 2.4. [10] A nonempty subset $I$ of a hyperlattice $L$ is called an ideal if the following conditions hold
(i) If $a, b \in I$, then $a \sqcup b \subseteq I$;
(ii) If $a \in I, b \leq a$, and $b \in L$, then $b \in I$.

A proper ideal $I$ is called prime if $a \wedge b \in I$ implies $a \in I$ or $b \in I$ for all $a, b \in L$.
Definition 2.5. [10] A nonempty subset $F$ of a hyperlattice $L$ is called a filter if the following conditions hold
(i) If $a, b \in F$, then $a \wedge b \in F$;
(ii) If $a \in F, a \leq b$, and $b \in L$, then $b \in F$.

A proper filter $F$ is called prime if for all $a, b \in L(a \sqcup b) \cap F \neq \emptyset$ implies $a \in F$ or $b \in F$.

Theorem 2.6. [1] If $P$ is a prime ideal of a hyperlattice $L$, then $L-P$ is a prime filter of $L$. Similarly, if $F$ is a prime filter of $L$, then $L-F$ is a prime ideal of $L$.

Proposition 2.7. If $\delta$ is a nonempty subset of a hyperlattice $L$, then the smallest filter containing $\delta$ has the form

$$
\langle\delta\rangle=\left\{x \in L \mid a_{1} \wedge \ldots \wedge a_{n} \leq x, \text { for some } a_{1}, . ., a_{n} \in \delta\right\}
$$

Proof. First, we prove that $\langle\delta\rangle$ is nonempty. Let $a \in \delta$, since $a \leq a$, then $a \in\langle\delta\rangle$, hence $\langle\delta\rangle \neq \emptyset$. To proof that $\langle\delta\rangle$ is a filter let $x \in\langle\delta\rangle, y \in X$ such that $x \leq y$, then $\wedge_{i=1}^{n} a_{i} \leq x \leq y$, so $y \in F$.

On the other hand, for $x, y \in\langle\delta\rangle$, there exist $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m}$ such that $\wedge_{i=1}^{n} a_{i} \leq x$ and $\wedge_{j=1}^{m} b_{j} \leq y$. Then, $\left(\wedge_{i=1}^{n} a_{i}\right) \wedge\left(\wedge_{j=1}^{m} b_{j}\right) \leq x \wedge y$. Therefore, $x \wedge y \in\langle\delta\rangle$.

Next, let $a \in \delta$, since $a \leq a$, we have $a \in\langle\delta\rangle$. Then $\delta \subseteq\langle\delta\rangle$.
Finally, suppose that $F$ is a filter with $\delta \subseteq F$. Then for any $x \in\langle\delta\rangle$, then there exist $a_{1}, a_{2}, . ., a_{n} \in \delta$ such that $\wedge_{i=1}^{n} a_{i} \leq x$, then $x \in F$. Therefore $\langle\delta\rangle \subseteq F$.

If $\delta=\{a\}$, we write $\langle\delta\rangle=\uparrow a=\{x \in L \mid a \leq x\}$.
Proposition 2.8. [10] Let $(L, \wedge, \sqcup)$ be a distributive hyperlattice. If $a \in L$ then $\downarrow a=\{x \in L \mid x \leq a\}$ is an ideal.

Theorem 2.9. Let $X$ be a distributive hyperlattice, $F$ be a filter and $I$ an ideal of $X$. If $F \cap I=\emptyset$, then there is a prime filter $P$ such that $F \subseteq P$ and $P \cap I=\emptyset$.

Proof. Let $\mathcal{G}$ be the family of those filters $F^{\prime}$ which satisfy $F \subseteq F^{\prime}$ and $F^{\prime} \cap I=\emptyset$. It follows from the Zorn's lemma that $\mathcal{G}$ has a maximal element $P$. Since $P \in \mathcal{G}$ it remains to prove that the filter $P$ is prime. Since $P \cap I=\emptyset, P$ is proper. Suppose $P$ is not prime. Then there exist $a, b \in X$ such that $(a \sqcup b) \cap P \neq \emptyset$, and $a \notin P$ and $b \notin P$. Let $a_{0} \in(a \sqcup b) \cap P$ and let $\delta=P \cup\{a\}$. Then $\langle\delta\rangle \cap I \neq \emptyset$, otherwise $P \subseteq\langle\delta\rangle \in G$ contradicting the maximality of $P$. Take $x \in\langle\delta\rangle \cap I$. This implies easily there exists $p \in P$ that $p \wedge a \leq x$, it follows that $a_{0} \wedge p \wedge a \leq x$ and since $x \in I$, it follows that $a_{0} \wedge p \wedge a \in I$. Similarly $a_{0} \wedge q \wedge b \in I$. Then, $a_{0} \wedge m \wedge a \in I$ and $a_{0} \wedge m \wedge b \in I$ such that $m=p \wedge q$, it follows that $\left(a_{0} \wedge m \wedge a\right) \sqcup\left(a_{0} \wedge m \wedge b\right) \subseteq I$, which implies $a_{0} \wedge m \in\left(a_{0} \wedge m\right) \wedge(a \sqcup b) \subseteq I$, and $a_{0} \wedge m \in P$, therefore $I \cap P \neq \emptyset$, which is a contradiction.

Corollary 2.10. Let $L$ be a distributive hyperlattice. If $I$ is an ideal and $a \in L-I$, then there exists a prime filter $P$ such that $a \in P$ and $P \cap I=\emptyset$.

Proof. Let $I$ be an ideal, $a \in L-I$ and take $F=\langle a\rangle$, it follows $F \cap I=\emptyset$. By Theorem 2.9, there is a prime filter $P$ such that $F \subseteq P$ and $P \cap I=\emptyset$.

Definition 2.11. Let $L$ and $L^{\prime}$ be two hyperlattices and $f: L \rightarrow L^{\prime}$ be a mapping.

1. $f$ is said to be a hyperlattices homomorphism if $f(x \wedge y)=f(x) \wedge f(y)$ and $f(x \sqcup y) \subseteq f(x) \sqcup f(y)$, for all $x, y \in L$.
2. $f$ is said to be a strong homomorphism of a hyperlattices, if $f(x \wedge y)=$ $f(x) \wedge f(y)$ and $f(x \sqcup y)=f(x) \sqcup f(y)$, for all $x, y \in L$. If $f$ is a bijection, then $f$ is said to be a hyperlattices isomorphism (strong isomorphism).

Proposition 2.12. Let $(L, \wedge, \sqcup)$ be a hyperlattice, $(\{0,1\}, \wedge, \sqcup)$ be the hyperlattice in Lemma 2.3 and $F$ be a subset of $L$. If $F$ is a prime filter, then there is a surjective hyperlattices homomorphism $f: L \rightarrow\{0,1\}$, such that $F=f^{-1}(\{1\})$.

Proof. Set $f(X)=1$ if $X \subseteq F$, and $f(X)=0$ otherwise. Since $(x \sqcup y) \cap F \neq \emptyset \Leftrightarrow$ $(x \in F$ or $y \in F)$, then $f(x \sqcup y)=1 \Rightarrow x \sqcup y \subseteq F \Rightarrow(x \sqcup y) \cap F \neq \emptyset \Rightarrow x \in F$ or $y \in F \Rightarrow f(x)=1$ or $f(y)=1$. Hence, $f(x \sqcup y) \subseteq f(x) \sqcup f(y)$.

If $f(x \sqcup y)=0$, we have $x \sqcup y \nsubseteq F$, it follows that $(x \sqcup y) \cap F=\emptyset$, which implies $x \notin F$ and $y \notin F$, it follows that $f(x)=0$ and $f(y)=0$, which implies $f(x) \sqcup f(y)=0$. Therefore, $f(x \sqcup y) \subseteq f(x) \sqcup f(y)$.

For the second homomorphism axiom, we have $f(x \wedge y)=0 \Leftrightarrow x \wedge y \subseteq L-F \Leftrightarrow$ $(x \in L-F$ or $y \in L-F) \Leftrightarrow(f(x)=0$ or $f(y)=0) \Leftrightarrow f(x) \wedge f(y)=0$. Hence, $f(x \wedge y)=f(x) \wedge f(y)$.

Corollary 2.13. Let $L$ be a distributive hyperlattice. If $a, b \in X$ are such that $a \not \leq b$ there is a prime filter $F$ such that $a \in F$ and $b \notin F$.
Proof. Take $I=\downarrow b$ in Corollary 2.10.

## 3. Priestley duality

Definition 3.1. Let $(L, \leq)$ be a poset. A subset $E \subseteq L$ is said to be increasing (decreasing) if $\forall x, y \in L, x \in E$ and $x \leq y \quad(y \leq x)$ implies $y \in E$.

Definition 3.2. An ordered topological space is a triple $(X, \tau, \leq)$ such that $(X, \tau)$ is a topological space and $(X, \leq)$ is a poset. A clopen set in a topological space is a set which is both open and closed. The ordered topological space is said to be totally disconnected if for every $x, y \in X$ such that $x \not \leq y$ there exists an increasing $\tau$-clopen $U$ and a decreasing $\tau$-clopen $V$ such that $U \cap V=\emptyset$ with $x \in U$ and $y \in V$.

Definition 3.3. A Priestley space is a compact totally disconnected ordered topological space.

If $A$ is a bounded distributive hyperlattice, then its dual space is defined to be $T(A)=(X, \tau, \leq)$, where $X$ is the set of homomorphisms from $A$ onto $(\{0,1\}, \wedge, \sqcup)$, preserving 0 and $1, \tau$ is the product topology induced from $\{0,1\}^{A}$, and $\leq$ is the partial order defined by $f \leq g$ in $X$ if and only if $f(a) \leq g(a)$ for all $a \in A . T(A)$ is compact, and it is also totally order disconnected, i.e., a Priestley space.

Definition 3.4. [2] Let $(X, \tau, \leq)$, and $\left(X^{\prime}, \tau^{\prime}, \preceq\right)$ be two Priestley spaces. Then $f: X \rightarrow X^{\prime}$ is called

1. increasing if for all $x, y \in X, x \leq y \Rightarrow f(x) \preceq f(y)$.
2. a Priestley spaces homomorphism if is increasing and continuous. If it is a bijection, then it is a Priestley spaces isomorphism.

Lemma 3.5. If $\delta=(X, \tau, \leq)$ is a Priestley space, then there exists a hyperoperation $\sqcup$ such that $(L(\delta), \cap, \sqcup, \emptyset, X)$ is a bounded distributive hyperlattice, where $L(\delta)=\{Y \subseteq X \mid Y$ is increasing and $\tau$-clopen $\}$ and $\sqcup$ is defined by

$$
A \sqcup B=\{X \in L(\delta) \mid A \cup B=A \cup X=B \cup X\}
$$

for all $A, B \in L(\delta)$.
Proof. By Lemma 2.2.
Lemma 3.6. Let $A$ be a bounded distributive hyperlattice. Then $F_{A}: A \rightarrow L(T(A))$ defined by $F_{A}(a)=\{f \in X \mid f(a)=1\}$ is a hyperlattices isomorphism.

Proof. For all $a, b \in A$ we have

$$
\begin{aligned}
F_{A}(a \wedge b) & =\{f \in X \mid f(a \wedge b)=1\}=\{f \in X \mid f(a)=1\} \cap\{f \in X \mid f(b)=1\} \\
& =F_{A}(a) \sqcap F_{A}(b)
\end{aligned}
$$

and

$$
\begin{aligned}
F_{A}(a \sqcup b) & =\left\{F_{A}(t) \mid t \in a \sqcup b\right\}=\{\{f \in X \mid f(a \sqcup b)=1\}\} \\
& \subseteq\{\{f \in X \mid f(a)=1\} \cup\{f \in X \mid f(b)=1\}\}=\left\{F_{A}(a) \cup F_{A}(b)\right\} \\
& \subseteq F_{A}(a) \sqcup F_{A}(b) .
\end{aligned}
$$

Suppose that $a \neq b$. If $a \not \leq b$, there exist a prime filter $F$ such that $a \in F$ and $b \notin F$ (Corollary 2.13). Thus, by Proposition 2.12, there is a hyperlattices homomorphism $f: A \rightarrow\{0,1\}$ such that $a \in f^{-1}(\{1\})$ and $b \notin f^{-1}(\{1\})$, hence $f(a)=1$ and $f(b)=0$, i.e., $F_{A}(a) \not \leq F_{A}(b)$.

Similarly, $b \not \leq a$ gives $F_{A}(b) \not \leq F_{A}(a)$. Hence, $a \neq b$ implies $F_{A}(a) \neq F_{A}(b)$ i.e., $F_{A}$ is injective.

To prove that $F_{A}$ is surjective, let $U \in L(T(A))$. Then, for all $f \in U$ and $g \in L(T(A))-U$, since $U$ is increasing, we have $g<f$. Thus, $f\left(a_{f g}\right)=1$ and $g\left(a_{f g}\right)=0$ for some $a_{f g} \in A$. Hence, $f \in F_{A}\left(a_{f g}\right)$ and $g \in L(T(A))-F_{A}\left(a_{f g}\right)$.

For fixed $f \in U$ we have $g \in L(T(A))-U \subseteq \bigcup_{i=1}^{n}\left(L(T(A))-F_{A}\left(a_{f g i}\right)\right)=$ $L(T(A))-F_{A}\left({ }_{i=1}^{n} a_{f g i}\right)$ (because $L(T(A))-U$ is compact). For $a_{f}=\wedge_{i=1}^{n} a_{f g i}=$, we have $F_{A}\left(a_{f}\right)=F_{A}\left({ }_{i=1}^{n} a_{f g i}\right) \subset U$. On the other hand, $f\left(a_{f}\right)=1$, thus $f \in F_{A}\left(a_{f}\right)$. Therefore, $U=\cup_{f \in U} F_{A}\left(a_{f}\right)$. We find again a finite covering $U=\bigcup_{j=1}^{n} F_{A}\left(a_{f j}\right)$. Hence, $\{U\} \supseteq \bigcup_{j=1}^{n} F_{A}\left(a_{f j}\right) \supseteq F_{A}\left(\bigcup_{j=1}^{n} a_{f j}\right),\left(\right.$ since $B \subset B^{\prime} \Rightarrow F_{A}^{-1}(B) \subset F_{A}^{-1}\left(B^{\prime}\right)$ and $F_{A}$ injective). Consequently, $\left.\left.F_{A}^{-1}\left(F_{A}\left(\bigcup_{j=1}^{n} a_{f j}\right)\right)=\bigcup_{j=1}^{n} a_{f j}\right)\right)$.

We have $\bigcup_{j=i}^{n} a_{f j} \subseteq F_{A}^{-1}(U)$, since $\bigcup_{j=1}^{n} a_{f j} \in \mathcal{P}^{*}(A)$, i.e., $\emptyset \neq \bigcup_{j=1}^{n} a_{f j} \subseteq A$, i.e., $F_{A}$ is surjective. Since $F_{A}$ is injective, there exists $a \in A$ such that $U=F_{A}(a)$. Therefore, $F_{A}$ is a hyperlattices isomorphism.

Lemma 3.7. If $f: A_{1} \rightarrow A_{2}$ is a hyperlattices homomorphism, then the map $T(f): T\left(A_{1}\right) \rightarrow T\left(A_{2}\right)$ defined by $T(f)(g)=g \circ f$ is a homomorphism of Priestley spaces.

Proof. For all $g_{1}, g_{2} \in T\left(A_{1}\right)$, from $g_{1} \leq g_{2}$ it follows $g_{1} \circ f \leq g_{2} \circ f$. Hence $T(f)$ is increasing. The continuity of $T(f)$ follows from the fact that for every $a \in A_{1}$,

$$
\begin{aligned}
T(f)^{-1}\left(F_{A_{1}}(a)\right) & =\left\{g \in T\left(A_{2}\right) / T(f)(g) \in F_{A_{1}}(a)\right\} \\
& =\left\{g \in T\left(A_{2}\right) / g \circ f(a)=1\right\}=\left\{g \in T\left(A_{2}\right) / g(f(a))=1\right\} \\
& =F_{A_{2}}(f(a))
\end{aligned}
$$

This completes the proof.
Lemma 3.8. If $\delta=(X, \tau, r)$ is a Priestley space, then the map $G_{\delta}: \delta \rightarrow T(L(\delta))$ defined by

$$
G_{\delta}(x)(Y)= \begin{cases}1 & \text { if } x \in Y \\ 0 & \text { if } x \notin Y\end{cases}
$$

for all $Y \in L(\delta)$, is an isomorphism of Priestley spaces.

Proof. To prove the surjectivity, for each $f \in T(L(\delta))$ we consider the sets $U=$ $\{Y \in L(\delta) \mid f(Y)=1\}, V=\{Z \in L(\delta) \mid f(Z)=0\}, A=\cap_{Y \in U} Y$ and $B=$ $\cup_{Z \in V} Z$. Suppose that $A-B=\emptyset$. Then $\left(\cap_{Y \in U} Y\right) \cap\left(\cup_{Z \in V} Z\right)^{c}=\emptyset$, consequently $\left(\cap_{Y \in U} Y\right) \cap\left(\cap_{Z \in V} Z^{C}\right)=\emptyset$. Since $X$ is compact, we have $\left(\bigcap_{i=1}^{n} Y_{i}\right) \cap\left(\bigcap_{j=1}^{m} Z_{j}^{C}\right)=\emptyset$. Thus, $\bigcap_{i=1}^{n} Y_{i} \subseteq \bigcup_{j=1}^{m} Z_{j}$ and $f\left(\bigcup_{j=1}^{m} Z_{j}\right)=1$, a contradiction because $f\left(\bigcup_{j=1}^{m} Z_{j}\right)=$ $\bigvee_{j=i}^{m} f\left(Z_{j}\right)=0$. Hence $A-B \neq \emptyset$. Then, there exists $x \in A-B$ such that $G_{\delta}(x)=f$. Therefore $G_{\delta}(x)(Y)=1 \Leftrightarrow x \in Y \Leftrightarrow Y \in U \Leftrightarrow f(Y)=1$. So, $G_{\delta}$ is surjective.

Let $x_{1}, x_{2} \in \delta, x_{1} \neq x_{2}$. If $x_{1} \notin x_{2}$, then there exists $Y_{0} \in L(\delta)$ such that $x_{1} \in Y_{0}$ and $x_{2} \notin Y_{0}$, hence $G_{\delta}\left(x_{1}\right)\left(Y_{0}\right) \neq G_{\delta}\left(x_{2}\right)\left(Y_{0}\right)$. If $x_{2} \not \leq x_{1}$, then there exists $Y_{1} \in L(\delta)$ such that $x_{2} \in Y_{1}$ and $x_{1} \notin Y_{1}$, hence $G_{\delta}\left(x_{2}\right)\left(Y_{1}\right) \neq G_{\delta}\left(x_{1}\right)\left(Y_{1}\right)$. Thus $x_{1} \neq x_{2}$ implies $G_{\delta}\left(x_{1}\right)(Y) \neq G_{\delta}\left(x_{2}\right)(Y)$, so $G_{\delta}$ is injective.

To prove that $G_{\delta}$ is continuous, let $Z$ be a $\tau$-clopen subset of $T(L(\delta))$. Then, there exists $y \in L(\delta)$ such that $Y=F_{L(\delta)}(y)$. Thus

$$
\begin{aligned}
G_{\delta}^{-1}(Y) & =G_{\delta}^{-1}\left(F_{L(\delta)}(y)\right)=\left\{x \in X / G_{\delta}(x) \in F_{L(\delta)}(y)\right\} \\
& =\left\{x \in X / G_{\delta}(x)(y)=1\right\}=\{x \in X / x \in y\}=X \cap y=y
\end{aligned}
$$

Hence, $G_{\delta}$ is continuous.
Note that, since $Y \in L(\delta)$ are increasing, $x \leq y$ implies $G_{\delta}(x)(Y) \leq G_{\delta}(y)(Y)$.

Lemma 3.9. If $h: \delta_{1} \rightarrow \delta_{2}$ is a homomorphism of Priestley spaces, then the map $L(h): L\left(\delta_{2}\right) \rightarrow L\left(\delta_{1}\right)$ defined by $L(h)(y)=h^{-1}(y)$ for every $y \in L\left(\delta_{2}\right)$ is a hyperlattices homomorphism.

Proof. For all $y \in L\left(\delta_{2}\right)$ we have $L(h)(y) \in L\left(\delta_{1}\right)$. For all $y, z \in L\left(\delta_{2}\right)$ since $h^{-1}$ commutes with set-theoretical operations we have,

$$
\begin{aligned}
L(h)(y \sqcup z) & \subseteq\left\{h^{-1}(x) \mid h^{-1}(y \cup z)=h^{-1}(y \cup x)=h^{-1}(z \cup x)\right\} \\
& =\left\{h^{-1}(x) \mid h^{-1}(y) \cup h^{-1}(z)=h^{-1}(y) \cup h^{-1}(x)=h^{-1}(z) \cup h^{-1}(x)\right\} \\
& \subseteq L(h)(y) \sqcup L(h)(z) .
\end{aligned}
$$

and $L(h)(y \cap z)=h^{-1}(y \cap z)=h^{-1}(y) \cap h^{-1}(z)=L(h)(y) \cap L(h)(z)$.
Hence, $L(h)$ is a hyperlattices homomorphism.

Theorem 3.10. $L(T(f)) \circ F_{A_{1}}=F_{A_{2}} \circ f$ for any hyperlattices homomorphism $f: A_{1} \rightarrow A_{2}$.


Proof. For all $a \in A_{1}$,

$$
\begin{aligned}
\left(L(T(f)) \circ F_{A_{1}}\right)(a) & =L(T(f))\left(F_{A_{1}}(a)\right)=T^{-1}(f)\left(F_{A_{1}}(a)\right) \\
& =\left\{g \in T\left(A_{2}\right) \mid T(f)(g) \in F_{A_{1}}(a)\right\} \\
& =\left\{g \in T\left(A_{2}\right) \mid g \circ f \in F_{A_{1}}(a)\right\} \\
& =\left\{g \in T\left(A_{2}\right) \mid g(f(a))=1\right\} \\
& =F_{A_{2}}(f(a))=\left(F_{A_{2}} \circ f\right)(a),
\end{aligned}
$$

which completes the proof.
Theorem 3.11. For any homomprphism $h: \delta_{1} \rightarrow \delta_{2}$ of Priestley spaces, we have $T(L(h)) \circ G_{\delta_{1}}=G_{\delta_{2}} \circ h$.


Proof. $\left(T(L(h)) \circ G_{\delta_{1}}\right)(f)=T(L(h))\left(G_{\delta_{1}}(f)\right)=G_{\delta_{1}}(f) \circ L(h)$ for all $f \in \delta_{1}$. Hence for all $y \in L\left(\delta_{2}\right)$ we have

$$
\begin{aligned}
\left(T(L(h)) \circ G_{\delta_{1}}\right)(f)(y) & =\left(G_{\delta_{1}}(f) \circ L(h)\right)(y)=G_{\delta_{1}}(f)\left(h^{-1}(y)\right) \\
& =\left\{\begin{array}{l}
1 \text { if } f \in h^{-1}(y)=\left\{\begin{array}{l}
1 \text { if } h(f) \in y \\
0 \text { if } f \notin h^{-1}(y)
\end{array}\right) \\
\\
\end{array}=G_{\delta_{2}}(h(f))(y)=\left(G_{\delta_{2}} \circ h\right)(f)(y) .\right.
\end{aligned}
$$

This completes the proof.
Theorem 3.12. The dual of the category of Priestley spaces is equivalent to the category of distributive hyperlattices.

Proof. By Lemma 3.6, Lemma 3.8, Theorem 3.10 and Theorem 3.11.

## 4. Examples

Example 4.1. Let $A=\{0, a, b, 1\}$. Consider the following Cayley tables

| $\wedge$ | 0 | $a$ | $b$ | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| $a$ | 0 | $a$ | 0 | $a$ |
| $b$ | 0 | 0 | $b$ | $b$ |
| 1 | 0 | $a$ | $b$ | 1 |


| $\sqcup$ | 0 | $a$ | $b$ | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\{0\}$ | $\{a\}$ | $\{b\}$ | $\{1\}$ |
| $a$ | $\{a\}$ | $\{0, a\}$ | $\{1\}$ | $\{b, 1\}$ |
| $b$ | $\{b\}$ | $\{1\}$ | $\{0, b\}$ | $\{a, 1\}$ |
| 1 | $\{1\}$ | $\{b, 1\}$ | $\{a, 1\}$ | $A$ |

Then $(A, \wedge, \sqcup, 0,1)$ is a bounded distributive hyperlattice. $T(A)$ is the set of homomorphisms from $A$ onto $\{0,1\}=\left\{f_{1}, f_{2}\right\}$ and its bidual is: $L(T(A))=$ $\left\{\emptyset,\left\{f_{1}\right\},\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$, where

|  | 0 | $a$ | $b$ | 1 |
| :--- | :--- | :--- | :--- | :--- |
| $f_{1}$ | 0 | 1 | 0 | 1 |
| $f_{2}$ | 0 | 0 | 1 | 1 |


| $\sqcup$ | $\emptyset$ | $\left\{f_{1}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\emptyset$ | $\emptyset$ | $\left\{f_{1}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ |
| $\left\{f_{1}\right\}$ | $\left\{f_{1}\right\}$ | $\left\{\emptyset,\left\{f_{1}\right\}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ |
| $\left\{f_{2}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{\emptyset,\left\{f_{2}\right\}\right\}$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ |
| $\left\{f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\left\{\emptyset,\left\{f_{1}\right\},\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ |

Then $(L(T(A)), \cap, \sqcup, \emptyset, X)$ is a bounded distributive hyperlattice with $X=$ $\left\{f_{1}, f_{2}\right\} . F_{A}: A \rightarrow L(T(A))$ is given by $F_{A}(0)=\emptyset, F_{A}(a)=\left\{f_{1}\right\}, F_{A}(b)=\left\{f_{2}\right\}$, $F_{A}(1)=\left\{f_{1}, f_{2}\right\}$.

Example 4.2. Let $D(30)=\{1,2,3,5,6,10,15,30\}$ be the set of positive divisors of 30 and $(D(30), \wedge, \vee)$ the lattice where $a \wedge b$ and $a \vee b$ are respectively the greatest common divisor and the least common multiplier of $a$ and $b$. Define on $D(30)$ the hyperoperation by: $a \sqcup b=\{x \in D(30) \mid a \vee b=a \vee x=b \vee x\}$, for all $a, b \in L$. Then $(D(30), \wedge, \sqcup, 1,30)$ is a bounded distributive hyperlattice. $T(D(30))$ is the set of homomorphisms from $D(30)$ onto $\{0,1\}=\left\{f_{1}, f_{2}, f_{3}\right\}$.

| $D(30)$ | 1 | 2 | 3 | 5 | 6 | 10 | 15 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| $f_{2}$ | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| $f_{3}$ | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |

Its bidual is: $L(T(D(30)))=\left\{\emptyset,\left\{f_{1}\right\},\left\{f_{2}\right\},\left\{f_{3}\right\},\left\{f_{1}, f_{2}\right\},\left\{f_{1}, f_{3}\right\},\left\{f_{2}, f_{3}\right\}, X\right\}$, where $X=\left\{f_{1}, f_{2}, f_{3}\right\}$.

| $\sqcup$ | $\emptyset$ | $\left\{f_{1}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{3}\right\}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\emptyset$ | $\emptyset$ | $\left\{f_{1}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{3}\right\}$ |
| $\left\{f_{1}\right\}$ | $\left\{f_{1}\right\}$ | $\left\{\emptyset,\left\{f_{1}\right\}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{3}\right\}$ |
| $\left\{f_{2}\right\}$ | $\left\{f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{\emptyset,\left\{f_{2}\right\}\right\}$ | $\left\{f_{2}, f_{3}\right\}$ |
| $\left\{f_{3}\right\}$ | $\left\{f_{3}\right\}$ | $\left\{f_{1}, f_{3}\right\}$ | $\left\{f_{2}, f_{3}\right\}$ | $\left\{\emptyset,\left\{f_{3}\right\}\right\}$ |
| $\left\{f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\{X$ |
| $\left\{f_{1}, f_{3}\right\}$ | $\left\{f_{1}, f_{3}\right\}$ | $\left\{\left\{f_{3}\right\},\left\{f_{1}, f_{3}\right\}\right\}$ | $X$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{3}\right\}\right\}$ |
| $\left\{f_{2}, f_{3}\right\}$ | $\left\{f_{2}, f_{3}\right\}$ | $\{X\}$ | $\left\{\left\{f_{3}\right\},\left\{f_{2}, f_{3}\right\}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{2}, f_{3}\right\}\right\}$ |
| $X$ | $X$ | $\left\{\left\{f_{2}, f_{3}\right\}, X\right\}$ | $\left\{\left\{f_{1}, f_{3}\right\}, X\right\}$ | $\left\{\left\{f_{1}, f_{2}\right\}, X\right\}$ |


| $\sqcup$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{3}\right\}$ |
| :---: | :---: | :---: |
| $\emptyset$ | $\left\{f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{3}\right\}$ |
| $\left\{f_{1}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\left\{\left\{f_{3}\right\},\left\{f_{1}, f_{3}\right\}\right\}$ |
| $\left\{f_{2}\right\}$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $X$ |
| $\left\{f_{3}\right\}$ | $X$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{3}\right\}\right\}$ |
| $\left\{f_{1}, f_{2}\right\}$ | $\left\{\emptyset,\left\{f_{1}\right\},\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\}\right\}$ | $\left\{\left\{f_{2}, f_{3}\right\}, X\right\}$ |
| $\left\{f_{1}, f_{3}\right\}$ | $\left\{\left\{f_{2}, f_{3}\right\}, X\right\}$ | $\left\{\emptyset,\left\{f_{1}\right\},\left\{f_{3}\right\},\left\{f_{1}, f_{3}\right\}\right\}$ |
| $\left\{f_{2}, f_{3}\right\}$ | $\left\{\left\{f_{1}, f_{3}\right\}, X\right\}$ | $\left\{\left\{f_{1}, f_{2}\right\}, X\right\}$ |
| $X$ | $\left\{\left\{f_{3}\right\},\left\{f_{1}, f_{3}\right\},\left\{f_{2}, f_{3}\right\}, X\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\},\left\{f_{2}, f_{3}\right\}, X\right\}$ |
|  | $X$ |  |
| $\emptyset$ | $\left\{f_{2}, f_{3}\right\}$ | $X$ |
| $\left\{f_{1}\right\}$ | $\left\{f_{2}, f_{3}\right\}$ | $X$ |
| $\left\{f_{2}\right\}$ | $X$ | $\left\{\left\{f_{2}, f_{3}\right\}, X\right\}$ |
| $\left\{f_{3}\right\}$ | $\left\{\left\{f_{3}\right\},\left\{f_{2}, f_{3}\right\}\right\}$ | $\left\{\left\{f_{1}, f_{3}\right\}, X\right\}$ |
| $\left\{f_{1}, f_{2}\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{2}, f_{3}\right\}\right\}$ | $\left\{\left\{f_{1}, f_{2}\right\}, X\right\}$ |
| $\left\{f_{1}, f_{3}\right\}$ | $\left\{\left\{f_{1}, f_{3}\right\}, X\right\}$ | $\left\{\left\{f_{3}\right\},\left\{f_{1}, f_{3}\right\},\left\{f_{2}, f_{3}\right\}, X\right\}$ |
| $\left\{f_{2}, f_{3}\right\}$ | $\left\{\left\{f_{1}, f_{2}\right\}, X\right\}$ | $\left\{\left\{f_{2}\right\},\left\{f_{1}, f_{2}\right\},\left\{f_{2}, f_{3}\right\}, X\right\}$ |
| $X$ | $\left\{\left\{f_{1}\right\},\left\{f_{2}\right\},\left\{f_{3}\right\},\left\{f_{2}\right\},\left\{f_{2}, f_{3}\right\}\right\}$ | $\left\{\left\{f_{1}\right\},\left\{f_{1}, f_{2}\right\},\left\{f_{1}, f_{3}\right\}, X\right\}$ |

Then $(L(T(A)), \cap, \sqcup, \emptyset, X)$ is a bounded distributive hyperlattice. $F_{A}(1)=\emptyset$, $F_{A}(2)=\left\{f_{1}\right\}, F_{A}(3)=\left\{f_{2}\right\}, F_{A}(5)=\left\{f_{3}\right\}, F_{A}(6)=\left\{f_{1}, f_{2}\right\}, F_{A}(10)=\left\{f_{1}, f_{3}\right\}$, $F_{A}(15)=\left\{f_{2}, f_{3}\right\}, F_{A}(30)=X$.

Example 4.3. Let $(X, \tau, \leq)$ be a Priestley space, where $X=\{a, b, c\}$ and $\leq$ is given by

| $\leq$ | $a$ | $b$ | $c$ |
| :--- | :--- | :--- | :--- |
| $a$ | 1 | 0 | 1 |
| $b$ | 0 | 1 | 1 |
| $c$ | 0 | 0 | 1 |

and $L(X)=\{\emptyset,\{c\},\{a, c\},\{b, c\}, X\}$, where

| $\sqcup$ | $\emptyset$ | $\{c\}$ | $\{a, c\}$ | $\{b, c\}$ | $X$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\emptyset$ | $\emptyset$ | $\{c\}$ | $\{a, c\}$ | $\{b, c\}$ | $X$ |
| $\{c\}$ | $\{c\}$ | $\{\emptyset,\{c\}\}$ | $\{a, c\}$ | $\{b, c\}$ | $X$ |
| $\{a, c\}$ | $\{a, c\}$ | $\{a, c\}$ | $\{\emptyset,\{c\},\{a, c\}\}$ | $X$ | $\{\{b, c\}, X\}$ |
| $\{b, c\}$ | $\{b, c\}$ | $\{b, c\}$ | $X$ | $\{\emptyset,\{c\},\{b, c\}\}$ | $\{\{a, c\}, X\}$ |
| $X$ | $X$ | $X$ | $\{\{b, c\}, X\}$ | $\{\{a, c\}, X\}$ | $L(X)$ |


| $\leq$ | $\emptyset$ | $\{c\}$ | $\{a, c\}$ | $\{b, c\}$ | $X$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\emptyset$ | 1 | 1 | 1 | 1 | 1 |
| $\{c\}$ | 0 | 1 | 1 | 1 | 1 |
| $\{a, c\}$ | 0 | 0 | 1 | 0 | 1 |
| $\{b, c\}$ | 0 | 0 | 0 | 1 | 1 |
| $X$ | 0 | 0 | 0 | 0 | 1 |

and $T(L(X))=\left\{f_{1}, f_{2}, f_{3}\right\}$ such that

| $L(X)$ | $f_{1}$ | $f_{2}$ | $f_{3}$ |
| :---: | :---: | :---: | :---: |
| $\emptyset$ | 0 | 0 | 0 |
| $\{c\}$ | 0 | 0 | 1 |
| $\{a, c\}$ | 1 | 0 | 1 |
| $\{b, c\}$ | 0 | 1 | 1 |
| $X$ | 1 | 1 | 1 |

The isomorphism $G_{X}: X \rightarrow T(L(X))$ is defined by $G_{X}(a)=f_{1}, G_{X}(b)=f_{2}$, $G_{X}(c)=f_{3}$.

## Conclusion

In this paper, we propose a new way to represent distributive hyperlattices. It is shown that the dual of the category of Priestley spaces is equivalent to the category of bounded distributive hyperlattices.

For further investigations, we give the following open question.
Question. Is there a relation between the category of bounded distributive hyperlattices and the category of bounded distributive lattices?

## References

[1] R. Ameri, M. Amiri-Bideshki, A.B. Saeid, S. Hoskova-Mayerova, Prime filters of hyperlattices, An. Stiint. Univ. "Ovidius" Constanta, Ser. Mat. 24(2) (2016), $15-26$.
[2] V. Boicescu, A. Filipoiu, G. Georgescu, S. Rudeanu, Lukasiewicz-Moisil Algebras, North Holland, Amsterdam, 1991.
[3] M. Gehrke, Stone duality, topological algebra, and recognition, J. Pure Appl. Algebra 220(7), (2016) $2711--2747$.
[4] B.B.N. Koguep, C. Nkuimi, C. Lele, On fuzzy ideals of hyperlattice, Internat. J. Algebra 2 (2008), $739-750$.
[5] M. Konstantinidou, J. Mittas, An introduction to the theory of hyperlattice, Math Balcanica 7 (1977), $187-193$.
[6] F. Marty, Sur une generalization de la notion de groupe, $8^{\text {th }}$ Congress Math. Scandenaves, Stockholm, (1934), $45-49$.
[7] T. Nakano, Rings and partly ordered systems, Math. Zeitschr. 99 (1967), 355-376.
[8] H.A. Priestley, Representation of distributive lattices by means of ordered Stone spaces, Bull. London Math. Soc. 2 (1970), 186 - 190.
[9] H.A. Priestley, Ordered topological spaces and the presentation of distributive lattices, Proc. London. Math. Soc. 24(3) (1972), $507-530$.
[10] A. Rahnemai-Barghi, The prime ideal theorem for distributive hyperlattices, Ital. J. Pure Appl. Math. 10 (2010), $75-78$.
[11] S. Rasouli, B. Davvaz, Lattice derived from hyperlattices, Commun. Algebra 38 (2010), 2720 - 2737.
[12] S. Rasouli, B. Davvaz, Construction and spectral topology on hyperlattice, Mediterr. J. Math. 7 (2010), $249-262$.
[13] M.H. Stone, The theory of representation for Boolean algebras, Trans. Amer. Math. Soc. 74 (1936), no.1, 37 - 111.
[14] M.H. Stone, Topological representations of distributive lattices and Brouwerian logics, Časopis Pĕst. Math., 67 (1937), 1 - 25.

Received September 14, 2017
A. Amroune

Laboratory of pure and applied Mathematics, Department of Mathematics, University Mohamed Boudiaf, P. O. BOX 166, Icheblia, M'sila, Algeria
E-mail: aamrounedz@yahoo.fr
A. Oumhani

Ecole Normale Supèrieure de Bou Saada, 28001 Bou saada, M'sila, Algeria.
E-mail: alioumhani@yahoo.fr

# Implication zroupoids and identities of associative type 

Juan M. Cornejo and Hanamantagouda P. Sankappanavar


#### Abstract

An algebra $\mathbf{A}=\langle A, \rightarrow, 0\rangle$, where $\rightarrow$ is binary and 0 is a constant, is called an $\mathcal{I}$ zroupoid if A satisfies the identities: $(x \rightarrow y) \rightarrow z \approx\left[\left(z^{\prime} \rightarrow x\right) \rightarrow(y \rightarrow z)^{\prime}\right]^{\prime}$ and $0^{\prime \prime} \approx 0$, where $x^{\prime}:=x \rightarrow 0$, and $\mathcal{I}$ denotes the variety of all $\mathcal{I}$-zroupoids. An $\mathcal{I}$-zroupoid is symmetric if it satisfies $x^{\prime \prime} \approx x$ and $\left(x \rightarrow y^{\prime}\right)^{\prime} \approx\left(y \rightarrow x^{\prime}\right)^{\prime}$. The variety of symmetric $\mathcal{I}$-zroupoids is denoted by $\mathcal{S}$. An identity $p \approx q$, in the groupoid language $\langle\rightarrow\rangle$, is called an identity of associative type of length 3 if $p$ and $q$ have exactly 3 (distinct) variables, say $x, y, z$, and are grouped according to one of the two ways of grouping: (1) $\star \rightarrow(\star \rightarrow \star)$ and (2) ( $\star \rightarrow \star) \rightarrow \star$, where $\star$ is a place holder for a variable. A subvariety of $\mathcal{I}$ is said to be of associative type of length 3 , if it is defined, relative to $\mathcal{I}$, by a single identity of associative type of length 3 . In this paper we give a complete analysis of the mutual relationships of all subvarieties of $\mathcal{I}$ of associative type of length 3 . We prove, in our main theorem, that there are exactly 8 such subvarieties of $\mathcal{I}$ that are distinct from each other and describe explicitly the poset formed by them under inclusion. As an application of the main theorem, we derive that there are three distinct subvarieties of the variety $\mathcal{S}$ of associative type, each defined relative to $\mathcal{S}$, by a single identity of associative type of length 3 .


## 1. Introduction

In 1934, Bernstein gave a system of axioms for Boolean algebras in [3] using implication alone. Even though his system was not equational, it is not hard to see that one could easily convert it into an equational one by using an additional constant. In 2012, the second author extended this "modified Bernstein's theorem" to De Morgan algebras in [24] by showing that the variety of De Morgan algebras, is term-equivalent to the variety $\mathcal{D M}$ (defined below) whose defining axioms use only an implication $\rightarrow$ and a constant 0.

The primary role played by the identity (I): $(x \rightarrow y) \rightarrow z \approx\left[\left(z^{\prime} \rightarrow x\right) \rightarrow\right.$ $\left.(y \rightarrow z)^{\prime}\right]^{\prime}$, where $x^{\prime}:=x \rightarrow 0$, in the axiomatization of each of those new varieties motivated the second author to study the identity (I) in its own right and led him

[^0]to introduce a new equational class of algebras called implication zroupoids in [24] (also called implicator groupoids in [7]).

An algebra $\mathbf{A}=\langle A, \rightarrow, 0\rangle$, where $\rightarrow$ is binary and 0 is a constant, is called a zroupoid. A zroupoid $\mathbf{A}=\langle A, \rightarrow, 0\rangle$ is an implication zroupoid ( $\mathcal{I}$-zroupoid, for short) if A satisfies:
(I) $\quad(x \rightarrow y) \rightarrow z \approx\left[\left(z^{\prime} \rightarrow x\right) \rightarrow(y \rightarrow z)^{\prime}\right]^{\prime}$, where $x^{\prime}:=x \rightarrow 0$,
$\left(\mathrm{I}_{0}\right) \quad 0^{\prime \prime} \approx 0$.
$\mathcal{I}$ denotes the variety of implication zroupoids. The varieties $\mathcal{D M}$ and $\mathcal{S L}$ are defined relative to $\mathcal{I}$, respectively, by the following identities:
(DM) $\quad(x \rightarrow y) \rightarrow x \approx x \quad$ (De Morgan Algebras);
(SL) $\quad x^{\prime} \approx x$ and $x \rightarrow y \approx y \rightarrow x \quad$ (semilattices with the least element 0 ).
The variety $\mathcal{B A}$ of Boolean algebras is defined relative to $\mathcal{D M}$ by the following identity:
(BA) $\quad x \rightarrow x \approx 0^{\prime}$.
The variety $\mathcal{I}$ exhibits (see [24]) several interesting properties; for example, the identity $x^{\prime \prime \prime} \rightarrow y \approx x^{\prime} \rightarrow y$ holds in $\mathcal{I}$; in particular, $\mathcal{I}$ satisfies $x^{\prime \prime \prime \prime} \approx x^{\prime \prime}$. Two of the subvarieties of $\mathcal{I}$ that are of interest in this paper are: $\mathcal{I}_{2,0}$ and $\mathcal{M C}$ which are defined relative to $\mathcal{I}$, respectively, by the following identities, where $x \wedge y:=\left(x \rightarrow y^{\prime}\right)^{\prime}:$

$$
\left(\mathrm{I}_{2,0}\right) \quad x^{\prime \prime} \approx x
$$

(MC) $\quad x \wedge y \approx y \wedge x$.

The (still largely unexplored) lattice of subvarieties of $\mathcal{I}$ seems to be fairly complex. In fact, Problem 6 of [24] calls for an investigation of the structure of the lattice of subvarieties of $\mathcal{I}$.

The papers [5], [6], [7], [8], [9], [10] and [11] have addressed further the abovementioned problem, but still partially, by introducing several new subvarieties of $\mathcal{I}$ and investigating relationships among them. The (currently known) size of the poset of subvarieties of $\mathcal{I}$ is at least 30 ; but it is still unknown whether the lattice of subvarieties is finite or infinite. We conjecture that its cardinality is $2^{\omega}$.

Motivated by the fact that not all algebras in $\mathcal{I}$ are associative with respect to the operation $\rightarrow$, the quest for finding more new subvarieties of $\mathcal{I}$ led us naturally to consider the question as to whether generalizations of the associative law would yield some new subvarieties of $\mathcal{I}$ and thereby reveal further insight into the structure of the lattice of subvarieties of $\mathcal{I}$. This quest led to the results in [9], [10] and this paper, which will show that this is indeed the case.

The poset of the (then) known varieties that appears in [8] is given below for the reader's convenience (for the definitions of the varieties in the picture, see [8]).


A look at the associative law would reveal the following characteristics:
(1) Length of the left side term $=$ length of the right side term $=3$,
(2) The number of distinct variables on the left $=$ the number of distinct variables on right $=$ the number of occurrences of variables on either side,
(3) The order of the variables on the left side is the same as the order of the variables on the right side,
(4) The bracketings used in the left side term and in the right side term are different from each other.

One way to generalize the associative law is to relax somewhat the restrictions (1) and (2) by choosing $m$ distinct variables and setting the length of the left term $=$ that of right term $=n$, with $n \geqslant m$, and keeping (3) and (4). But then, for $n \geqslant 4$, there will be more than two possible bracketings. So, we order all possible bracketings and assign a number to each, called bracketing number. Such identities are called "weak associative identities of length $n$ ". For a precise definition and notation of weak associative identities, we refer the reader to [10] and the references therein.

A second way to generalize the associative law is to relax (3) and to keep (2), (4) and the first half of (1). So, we consider the laws of the form $p \approx q$ of length $n$ such that (a) each of $p$ and $q$ contains the $n$ (an integer $\geqslant 3$ ) distinct variables, say, $x_{1}, x_{2}, \ldots, x_{n}$, (b) $p$ and $q$ are terms obtained by distinct bracketings of permutations of the $n$ variables. Let us call such laws as "identities of associative type of length $n$ ".

A third way to generalize the associative law is to relax all of four features mentioned above by allowing number of occurrences of variables on one side be different from the number on the other side. Let us refer to these as "identities of mixed type".

Specific instances of all such generalizations of the associative law have already occurred in the literature at least since late 19th century. We mention below a few such instances.

Weak associative identities of length 4 with 3 distinct variables, called "identities of Bol-Moufang type", have been investigated in the literature quite extensively for the varieties of quasigroups and loops. In fact, the first systematic analysis of the relationships among the identities of Bol-Moufang type appears to be in [12] in the context of loops. For more information about these identities in the context of quasigroups and loops, see [12], [15], [19], [20]) and the references therein.

More recently, in [9] and [10], we have made a complete analysis of relationships among weak associative identities of length $\leqslant 4$, relative to the variety $\mathcal{S}$ of symmetric I-zroupoids (i.e., satisfying $x^{\prime \prime} \approx x$ and $\left.\left(x \rightarrow y^{\prime}\right)^{\prime} \approx\left(y \rightarrow x^{\prime}\right)^{\prime}\right)$. We have shown that 6 of the 155 subvarieties of $\mathcal{S}$, each being defined by a single weak associative law of length $m \leqslant 4$ (including the Bol-Moufang type), are distinct. Furthermore, we describe explicitly by a Hasse diagram the poset formed by them, together with the varieties $\mathcal{B A}$ and $\mathcal{S L}$.

We should mention here that such an analysis of weak associative laws of length $\leqslant 4$ relative to the variety $\mathcal{I}$ is still open.

The identities of associative type have also appeared in the literature. We mention several examples below, using • for the binary operation instead of $\rightarrow$.

- The identity $x \cdot(y \cdot z) \approx(z \cdot x) \cdot y$ was considered in [28] by Suschkewitsch (see also [27, Theorem 11.5]).
- Abbott [1] uses the identity $x \cdot(y \cdot z) \approx y \cdot(x \cdot z)$ as one of the defining identities in his definition of implication algebras.
- The identities $x \cdot(y \cdot z) \approx z \cdot(y \cdot x), x \cdot(y \cdot z) \approx y \cdot(x \cdot z)$, and $x \cdot(y \cdot z) \approx(z \cdot x) \cdot y$ were investigated for quasigroups by Hosszú in [13].
- The identity $x \cdot(z \cdot y) \approx(x \cdot y) \cdot z$ is investigated by Pushkashu in [22].
- The identities $x \cdot(z \cdot y) \approx(x \cdot y) \cdot z$ and $x \cdot(y \cdot z) \approx z \cdot(y \cdot x)$ have appeared in [14] of Kazim and Naseeruddin.

The identities of mixed type have also been considered in the literature. A few are listed below:

- left distributivity: $x \cdot(y \cdot z) \approx(x \cdot y) \cdot(x \cdot z)$, appears, according to [18], already in the late 19th century publications of logicians Peirce and Schroeder (see [17] and [25], respectively),
- right distributive: $(z \cdot y) \cdot x \approx(z \cdot x) \cdot(y \cdot x)$ (see [26]),
- distributive if it is both left and right distributive (see [26]),
- medial: $(x \cdot y) \cdot(u \cdot v) \approx(x \cdot u) \cdot(y \cdot v)($ see $[26])$,
- idempotent: $x \cdot x \approx x$ (see [26]),
- left involutory (or left symmetric): $x \cdot(x \cdot y) \approx y$ (see [26]).

Several identities of associative type have appeared in the literatiure on groupoids as well. For instance,

- $(x \cdot y) \cdot z \approx(z \cdot y) \cdot x$ : Abel-Grassmann's groupoid (AG-groupoid) (see [21]),
- $(x \cdot y) \cdot z \approx(z \cdot y) \cdot x$ and $x \cdot(y \cdot z) \approx y \cdot(x \cdot z)$ (AG ${ }^{* *}$-groupoid),
- $x \cdot(z \cdot y) \approx(x \cdot y) \cdot z:$ Hosszú-Tarski identity (see [22]),
- $(x \cdot y) \cdot z \approx(z \cdot y) \cdot x$ : Left almost semigroup (LA-semigroup) (see [22]),
- $x \cdot(y \cdot z) \approx z \cdot(y \cdot x):$ Right almost semigroup (RA-semigroup) (see [22]).

Similar to the problem mentioned in [10] for weak associative identities, the following general problem presents itself naturally if we restrict our attention to identities of associative type.

Problem. Let $\mathcal{V}$ be a given variety of algebras (whose language includes a binary operation symbol, say, ' $\rightarrow$ '). Investigate the mutual relationships among the subvarieties of $\mathcal{V}$, each of which is defined by a single identity of associative type of length $n$, for small values of the positive integer $n$.

We will now consider the above problem for the variety $\mathcal{I}$. We begin a systematic analysis of the relationships among the identities of associative type of length 3 relative to the variety $\mathcal{I}$.

Definition 1.1. An identity $p \approx q$, in the groupoid language $\langle\rightarrow\rangle$, is called an identity of associative type of length 3 if $p$ and $q$ have exactly 3 (distinct) variables, say $x, y, z$, and these variables are grouped according to one of the following two ways of grouping:
(a) $o \rightarrow(o \rightarrow o)$,
(b) $(o \rightarrow o) \rightarrow o$.

In the rest of the paper, we refer to an "identity of associative type of length 3 " as simply an "identity of associative type".

We wish to determine the mutual relationships of all the subvarieties of $\mathcal{I}$ defined by the identities of associative type, which will be referred to as "subvarieties of associative type".

Our main theorem says that there are 8 of such subvarieties of $\mathcal{I}$ that are distinct from each other and describes explicitly, by a Hasse diagram, the poset formed by them, together with the varieties $\mathcal{S} \mathcal{L}$ and $\mathcal{B} \mathcal{A}$. As an application, we show that there are 3 distinct subvarieties of $\mathcal{S}$ of associative type.

We would like to acknowledge that the software "Prover 9/Mace 4" developed by McCune [16] has been useful to us in some of our findings presented in this paper. We have used it to find examples and to check some conjectures.

## 2. Preliminaries

We refer the reader to the standard references [2], [4] and [23] for concepts and results used, but not explained, in this paper.

Recall from [24] that $\mathcal{S L}$ is the variety of semilattices with a least element 0 . It was shown in [7] that $\mathcal{S L}=\mathcal{C} \cap \mathcal{I}_{1,0}$, where $\mathcal{I}_{1,0}$ is defined by $x^{\prime} \approx x$, and $\mathcal{C}$ is defined by $x \rightarrow y \approx y \rightarrow x$, to relative to $\mathcal{I}$.

The two-element algebras $\mathbf{2}_{\mathbf{z}}, \mathbf{2}_{\mathbf{s}}, \mathbf{2}_{\mathbf{b}}$ were introduced in [24]. Their operations $\rightarrow$ are respectively as follows:

| $\rightarrow$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 0 |


| $\rightarrow$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 1 | 1 | 1 |


| $\rightarrow$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 1 | 1 |
| 1 | 0 | 1 |

Recall that $\mathcal{V}\left(\mathbf{2}_{\mathbf{b}}\right)=\mathcal{B} \mathcal{A}$. Recall also from [7, Corollary 10.4] that $\mathcal{V}\left(\mathbf{2}_{\mathbf{s}}\right)=\mathcal{S} \mathcal{L}$.
The following lemmas will be useful in the sequel.
Lemma 2.1. [24, 7.16] Let $\mathbf{A}$ be an $\mathcal{I}$-zroupoid. Then $\mathbf{A} \models x^{\prime \prime \prime} \rightarrow y \approx x^{\prime} \rightarrow y$.
Lemma 2.2. [7, 3.4] Let A be an I-zroupoid. Then A satisfies:
(a) $(x \rightarrow y) \rightarrow z \approx[(x \rightarrow y) \rightarrow z]^{\prime \prime}$,
(b) $(x \rightarrow y)^{\prime} \approx\left(x^{\prime \prime} \rightarrow y\right)^{\prime}$.

Lemma 2.3. [24, 8.15] Let $\mathbf{A}$ be an $\mathcal{I}$-zroupoid. Then the following are equivalent:

1. $0^{\prime} \rightarrow x \approx x$,
2. $x^{\prime \prime} \approx x$,
3. $\left(x \rightarrow x^{\prime}\right)^{\prime} \approx x$,
4. $x^{\prime} \rightarrow x \approx x$.

Recall that $\mathcal{I}_{2,0}$ and $\mathcal{M C}$ are the subvarieties of $\mathcal{I}$, defined, respectively, by the equations

$$
\begin{gather*}
x^{\prime \prime} \approx x  \tag{2,0}\\
x \wedge y \approx y \wedge x \tag{MC}
\end{gather*}
$$

Lemma 2.4. [24] Let $\mathbf{A} \in \mathcal{I}_{2,0}$. Then

1. $x^{\prime} \rightarrow 0^{\prime} \approx 0 \rightarrow x$,
2. $0 \rightarrow x^{\prime} \approx x \rightarrow 0^{\prime}$.

Lemma 2.5. Let $\mathbf{A} \in \mathcal{I}_{2,0}$. Then $\mathbf{A}$ satisfies:
(a) $\left(x \rightarrow 0^{\prime}\right) \rightarrow y \approx\left(x \rightarrow y^{\prime}\right) \rightarrow y$,
(b) $(y \rightarrow x) \rightarrow y \approx(0 \rightarrow x) \rightarrow y$,
(c) $0 \rightarrow x \approx 0 \rightarrow(0 \rightarrow x)$,
(d) $(0 \rightarrow x) \rightarrow(0 \rightarrow y) \approx x \rightarrow(0 \rightarrow y)$,
(e) $x \rightarrow y \approx x \rightarrow(x \rightarrow y)$,
(f) $0 \rightarrow(x \rightarrow y) \approx x \rightarrow(0 \rightarrow y)$,
(g) $0 \rightarrow\left(x \rightarrow y^{\prime}\right)^{\prime} \approx 0 \rightarrow\left(x^{\prime} \rightarrow y\right)$,
(h) $x \rightarrow\left(y \rightarrow x^{\prime}\right) \approx y \rightarrow x^{\prime}$.

Proof. For the proofs of items (a), (b), (c), (f), (g), and (h) we refer the reader to [7]. The proofs of items (d) and (e) are in [5].

Theorem 2.6. [8] Let $t_{i}(\bar{x}), i=1, \ldots, 6$ be terms and $\mathcal{V}$ a subvariety of $\mathcal{I}$. If

$$
\mathcal{V} \cap \mathcal{I}_{2,0}=\left[t_{1}(\bar{x}) \rightarrow t_{2}(\bar{x})\right] \rightarrow t_{3}(\bar{x}) \approx\left[t_{4}(\bar{x}) \rightarrow t_{5}(\bar{x})\right] \rightarrow t_{6}(\bar{x})
$$

then

$$
\mathcal{V} \models\left[t_{1}(\bar{x}) \rightarrow t_{2}(\bar{x})\right] \rightarrow t_{3}(\bar{x}) \approx\left[t_{4}(\bar{x}) \rightarrow t_{5}(\bar{x})\right] \rightarrow t_{6}(\bar{x}) .
$$

### 2.1. Identities of associative type

We now turn our attention to identities of associative type of length 3. Recall that such an identity will contain three distinct variables that occur in any order and that are grouped in one of the two (obvious) ways. The following identities play a crucial role in the sequel.

Let $\Sigma$ denote the set consisting of the following 14 identities of associative type (of length 3 in the binary language $\langle\rightarrow\rangle$ ):
$(A 1) x \rightarrow(y \rightarrow z) \approx(x \rightarrow y) \rightarrow z$
(A8) $x \rightarrow(y \rightarrow z) \approx(z \rightarrow x) \rightarrow y$ (Associative law)
$(A 9) x \rightarrow(y \rightarrow z) \approx z \rightarrow(y \rightarrow x)$
$(A 2) x \rightarrow(y \rightarrow z) \approx x \rightarrow(z \rightarrow y)$
$(A 3) x \rightarrow(y \rightarrow z) \approx(x \rightarrow z) \rightarrow y$
$(A 10) x \rightarrow(y \rightarrow z) \approx(z \rightarrow y) \rightarrow x$
(A11) $(x \rightarrow y) \rightarrow z \approx(x \rightarrow z) \rightarrow y$
$(A 4) x \rightarrow(y \rightarrow z) \approx y \rightarrow(x \rightarrow z)$
(A12) $(x \rightarrow y) \rightarrow z \approx(y \rightarrow x) \rightarrow z$
(A5) $x \rightarrow(y \rightarrow z) \approx(y \rightarrow x) \rightarrow z$
(A13) $(x \rightarrow y) \rightarrow z \approx(y \rightarrow z) \rightarrow x$
(A6) $x \rightarrow(y \rightarrow z) \approx y \rightarrow(z \rightarrow x)$
$(A 14)(x \rightarrow y) \rightarrow z \approx(z \rightarrow y) \rightarrow x$.

We will denote by $\mathcal{A}_{i}$ the subvariety of $\mathcal{I}$ defined by the identity $(A i)$, for $1 \leqslant i \leqslant 14$. Such varieties will be referred to as subvarieties of $\mathcal{I}$ of associative type.

The following proposition is crucial for the rest of the paper.
Proposition 2.7. Let $\mathcal{G}$ be the variety of all groupoids of type $\{\rightarrow\}$ and Let $\mathcal{V}$ denote the subvariety of $\mathcal{G}$ defined by a single identity of associative type. Then $\mathcal{V}=\mathcal{A}_{i}$, for some $i \in\{1,2, \ldots, 14\}$.

Proof. In an identity $p \approx q$ of associative type of length $3, p$ and $q$ have exactly 3 (distinct) variables, say $\mathrm{x}, \mathrm{y}, \mathrm{z}$, and these variables are grouped according to one of the two ways of bracketing mentioned above. Thus, there are six permuatations of 3 variables which give rise to the following 12 terms:
1a: $x \rightarrow(y \rightarrow z)$
1b: $(x \rightarrow y) \rightarrow z$
2a: $x \rightarrow(z \rightarrow y)$
2b: $(x \rightarrow z) \rightarrow y$
3a: $y \rightarrow(x \rightarrow z)$
3b: $(y \rightarrow x) \rightarrow z$
4a: $y \rightarrow(z \rightarrow x)$
4b: $(y \rightarrow z) \rightarrow x$
5a: $z \rightarrow(x \rightarrow y)$
5b: $(z \rightarrow x) \rightarrow y$
6a: $z \rightarrow(y \rightarrow x)$
6b: $(z \rightarrow y) \rightarrow x$.

It is clear that these 12 terms, in turn, will lead to 66 identities in view of the symmetric property of equality. It is routine to verify that each of the 66 identities is equivalent to one of the 14 identities of $\Sigma$ in the variety of groupoids. Then the proposition follows.

Our goal, in this paper, is to determine the distinct subvarieties of $\mathcal{I}$ and to describe the poset of subvarieties of $\mathcal{I}$ of associative type. It suffices to concentrate on the varieties defined by identities (A1)-(A14), in view of the above proposition.

## 3. Properties of subvarieties of $\mathcal{I}$ of associative type

In this section we present properties of several subvarieties of $\mathcal{I}$ which will play a crucial role in our analysis of the identities of associative type relative to $\mathcal{I}$.

Lemma 3.1. Let $\mathbf{A} \in \mathcal{I}$ such that $\mathbf{A} \models x^{\prime} \rightarrow y \approx x \rightarrow y^{\prime}$, then $\mathbf{A} \models(x \rightarrow y) \rightarrow$ $y^{\prime} \approx x \rightarrow y^{\prime}$.

Proof. Let $a, b \in A$. Then $(a \rightarrow b) \rightarrow b^{\prime} \stackrel{2.5(a) \&}{=}{ }^{2.6}\left(a \rightarrow 0^{\prime}\right) \rightarrow b^{\prime} \stackrel{\text { hyp }}{=}\left(a^{\prime} \rightarrow 0\right) \rightarrow b^{\prime}$ $=a^{\prime \prime} \rightarrow b^{\prime} \stackrel{h y p}{=} a^{\prime \prime \prime} \rightarrow b \stackrel{2.1}{=} a^{\prime} \rightarrow b \stackrel{h y p}{=} a \rightarrow b^{\prime}$.

Lemma 3.2. Let $\mathbf{A} \in \mathcal{I}_{2,0}$ such that $\mathbf{A} \vDash(x \rightarrow y)^{\prime} \approx x \rightarrow(0 \rightarrow y)$, then $\mathbf{A} \models x \rightarrow y^{\prime} \approx x \rightarrow(0 \rightarrow y)$.

Proof. Let $a, b \in A$. Then $a \rightarrow b^{\prime} \stackrel{2.3(1)}{=} a \rightarrow\left(0^{\prime} \rightarrow b\right)^{\prime} \stackrel{\text { hyp }}{=} a \rightarrow\left[0^{\prime} \rightarrow(0 \rightarrow b)\right]$ $\stackrel{2.3(1)}{=} a \rightarrow(0 \rightarrow b)$.

Lemma 3.3. Let $\mathbf{A} \in \mathcal{I}_{2,0}$ such that $\mathbf{A} \models(x \rightarrow y)^{\prime} \approx x \rightarrow(0 \rightarrow y)$. Then
$\mathbf{A} \models\left[x \rightarrow(y \rightarrow z)^{\prime}\right]^{\prime} \approx x \rightarrow(y \rightarrow(0 \rightarrow z))^{\prime}$.
Proof. Let $a, b, c \in A$. We have that $\left[a \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime} \stackrel{\text { hyp }}{=} a \rightarrow\left(0 \rightarrow(b \rightarrow c)^{\prime}\right)$ $\stackrel{\text { hyp }}{=} a \rightarrow(0 \rightarrow(b \rightarrow(0 \rightarrow c))) \stackrel{2.5(f)}{=} a \rightarrow(b \rightarrow(0 \rightarrow(0 \rightarrow c))) \stackrel{h y p}{=} a \rightarrow[b \rightarrow(0 \rightarrow$ c)'].

Lemma 3.4. Let $\mathbf{A} \in \mathcal{I}$ such that $\mathbf{A}$ satisfies:
(1) $(x \rightarrow y)^{\prime} \approx x \rightarrow(0 \rightarrow y)$,
(2) $\quad x^{\prime} \rightarrow y \approx x \rightarrow y^{\prime}$.

Then, $\mathbf{A} \models 0 \rightarrow[x \rightarrow(y \rightarrow z)] \approx 0 \rightarrow[(x \rightarrow y) \rightarrow z]$.
Proof. Let $a, b, c \in A$. Then, $0 \rightarrow[(a \rightarrow b) \rightarrow c] \stackrel{(I)}{=} 0 \rightarrow\left[\left(c^{\prime} \rightarrow a\right) \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime}$ $\stackrel{(I)}{=} 0 \rightarrow\left\{\left[(b \rightarrow c)^{\prime \prime} \rightarrow c^{\prime}\right] \rightarrow\left[a \rightarrow(b \rightarrow c)^{\prime}\right]\right\}^{\prime \prime} \stackrel{2.6}{=} 0 \rightarrow\left\{\left[(b \rightarrow c) \rightarrow c^{\prime}\right] \rightarrow[a \rightarrow(b \rightarrow\right.$ c) $\left.\left.)^{\prime}\right]\right\}^{\prime \prime} \stackrel{3.1}{=} 0 \rightarrow\left\{\left[b \rightarrow c^{\prime}\right] \rightarrow\left[a \rightarrow(b \rightarrow c)^{\prime}\right]\right\}^{\prime \prime} \stackrel{3.2 \& 2.6 \& h y p}{=} 0 \rightarrow\{[b \rightarrow(0 \rightarrow c)] \rightarrow$

$$
\begin{aligned}
& \left.\left[a \rightarrow(b \rightarrow c)^{\prime}\right]\right\}^{\prime \prime} \stackrel{3.3 \& h y p}{=} 0 \rightarrow\left\{[b \rightarrow(0 \rightarrow c)] \rightarrow\left[a \rightarrow[b \rightarrow(0 \rightarrow c)]^{\prime}\right]\right\}^{\prime \prime} \stackrel{2.5(h) \& 2.6}{=} \\
& 0 \rightarrow\left\{a \rightarrow[b \rightarrow(0 \rightarrow c)]^{\prime}\right\}^{\prime \prime} \stackrel{(3.4)}{=} 0 \rightarrow\left\{a \rightarrow[b \rightarrow c]^{\prime \prime}\right\}^{\prime \prime} \stackrel{2.6}{=} 0 \rightarrow\{a \rightarrow[b \rightarrow c]\}^{\prime \prime} \\
& \stackrel{(3.4)}{=} 0^{\prime} \rightarrow\{a \rightarrow[b \rightarrow c]\}^{\prime} \stackrel{(3.4)}{=} 0^{\prime \prime} \rightarrow\{a \rightarrow[b \rightarrow c]\}=0 \rightarrow\{a \rightarrow[b \rightarrow c]\} .
\end{aligned}
$$

Lemma 3.5. Let $\mathbf{A} \in \mathcal{I}$ such that $\mathbf{A} \models(x \rightarrow y)^{\prime} \approx(y \rightarrow x)^{\prime}$. Then
$\mathbf{A} \models(x \rightarrow y) \rightarrow z \approx(y \rightarrow x) \rightarrow z$.
Proof. Let $a, b, c \in A$. Then, $(a \rightarrow b) \rightarrow c \stackrel{2.6}{=}(a \rightarrow b)^{\prime \prime} \rightarrow c \stackrel{\text { hyp }}{=}(b \rightarrow a)^{\prime \prime} \rightarrow c$ $\stackrel{2.6}{=}(b \rightarrow a) \rightarrow c$.

Definition 3.6. Let $\mathbf{A} \in \mathcal{I}$. We say that $\mathcal{A}$ is of type 1 if the following identities hold in A:
$(E 1)(x \rightarrow y)^{\prime} \approx x \rightarrow(0 \rightarrow y)$,
(E2) $x^{\prime} \rightarrow y \approx x \rightarrow y^{\prime}$,
(E3) $0 \rightarrow(x \rightarrow y) \approx 0 \rightarrow(y \rightarrow x)$,
$(E 4) x \rightarrow(y \rightarrow z) \approx(p(x) \rightarrow p(y)) \rightarrow p(z)$, where $p$ is some permutation of $\{x, y, z\}$.

Theorem 3.7. If $\mathbf{A} \in \mathcal{I}$ is of type 1 then $\mathbf{A} \models(A j)$ for all $1 \leqslant j \leqslant 14$.
Proof. Let $\mathbf{A} \in \mathcal{I}$ be of type 1, and $a, b, c \in A$. In view of equations ( $E 1$ ), ( $E 2$ ) and Lemma 3.4 we have that

$$
\begin{equation*}
\mathbf{A} \models 0 \rightarrow[x \rightarrow(y \rightarrow z)] \approx 0 \rightarrow[(x \rightarrow y) \rightarrow z] \tag{3.1}
\end{equation*}
$$

Then we can consider the following cases.

- Assume that $j=1$. Then $a \rightarrow(b \rightarrow c) \stackrel{(E 4)}{=}(p(a) \rightarrow p(b)) \rightarrow p(c) \stackrel{2.2}{=}[(p(a) \rightarrow$ $p(b)) \rightarrow p(c)]^{\prime \prime} \stackrel{(E 1)}{=}[(p(a) \rightarrow p(b)) \rightarrow(0 \rightarrow p(c))]^{\prime 2.5(f) \& 2.6} \stackrel{=}{=}[0 \rightarrow[(p(a) \rightarrow$ $p(b)) \rightarrow p(c)]]^{\prime(E 3)} \stackrel{\&(3.1)}{=}[0 \rightarrow[(a \rightarrow b) \rightarrow c]]^{\prime 2.5(f) \& 2.6} \stackrel{=}{=}[(a \rightarrow b) \rightarrow[0 \rightarrow c]]^{\prime}$ $\stackrel{(E 1)}{=}[(a \rightarrow b) \rightarrow c]^{\prime \prime} \stackrel{2.2}{=}(a \rightarrow b) \rightarrow c$.
The cases $j=3,5,7,8,10$ are similar.
- Assume that $j=2$. Then, in the same way as in the case of $j=1$ we have that

$$
\begin{equation*}
\mathbf{A} \models x \rightarrow(y \rightarrow z) \approx[0 \rightarrow[(p(x) \rightarrow p(y)) \rightarrow p(z)]]^{\prime} . \tag{3.2}
\end{equation*}
$$

Then, $a \rightarrow(b \rightarrow c) \stackrel{(3.2)}{=}[0 \rightarrow[(p(a) \rightarrow p(b)) \rightarrow p(c)]]^{\prime} \stackrel{(E 3)}{\stackrel{\&(3.1)}{=}}[0 \rightarrow$ $[(p(a) \rightarrow p(c)) \rightarrow p(b)]]^{2.5(f) \& 2.6}[(p(a) \rightarrow p(c)) \rightarrow[0 \rightarrow p(b)]]^{\prime} \stackrel{(E 1)}{=}$ $[(p(a) \rightarrow p(c)) \rightarrow p(b)]^{\prime \prime} \stackrel{2.2(a)}{=}(p(a) \rightarrow p(c)) \rightarrow p(b) \stackrel{(E 4)}{=}(a \rightarrow c) \rightarrow b$.
The cases $j=4,6,9$ are similar.

- Assume that $j=11 .(a \rightarrow b) \rightarrow c \stackrel{2.2(a)}{=}[(a \rightarrow b) \rightarrow c]^{\prime \prime} \stackrel{(E 1)}{=}[(a \rightarrow b) \rightarrow$
$(0 \rightarrow c)]^{2.5(f)} \stackrel{\&}{=} 2.6[0 \rightarrow[(a \rightarrow b) \rightarrow c]]^{\prime} \stackrel{(E 3)}{\&}{ }^{\&(3.1)}[0 \rightarrow[(a \rightarrow c) \rightarrow b]]^{\prime}$ $2.5(f) \& 2.6[(a \rightarrow c) \rightarrow[0 \rightarrow b]]^{\prime} \stackrel{(E 1)}{=}[(a \rightarrow c) \rightarrow b]^{\prime \prime} \stackrel{2.2}{=}(a \rightarrow c) \rightarrow b$.

The cases $j=12,13,14$ are similar.
To prove that the variety $\mathcal{A}_{j}$ is of type 1 , with $j \in\{3,5,7,8,10\}$, we need the following lemmas.

Lemma 3.8. If $\mathbf{A} \in \mathcal{A}_{5}$ then $\mathbf{A}$ satisfies
(a) $x^{\prime} \rightarrow y \approx x \rightarrow y^{\prime}$,
(b) $(x \rightarrow y)^{\prime} \approx 0 \rightarrow(x \rightarrow y)$,
(c) $x \rightarrow(0 \rightarrow y) \approx 0 \rightarrow(x \rightarrow y)$.

Proof. Let $a, b \in A$. Then
(a) $a \rightarrow b^{\prime}=a \rightarrow(b \rightarrow 0) \stackrel{(A 5)}{=}(b \rightarrow a) \rightarrow 0 \stackrel{2.6}{=}\left(b \rightarrow a^{\prime \prime}\right) \rightarrow 0=\left(b \rightarrow\left(a^{\prime} \rightarrow 0\right)\right) \rightarrow$ $0 \stackrel{(A 5)}{=}\left[\left(a^{\prime} \rightarrow b\right) \rightarrow 0\right] \rightarrow 0=\left(a^{\prime} \rightarrow b\right)^{\prime \prime} \stackrel{2.6}{=} a^{\prime} \rightarrow b$.
(b) Observe that $(a \rightarrow b)^{\prime}=(a \rightarrow b) \rightarrow 0 \stackrel{(A 5)}{=} b \rightarrow(a \rightarrow 0)=b \rightarrow a^{\prime} \stackrel{3.8(a)}{=} b^{\prime} \rightarrow a$ $=(b \rightarrow 0) \rightarrow a \stackrel{(A 5)}{=} 0 \rightarrow(b \rightarrow a)$.
(c) Notice that $0 \rightarrow(a \rightarrow b) \stackrel{(A 5)}{=}(a \rightarrow 0) \rightarrow b \stackrel{2.6}{=}\left(a^{\prime \prime} \rightarrow 0\right) \rightarrow b \stackrel{3.8(a)}{=}\left(a^{\prime} \rightarrow 0^{\prime}\right) \rightarrow$ $b \stackrel{2.4(2) \& 2.6}{=}(0 \rightarrow a) \rightarrow b \stackrel{(A 5)}{=} a \rightarrow(0 \rightarrow b)$.

Lemma 3.9. If $\mathbf{A} \in \mathcal{A}_{8}$ then $\mathbf{A}$ satisfies:
(a) $x \rightarrow y^{\prime} \approx x^{\prime} \rightarrow y^{\prime}$,
(b) $x \rightarrow y^{\prime} \approx 0 \rightarrow\left(y^{\prime} \rightarrow x\right)$.

Proof. Let $a, b \in A$. Then $a \rightarrow b^{\prime}=a \rightarrow(b \rightarrow 0) \stackrel{(A 8)}{=}(0 \rightarrow a) \rightarrow b \stackrel{(I)}{=}\left[\left(b^{\prime} \rightarrow\right.\right.$ $\left.0) \rightarrow(a \rightarrow b)^{\prime}\right]^{\prime}=\left[\left(b^{\prime} \rightarrow 0\right) \rightarrow(a \rightarrow b)^{\prime}\right] \rightarrow 0 \stackrel{(A 8)}{=}(a \rightarrow b)^{\prime} \rightarrow\left(0 \rightarrow\left(b^{\prime} \rightarrow 0\right)\right)$ $\stackrel{(A 8)}{=}(a \rightarrow b)^{\prime} \rightarrow\left((0 \rightarrow 0) \rightarrow b^{\prime}\right)=(a \rightarrow b)^{\prime} \rightarrow\left(0^{\prime} \rightarrow b^{\prime}\right) \stackrel{2.3(1) \& 2.6}{=}(a \rightarrow b)^{\prime} \rightarrow b^{\prime}$ $=((a \rightarrow b) \rightarrow 0) \rightarrow b^{\prime} \stackrel{(A 8)}{=} 0 \rightarrow\left(b^{\prime} \rightarrow(a \rightarrow b)\right) \stackrel{(A 8)}{=} 0 \rightarrow\left(\left(b \rightarrow b^{\prime}\right) \rightarrow a\right)$ $\stackrel{2.6}{=} 0 \rightarrow\left(\left(b^{\prime \prime} \rightarrow b^{\prime}\right) \rightarrow a\right) \stackrel{2.3(4) \& 2.6}{=} 0 \rightarrow\left(b^{\prime} \rightarrow a\right)$, implying that A satisfies the identity (b). Next, $0 \rightarrow\left(b^{\prime} \rightarrow a\right) \stackrel{(A 8)}{=}(a \rightarrow 0) \rightarrow b^{\prime}=a^{\prime} \rightarrow b^{\prime}$, thus A satisfies the identity (a).

Lemma 3.10. If $\mathbf{A} \in \mathcal{A}_{10}$ then $\mathbf{A}$ satisfies:
(a) $[0 \rightarrow(x \rightarrow y)]^{\prime} \approx x \rightarrow y^{\prime}$,
(b) $(y \rightarrow x)^{\prime \prime} \approx x \rightarrow y^{\prime}$,
(c) $(x \rightarrow y)^{\prime} \approx x \rightarrow y^{\prime}$.

Proof. Let $a, b \in A$.
(a) We have that $\mathbf{A} \models[0 \rightarrow(x \rightarrow y)]^{\prime} \approx x \rightarrow y^{\prime}$, since

$$
\begin{aligned}
a \rightarrow b^{\prime} & =a \rightarrow(b \rightarrow 0) & & \\
& =(0 \rightarrow b) \rightarrow a & & \text { by (A10) } \\
& =\left[\left(a^{\prime} \rightarrow 0\right) \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} & & \text { by (I) } \\
& =\left[((a \rightarrow 0) \rightarrow 0) \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} & & \\
& =\left[(0 \rightarrow(0 \rightarrow a)) \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} & & \text { by (A10) } \\
& =\left[(0 \rightarrow a) \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} & & \text { by } 2.5(\mathrm{c}) \text { and } 2.6 \\
& =[(0 \rightarrow a) \rightarrow[(b \rightarrow a) \rightarrow 0]]^{\prime} & & \\
& =[(0 \rightarrow a) \rightarrow[0 \rightarrow(a \rightarrow b)]]^{\prime} & & \text { by (A10) } \\
& =[(0 \rightarrow a) \rightarrow[(0 \rightarrow a) \rightarrow(0 \rightarrow b)]]^{\prime} & & \text { by } 2.5(\mathrm{f}) \text { and (d) and by } 2.6 \\
& =[(0 \rightarrow a) \rightarrow(0 \rightarrow b)]^{\prime} & & \text { by } 2.5(\mathrm{e}) \text { and } 2.6 \\
& =[0 \rightarrow(a \rightarrow b)]^{\prime} & & \text { by } 2.5(\mathrm{~d}),(\mathrm{f}) \text { and by } 2.6 .
\end{aligned}
$$

(b) Observe that $a \rightarrow b^{\prime} \stackrel{3.10(a)}{=}[0 \rightarrow(a \rightarrow b)]^{\prime} \stackrel{(A 10)}{=}[(b \rightarrow a) \rightarrow 0]^{\prime}=(b \rightarrow a)^{\prime \prime}$. Hence, $\mathbf{A} \models(\mathrm{b})$.
(c) Since $a \rightarrow b^{\prime} \stackrel{3.10(a)}{=}[0 \rightarrow(a \rightarrow b)]^{\prime 2.5(c) \& 2.6} \stackrel{=}{=}[0 \rightarrow(0 \rightarrow(a \rightarrow b))]^{\prime} \stackrel{(A 10)}{=}[((a \rightarrow$ $b) \rightarrow 0) \rightarrow 0]^{\prime}=(a \rightarrow b)^{\prime \prime \prime}=(a \rightarrow b)^{\prime}$, we conclude that $\mathbf{A} \models(c)$.

Lemma 3.11. If $\mathbf{A} \in \mathcal{A}_{3} \cup \mathcal{A}_{5} \cup \mathcal{A}_{7} \cup \mathcal{A}_{8} \cup \mathcal{A}_{10}$ then $\mathbf{A}$ satisfies
(1) $(x \rightarrow y)^{\prime} \approx x \rightarrow(0 \rightarrow y)$,
(2) $x^{\prime} \rightarrow y \approx x \rightarrow y^{\prime}$ and
(3) $0 \rightarrow(x \rightarrow y) \approx 0 \rightarrow(y \rightarrow x)$.

Proof. Let $a, b \in A$.

- Suppose $\mathbf{A} \in \mathcal{A}_{3}$. Then $(a \rightarrow b)^{\prime}=(a \rightarrow b) \rightarrow 0 \stackrel{(A 3)}{=} a \rightarrow(0 \rightarrow b)$, implying $\mathbf{A} \models(1)$. Observe that $a^{\prime} \rightarrow b=(a \rightarrow 0) \rightarrow b \stackrel{(A 3)}{=} a \rightarrow(b \rightarrow 0)=a \rightarrow b^{\prime}$. So, (2) holds in A. Also, $0 \rightarrow(a \rightarrow b) \stackrel{(A 3)}{=}(0 \rightarrow b) \rightarrow a \stackrel{(I)}{=}\left[\left(a^{\prime} \rightarrow 0\right) \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime}$ $=\left[a^{\prime \prime} \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} \stackrel{2.6}{=}\left[a \rightarrow(b \rightarrow a)^{\prime}\right]^{\prime} \stackrel{(3.11)}{=}\left[a^{\prime} \rightarrow(b \rightarrow a)\right]^{\prime} \stackrel{2.5(h) \& 2.6}{=}(b \rightarrow$ $a)^{\prime} \stackrel{2.3(1) \& 2.6}{=} 0^{\prime} \rightarrow(b \rightarrow a)^{\prime} \stackrel{3.11(2)}{=} 0^{\prime \prime} \rightarrow(b \rightarrow a)=0 \rightarrow(b \rightarrow a)$, proving that (3) holds in A.
- Assume that $\mathbf{A} \in \mathcal{A}_{5}$. Then $(a \rightarrow b)^{\prime} \stackrel{3.8(b)}{=} 0 \rightarrow(b \rightarrow a)=0^{\prime \prime} \rightarrow(b \rightarrow a)$ $\stackrel{3.8(a)}{=} 0^{\prime} \rightarrow(b \rightarrow a)^{\prime} \stackrel{2.3(1) \& 2.6}{=}(b \rightarrow a)^{\prime}=(b \rightarrow a) \rightarrow 0 \stackrel{(A 5)}{=} a \rightarrow(b \rightarrow 0)$ $=a \rightarrow b^{\prime} \stackrel{3.8(a)}{=} a^{\prime} \rightarrow b \stackrel{2.3(1) \& 2.6}{=}\left(0^{\prime} \rightarrow a^{\prime}\right) \rightarrow b \stackrel{3.8(a)}{=}\left(0 \rightarrow a^{\prime \prime}\right) \rightarrow b$ $\stackrel{2.6}{=}(0 \rightarrow a) \rightarrow b \stackrel{(A 5)}{=} a \rightarrow(0 \rightarrow b)$, proving that (1) is true in $\mathbf{A}$. (2) is immediate from Lemma 3.8 (a). Next, $0 \rightarrow(a \rightarrow b) \stackrel{3.8(b)}{=}(a \rightarrow b)^{\prime}$ $=(a \rightarrow b) \rightarrow 0 \stackrel{(A 5)}{=} b \rightarrow(a \rightarrow 0)=b \rightarrow a^{\prime} \stackrel{3.8(a)}{=} b^{\prime} \rightarrow a \stackrel{2.6}{=}\left(b^{\prime} \rightarrow a\right)^{\prime \prime} \stackrel{3.8(a)}{=}$ $\left(b \rightarrow a^{\prime}\right)^{\prime \prime} \stackrel{3.8(b)}{=}\left[0 \rightarrow\left(b \rightarrow a^{\prime}\right)\right]^{\prime 3.8(c)}=\left[b \rightarrow\left(0 \rightarrow a^{\prime}\right)\right]^{3.8(a)}={ }^{3}\left[b \rightarrow\left(0^{\prime} \rightarrow a\right)\right]^{\prime}$ $\stackrel{2.3(1) \& 2.6}{=}(b \rightarrow a)^{\prime} \stackrel{3.8(b)}{=} 0 \rightarrow(b \rightarrow a)$, proving (3) holds in A.
- Assume that $\mathbf{A} \in \mathcal{A}_{7}$. Then $(a \rightarrow b)^{\prime} \stackrel{2.6}{=}(a \rightarrow b)^{\prime \prime \prime}=[(a \rightarrow b) \rightarrow 0]^{\prime \prime} \stackrel{(A 7)}{=}$ $[0 \rightarrow(a \rightarrow b)]^{\prime \prime} \stackrel{2.5(f) \& 2.6}{=}[a \rightarrow(0 \rightarrow b)]^{\prime \prime} \stackrel{(A 7)}{=}[(0 \rightarrow b) \rightarrow a]^{\prime \prime} \stackrel{2.6}{=}(0 \rightarrow b) \rightarrow a$ $\stackrel{(A 7)}{=} a \rightarrow(0 \rightarrow b)$, proving that $\mathbf{A}$ satisfies (1).
Next, $a^{\prime} \rightarrow b \stackrel{2.6}{=}\left[a^{\prime} \rightarrow b\right]^{\prime \prime}=\left[\left(a^{\prime} \rightarrow b\right) \rightarrow 0\right]^{\prime} \stackrel{(A 7)}{=}\left[0 \rightarrow\left(a^{\prime} \rightarrow b\right)\right]^{\prime} \stackrel{2.6}{=}$ $\left[0 \rightarrow\left(a^{\prime} \rightarrow b^{\prime \prime}\right)\right]^{\prime 2.5(g) \& 2.6}\left[0 \rightarrow\left(a \rightarrow b^{\prime}\right)^{\prime}\right]^{\prime}=\left[0 \rightarrow\left(\left(a \rightarrow b^{\prime}\right) \rightarrow 0\right)\right]^{\prime}$ $\stackrel{(A 7)}{=}\left[0 \rightarrow\left(0 \rightarrow\left(a \rightarrow b^{\prime}\right)\right)\right]^{2.5(c) \&} \stackrel{2.6}{=}\left[0 \rightarrow\left(a \rightarrow b^{\prime}\right)\right]^{\prime}=\left[0 \rightarrow\left(a \rightarrow b^{\prime}\right)\right] \rightarrow 0$ $\stackrel{(A 7)}{=}\left[\left(a \rightarrow b^{\prime}\right) \rightarrow 0\right] \rightarrow 0=\left(a \rightarrow b^{\prime}\right)^{\prime \prime}=(a \rightarrow(b \rightarrow 0))^{\prime \prime} \stackrel{(A 7)}{=}((b \rightarrow 0) \rightarrow a)^{\prime \prime}$ $\stackrel{2.6}{=}(b \rightarrow 0) \rightarrow a \stackrel{(A 7)}{=} a \rightarrow(b \rightarrow 0)=a \rightarrow b^{\prime}$, proving that $(2)$ is true in $\mathbf{A}$. Finally, observe that $0 \rightarrow(a \rightarrow b) \stackrel{(A 7)}{=}(a \rightarrow b) \rightarrow 0 \stackrel{2.6}{=}\left(a^{\prime \prime} \rightarrow b\right) \rightarrow 0=$ $\left[\left(a^{\prime} \rightarrow 0\right) \rightarrow b\right] \rightarrow 0 \stackrel{(A 7)}{=}\left[b \rightarrow\left(a^{\prime} \rightarrow 0\right)\right] \rightarrow 0=\left[b \rightarrow a^{\prime \prime}\right] \rightarrow 0 \stackrel{2.6}{=}[b \rightarrow a] \rightarrow 0$ $\stackrel{(A 7)}{=} 0 \rightarrow(b \rightarrow a)$, proving that (3) holds in $\mathbf{A}$.
- Let $\mathbf{A} \in \mathcal{A}_{8}$. First, we will prove (2) hold in A. Now, $a \rightarrow b^{\prime} \stackrel{3.9(b)}{=} 0 \rightarrow$ $\left(b^{\prime} \rightarrow a\right) \stackrel{2.6}{=} 0 \rightarrow\left(b^{\prime} \rightarrow a^{\prime \prime}\right) \stackrel{3.9(a)}{=} 0 \rightarrow\left(b^{\prime \prime} \rightarrow a^{\prime \prime}\right) \stackrel{(A 8)}{=}\left(a^{\prime \prime} \rightarrow 0\right) \rightarrow b^{\prime \prime}$ $\stackrel{2.6}{=}\left(a^{\prime \prime} \rightarrow 0\right) \rightarrow b=a^{\prime \prime \prime} \rightarrow b \stackrel{2.1}{=} a^{\prime} \rightarrow b$, proving (2).
Notice that $a \rightarrow(0 \rightarrow b) \stackrel{(A 8)}{=}(b \rightarrow a) \rightarrow 0=(b \rightarrow a)^{\prime} \stackrel{2.6}{=}(b \rightarrow a)^{\prime \prime \prime}$ $=(b \rightarrow a)^{\prime \prime} \rightarrow 0 \stackrel{(2)}{=}(b \rightarrow a)^{\prime} \rightarrow 0^{\prime} \stackrel{2.3(1) \& 2.6}{=}\left[0^{\prime} \rightarrow(b \rightarrow a)^{\prime}\right] \rightarrow 0^{\prime} \stackrel{(2)}{=}$
 $\stackrel{(A 8)}{=}[(a \rightarrow b) \rightarrow 0] \rightarrow 0^{\prime}=(a \rightarrow b)^{\prime} \rightarrow 0^{\prime} \stackrel{(2)}{=}(a \rightarrow b) \rightarrow 0^{\prime \prime}=(a \rightarrow b) \rightarrow 0$ $=(a \rightarrow b)^{\prime}$, proving (1) holds in $\mathbf{A}$.
The identity

$$
\begin{equation*}
0 \rightarrow(x \rightarrow y) \approx(x \rightarrow y)^{\prime} \tag{3.3}
\end{equation*}
$$

holds in $\mathbf{A}$, since $0 \rightarrow(a \rightarrow b)=0^{\prime \prime} \rightarrow(a \rightarrow b) \stackrel{(2)}{=} 0^{\prime} \rightarrow(a \rightarrow b)^{\prime} \stackrel{2.3(1) \& 2.6}{=}$ $(a \rightarrow b)^{\prime}$.

Then $0 \rightarrow(a \rightarrow b) \stackrel{(3.3)}{=}(a \rightarrow b)^{\prime}=(a \rightarrow b) \rightarrow 0 \stackrel{(A 8)}{=} b \rightarrow(0 \rightarrow a) \stackrel{(1)}{=}(b \rightarrow a)^{\prime}$ $\stackrel{(3.3)}{=} 0 \rightarrow(b \rightarrow a)$, proving (3) is true in $\mathbf{A}$.

- Assume that $\mathbf{A} \in \mathcal{A}_{10}$. Hence

$$
\begin{aligned}
a^{\prime} \rightarrow b & =a^{\prime} \rightarrow b^{\prime \prime} & & \text { by } 2.6 \\
& =\left(a^{\prime} \rightarrow b^{\prime}\right)^{\prime} & & \text { by } 3.10(\mathrm{c}) \\
& =\left(a^{\prime} \rightarrow b^{\prime}\right) \rightarrow 0 & & \\
& =0 \rightarrow\left(b^{\prime} \rightarrow a^{\prime}\right) & & \text { by }(\mathrm{A} 10) \\
& =0 \rightarrow\left(b^{\prime} \rightarrow(a \rightarrow 0)\right) & & \\
& =0 \rightarrow\left((0 \rightarrow a) \rightarrow b^{\prime}\right) & & \text { by }(\mathrm{A} 10) \\
& =\left(b^{\prime} \rightarrow(0 \rightarrow a)\right) \rightarrow 0 & & \text { by }(\mathrm{A} 10) \\
& =\left(b^{\prime} \rightarrow(0 \rightarrow a)\right)^{\prime} & & \\
& =((b \rightarrow 0) \rightarrow(0 \rightarrow a))^{\prime} & & \\
& =[(0 \rightarrow a) \rightarrow(0 \rightarrow b)]^{\prime} & & \text { by (A10) } \\
& =[0 \rightarrow(a \rightarrow b)]^{\prime} & & \text { by } 2.5(\mathrm{f}) \& \\
& =[(b \rightarrow a) \rightarrow 0]^{\prime} & & \text { by }(\mathrm{A} 10) \text { and by } 2.6 \\
& =(b \rightarrow a)^{\prime \prime} & & \\
& =a \rightarrow b^{\prime} & & \text { by } 3.10(\mathrm{~b}),
\end{aligned}
$$

proving (2) holds in $\mathbf{A}$.
Consider $a \rightarrow(0 \rightarrow b) \stackrel{(A 10)}{=}(b \rightarrow 0) \rightarrow a \stackrel{(I)}{=}\left[\left(a^{\prime} \rightarrow b\right) \rightarrow(0 \rightarrow a)^{\prime}\right]^{\prime} \stackrel{3.10(c)}{=}$ $\left[\left(a^{\prime} \rightarrow b\right) \rightarrow\left(0 \rightarrow a^{\prime}\right)\right]^{\prime} \stackrel{(2)}{=}\left[\left(a^{\prime} \rightarrow b\right) \rightarrow\left(0^{\prime} \rightarrow a\right)\right]^{\prime} \stackrel{2.3(1) \& 2.6}{=}\left[\left(a^{\prime} \rightarrow b\right) \rightarrow a\right]^{\prime}$ $\stackrel{(2)}{=}\left[\left(a \rightarrow b^{\prime}\right) \rightarrow a\right]^{\prime} \stackrel{2.5(b) \&}{=}{ }^{2.6}\left[\left(0 \rightarrow b^{\prime}\right) \rightarrow a\right]^{\prime} \stackrel{(A 10)}{=}\left[a \rightarrow\left(b^{\prime} \rightarrow 0\right)\right]^{\prime}=\left[a \rightarrow b^{\prime \prime}\right]^{\prime}$ $\stackrel{2.6}{=}(a \rightarrow b)^{\prime}$, proving (1).
To finish off the proof, $0 \rightarrow(a \rightarrow b) \stackrel{(A 10)}{=}(b \rightarrow a) \rightarrow 0 \stackrel{3.10(c)}{=} b \rightarrow a^{\prime}$ $\stackrel{(2)}{=} b^{\prime} \rightarrow a=(b \rightarrow 0) \rightarrow a \stackrel{(A 10)}{=} a \rightarrow(0 \rightarrow b) \stackrel{(1)}{=}(a \rightarrow b)^{\prime}=(a \rightarrow b) \rightarrow 0$ $\stackrel{(A 10)}{=} 0 \rightarrow(b \rightarrow a)$.

Theorem 3.12. $\mathcal{A}_{3}=\mathcal{A}_{5}=\mathcal{A}_{7}=\mathcal{A}_{8}=\mathcal{A}_{10}$.
Proof. Let $\mathbf{A} \in \mathcal{A}_{3} \cup \mathcal{A}_{5} \cup \mathcal{A}_{7} \cup \mathcal{A}_{8} \cup \mathcal{A}_{10}$. By Lemma 3.11 we have that $\mathbf{A}$ is of type 1. Then, using Theorem 3.7, $\mathbf{A} \in \mathcal{A}_{j}$ for all $j \in\{3,5,7,8,10\}$.

Lemma 3.13. If $\mathbf{A} \in \mathcal{A}_{13}$ then $\mathbf{A}$ satisfies
(a) $(x \rightarrow y)^{\prime} \approx(0 \rightarrow x) \rightarrow y$,
(b) $(x \rightarrow y)^{\prime} \approx x^{\prime} \rightarrow y^{\prime}$,
(c) $(x \rightarrow y)^{\prime} \approx(0 \rightarrow y) \rightarrow x^{\prime}$,
(d) $(x \rightarrow y)^{\prime} \approx(x \rightarrow y)^{\prime \prime}$,
(e) $(x \rightarrow y)^{\prime} \approx(y \rightarrow x)^{\prime}$.

Proof. Let us consider $a, b \in A$.
(a) $(a \rightarrow b)^{\prime}=(a \rightarrow b) \rightarrow 0 \stackrel{(A 13)}{=}(b \rightarrow 0) \rightarrow a \stackrel{(A 13)}{=}(0 \rightarrow a) \rightarrow b$. Hence $\mathbf{A} \models(\mathrm{a})$.
(b) Observe that $(a \rightarrow b)^{\prime} \stackrel{2.6}{=} 0^{\prime} \rightarrow(a \rightarrow b)^{\prime}=(0 \rightarrow 0) \rightarrow(a \rightarrow b)^{\prime} \stackrel{(A 13)}{=}[0 \rightarrow$ $\left.(a \rightarrow b)^{\prime}\right] \rightarrow 0 \stackrel{(I 20) \& 2.6}{=}\left[0 \rightarrow\left(a \rightarrow b^{\prime \prime}\right)^{\prime}\right] \rightarrow 0 \stackrel{2.5(g) \& 2.6}{=}\left[0 \rightarrow\left(a^{\prime} \rightarrow b^{\prime}\right)\right] \rightarrow 0$ $\stackrel{(A 13)}{=}\left[\left(a^{\prime} \rightarrow b^{\prime}\right) \rightarrow 0\right] \rightarrow 0=\left(a^{\prime} \rightarrow b^{\prime}\right)^{\prime \prime} \stackrel{2.6}{=} a^{\prime} \rightarrow b^{\prime}$
(c) Observe $(a \rightarrow b)^{\prime} \stackrel{(a)}{=}(0 \rightarrow a) \rightarrow b \stackrel{2.6}{=}(0 \rightarrow a)^{\prime \prime} \rightarrow b \stackrel{(b)}{=}\left(0^{\prime} \rightarrow a^{\prime}\right)^{\prime} \rightarrow b$ $\stackrel{2.6}{=} a^{\prime \prime} \rightarrow b \stackrel{(A 13)}{=}(0 \rightarrow b) \rightarrow a^{\prime}$.
(d) Note that $(a \rightarrow b)^{\prime} \stackrel{(c)}{=}(0 \rightarrow b) \rightarrow a^{\prime} \stackrel{(I)}{=}\left[\left(a^{\prime \prime} \rightarrow 0\right) \rightarrow\left(b \rightarrow a^{\prime}\right)^{\prime}\right]^{\prime}=\left[a^{\prime \prime \prime} \rightarrow\right.$ $\left.\left(b \rightarrow a^{\prime}\right)^{\prime}\right]^{\prime} \stackrel{2.1}{=}\left[a^{\prime} \rightarrow\left(b \rightarrow a^{\prime}\right)^{\prime}\right]^{\prime} \stackrel{(b)}{=}\left[a^{\prime} \rightarrow\left(b^{\prime} \rightarrow a^{\prime \prime}\right)\right]^{\prime 2.6} \stackrel{\left.a^{\prime} \rightarrow\left(b^{\prime} \rightarrow a\right)\right]^{\prime}, ~}{=}$ $\stackrel{2.5(h) \& 2.6}{=}\left(b^{\prime} \rightarrow a\right)^{\prime} \stackrel{(A 13)}{=}((0 \rightarrow a) \rightarrow b)^{\prime} \stackrel{(A 13)}{=}((a \rightarrow b) \rightarrow 0)^{\prime}=(a \rightarrow b)^{\prime \prime}$.
(e) We have $(b \rightarrow a)^{\prime} \stackrel{(c)}{=}(0 \rightarrow a) \rightarrow b^{\prime} \stackrel{2.6}{=}\left[(0 \rightarrow a) \rightarrow b^{\prime}\right]^{\prime \prime} \stackrel{(b)}{=}\left[(0 \rightarrow a)^{\prime} \rightarrow b^{\prime \prime}\right]^{\prime}$ $\stackrel{(d)}{=}\left[(0 \rightarrow a)^{\prime \prime} \rightarrow b^{\prime \prime}\right]^{\prime} \stackrel{2.6}{=}[(0 \rightarrow a) \rightarrow b]^{\prime} \stackrel{(d)}{=}[(0 \rightarrow a) \rightarrow b]^{\prime \prime} \stackrel{2.6}{=}(0 \rightarrow a) \rightarrow b$ $\stackrel{(a)}{=}(a \rightarrow b)^{\prime}$.

Theorem 3.14. $\mathcal{A}_{11}=\mathcal{A}_{12}=\mathcal{A}_{13}$.
Proof. Let us consider $\mathbf{A} \in \mathcal{A}_{11}$ and $a, b, c \in A$. Hence $(a \rightarrow b) \rightarrow c \stackrel{2.3(1) \& 2.6}{=}$ $\left(\left(0^{\prime} \rightarrow a\right) \rightarrow b\right) \rightarrow c \stackrel{(A 11)}{=}\left(\left(0^{\prime} \rightarrow b\right) \rightarrow a\right) \rightarrow c \stackrel{2.3(1) \& 2.6 .}{=}(b \rightarrow a) \rightarrow c$. Hence, $\mathbf{A} \in \mathcal{A}_{12}$, implying $A_{11} \subseteq A_{12}$.

Now assume that $\mathbf{A} \in \mathcal{A}_{12}$ and $a, b, c \in A$. Then $(a \rightarrow b) \rightarrow c \stackrel{(I)}{=}\left[\left(c^{\prime} \rightarrow a\right) \rightarrow\right.$ $\left.(b \rightarrow c)^{\prime}\right]^{\prime} \stackrel{(I)}{=}\left\{\left[(b \rightarrow c)^{\prime \prime} \rightarrow c^{\prime}\right] \rightarrow\left[a \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime}\right\}^{\prime \prime} \stackrel{2.6}{=}\left\{\left[(b \rightarrow c) \rightarrow c^{\prime}\right] \rightarrow[a \rightarrow\right.$ $\left.\left.(b \rightarrow c)^{\prime}\right]^{\prime}\right\}^{\prime \prime} \stackrel{(A 12)}{=}\left\{\left[c^{\prime} \rightarrow(b \rightarrow c)\right] \rightarrow\left[a \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime}\right\}^{\prime \prime} \stackrel{2.5(h) \& 2.6}{=}\{(b \rightarrow c) \rightarrow$ $\left.\left[a \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime}\right\}^{\prime \prime} \stackrel{(A 12)}{=}\left\{\left[a \rightarrow(b \rightarrow c)^{\prime}\right]^{\prime} \rightarrow(b \rightarrow c)\right\}^{\prime \prime}=\left\{\left[\left[a \rightarrow(b \rightarrow c)^{\prime}\right] \rightarrow\right.\right.$ $0] \rightarrow(b \rightarrow c)\}^{\prime \prime} \stackrel{(A 12)}{=}\left\{\left[0 \rightarrow\left[a \rightarrow(b \rightarrow c)^{\prime}\right]\right] \rightarrow(b \rightarrow c)\right\}^{\prime \prime} \stackrel{2.5(b) \& 2.6}{=}\{[(b \rightarrow c) \rightarrow$ $\left.\left.\left[a \rightarrow(b \rightarrow c)^{\prime}\right]\right] \rightarrow(b \rightarrow c)\right\}^{\prime \prime} \stackrel{2.5(h) \& 2.6}{=}\left\{\left[a \rightarrow(b \rightarrow c)^{\prime}\right] \rightarrow(b \rightarrow c)\right\}^{\prime \prime} \stackrel{2.5(a) \& 2.6}{=}$ $\left\{\left[a \rightarrow 0^{\prime}\right] \rightarrow(b \rightarrow c)\right\}^{\prime \prime} \stackrel{(A 12)}{=}\left\{\left[0^{\prime} \rightarrow a\right] \rightarrow(b \rightarrow c)\right\}^{\prime \prime} \stackrel{2.3(1) \& 2.6}{=}\{a \rightarrow(b \rightarrow c)\}^{\prime \prime}$ $\stackrel{(A 12)}{=}\{(b \rightarrow c) \rightarrow a\}^{\prime \prime} \stackrel{2.6}{=}(b \rightarrow c) \rightarrow a$, which implies that $A_{12} \subseteq A_{13}$.

If $\mathbf{A} \in \mathcal{A}_{13}$ and $a, b, c \in A$, then $(a \rightarrow b) \rightarrow c \stackrel{(A 13)}{=}(b \rightarrow c) \rightarrow a \stackrel{(A 13)}{=}(c \rightarrow$ $a) \rightarrow b \stackrel{2.6}{=}(c \rightarrow a)^{\prime \prime} \rightarrow b \stackrel{3.13(e)}{=}(a \rightarrow c)^{\prime \prime} \rightarrow b \stackrel{2.6}{=}(a \rightarrow c) \rightarrow b$, concluding that $A_{13} \subseteq A_{11}$.

## 4. Main theorem

In this section we will prove our main theorem. But first we need one more lemma.
Lemma 4.1. If $\mathbf{A} \in \mathcal{A}_{2} \cup \mathcal{A}_{6} \cup \mathcal{A}_{9}$ then $\mathbf{A} \in \mathcal{A}_{11}$.
Proof. We will see that $\mathbf{A} \models(x \rightarrow y)^{\prime} \approx(y \rightarrow x)^{\prime}$.
Let $a, b \in A$.

- If $\mathbf{A} \in \mathcal{A}_{2},(a \rightarrow b) \rightarrow 0 \stackrel{2.3(1) \& 2.6}{=}\left(0^{\prime} \rightarrow(a \rightarrow b)\right) \rightarrow 0 \stackrel{(A 2)}{=}\left(0^{\prime} \rightarrow(b \rightarrow a)\right) \rightarrow$ $0 \stackrel{2.3(1) \& 2.6}{=}(b \rightarrow a) \rightarrow 0$.
- If $\mathbf{A} \in \mathcal{A}_{6},(a \rightarrow b) \rightarrow 0 \stackrel{2.3(1) \& 2.6}{=}\left(0^{\prime} \rightarrow(a \rightarrow b)\right) \rightarrow 0 \stackrel{(A 6)}{=}\left(a \rightarrow\left(b \rightarrow 0^{\prime}\right)\right) \rightarrow$ $0 \stackrel{(A 6)}{=}\left(b \rightarrow\left(0^{\prime} \rightarrow a\right)\right) \rightarrow 0 \stackrel{2.3(1) \& 2.6}{=}(b \rightarrow a) \rightarrow 0$.
- If $\mathbf{A} \in \mathcal{A}_{9}$, then

$$
\begin{aligned}
(a \rightarrow b)^{\prime} & =(a \rightarrow b) \rightarrow 0 & & \\
& =\left(a \rightarrow\left(0^{\prime} \rightarrow b\right)\right) \rightarrow 0 & & \text { by } 2.3(1) \text { and } 2.6 \\
& =\left(b \rightarrow\left(0^{\prime} \rightarrow a\right)\right) \rightarrow 0 & & \text { by }(A 9) \\
& =(b \rightarrow a) \rightarrow 0 & & \text { by } 2.3(1) \text { and } 2.6 \\
& =(b \rightarrow a)^{\prime} & &
\end{aligned}
$$

Now, apply Lemma 3.5 , to get $\mathbf{A} \in A_{12}$. Therefore, using Theorem 3.14, we conclude $\mathbf{A} \in \mathcal{A}_{11}$.

We are now ready to present the main theorem of this paper.
Theorem 4.2. We have
(a) The following are the 8 subvarieties of $\mathcal{I}$ of associative type that are distinct from each other.

$$
\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}, \mathcal{A}_{6}, \mathcal{A}_{9}, \mathcal{A}_{11} \text { and } \mathcal{A}_{14}
$$

(b) They satisfy the following relationships:

1. $\mathcal{S L} \subset \mathcal{A}_{3} \subset \mathcal{A}_{4}$,
2. $\mathcal{B A} \subset \mathcal{A}_{4} \subset \mathcal{I}$,
3. $\mathcal{A}_{3} \subset \mathcal{A}_{1} \subset \mathcal{I}$,
4. $\mathcal{A}_{3} \subset \mathcal{A}_{2} \subset \mathcal{A}_{11}, \mathcal{A}_{3} \subset \mathcal{A}_{6} \subset \mathcal{A}_{11}$ and $\mathcal{A}_{3} \subset \mathcal{A}_{9} \subset \mathcal{A}_{11}$,
5. $\mathcal{A}_{11} \subset \mathcal{A}_{14} \subset \mathcal{I}$.

Proof. Observe that, in view of Theorem 3.12 and Theorem 3.14 we can conclude that each of the 14 subvarieties of associative type of $\mathcal{I}$ is equal to one of the following varieties:

$$
\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}, \mathcal{A}_{6}, \mathcal{A}_{9}, \mathcal{A}_{11}, \mathcal{A}_{14}
$$

We first wish to prove (b). Notice that by Lemma 3.11 we have that $\mathbf{A} \in \mathcal{A}_{3}$ is of type 1 . Then, using Theorem $3.7, \mathbf{A} \in \mathcal{A}_{j}$ for all $1 \leqslant j \leqslant 14$. Hence

$$
\begin{equation*}
\mathcal{A}_{3} \subseteq \mathcal{A}_{j} \text { for all } 1 \leqslant j \leqslant 14 . \tag{4.4}
\end{equation*}
$$

1. Recall that $\mathcal{S} \mathcal{L}=\mathcal{C} \cap I_{1,0}$. Then, we get $\mathcal{C} \subseteq \mathcal{A}_{1}$ and $\mathcal{I}_{1,0} \subseteq \mathcal{A}_{1}$ by [7, Theorem 8.2] and [7, Theorem 9.3], respectively, implying $\mathcal{S L} \subseteq \mathcal{A}_{3}$, and $\mathcal{A}_{3} \subseteq \mathcal{A}_{4}$ by (4.4).

The algebras $\mathbf{2}_{\mathbf{z}}$ and $\mathbf{2}_{\mathbf{b}}$ show that $\mathcal{S} \mathcal{L} \neq \mathcal{A}_{3}$ and $\mathcal{A}_{3} \neq \mathcal{A}_{4}$, respectively.
2. In view of [10] we have that $\mathcal{B} \mathcal{A} \subset \mathcal{S}$. By [9, Lemma 3.1], $\mathcal{S} \models x \rightarrow(y \rightarrow z) \approx$ $y \rightarrow(x \rightarrow z)$. Thus, $\mathcal{B} \mathcal{A} \subseteq \mathcal{A}_{4}$.
The algebra $\mathbf{2}_{\text {s }}$ shows that $\mathcal{B A} \neq \mathcal{A}_{4}$ and the following algebra shows that $\mathcal{A}_{4} \neq \mathcal{I}$, respectively.

$$
\begin{array}{r|ccc}
\rightarrow & 0 & 1 & 2 \\
\hline 0 & 0 & 0 & 0 \\
1 & 2 & 0 & 0 \\
2 & 0 & 0 & 0
\end{array}
$$

3. The algebra $\mathbf{2}_{\mathrm{b}}$ shows that $\mathcal{A}_{1} \neq \mathcal{I}$ and the following algebra witnesses that $\mathcal{A}_{3} \neq \mathcal{A}_{1}$.

| $\rightarrow$ | 0 | 1 | 2 |
| ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 2 |
| 1 | 1 | 1 | 2 |
| 2 | 2 | 1 | 2 |

4. Using (4.4) and Lemma 4.1 we can conclude that $\mathcal{A}_{3} \subseteq \mathcal{A}_{2} \subseteq \mathcal{A}_{11}, \mathcal{A}_{3} \subseteq \mathcal{A}_{6} \subseteq$ $\mathcal{A}_{11}$ and $\mathcal{A}_{3} \subseteq \mathcal{A}_{9} \subseteq \mathcal{A}_{11}$.
The following algebras show that $\mathcal{A}_{3} \neq \mathcal{A}_{2}$ and $\mathcal{A}_{2} \neq \mathcal{A}_{11}$, respectively.

| $\rightarrow$ | 0 | 1 | 2 |
| ---: | ---: | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 1 | 2 | 0 | 2 |
| 2 | 0 | 0 | 0 |$\quad$|  | $\rightarrow$ | 0 | 1 |
| ---: | ---: | ---: | ---: |
| 0 | 0 | 0 | 0 |

The following algebras show that $\mathcal{A}_{3} \neq \mathcal{A}_{6}$ and $\mathcal{A}_{6} \neq \mathcal{A}_{11}$, respectively.

| $\rightarrow$ | 0 | 1 | 2 | 3 |
| ---: | ---: | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 2 | 3 | 0 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 |$\quad$|  |  | 0 | 0 |
| ---: | ---: | ---: | ---: |
| 0 | 1 | 2 | 0 |
| 0 | 0 | 0 | 0 |
| 0 |  |  | 0 |

The following algebras show that $\mathcal{A}_{3} \neq \mathcal{A}_{9}$ and $\mathcal{A}_{9} \neq \mathcal{A}_{11}$, respectively.

| $\rightarrow$ | 0 | 1 | 2 | 3 |
| ---: | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 2 | 3 | 0 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 |


| $\rightarrow$ | 0 | 1 | 2 |
| ---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 2 | 0 | 0 |
| 2 | 0 | 0 | 0 |

5. Let $\mathbf{A} \in \mathcal{A}_{11}$ and $a, b, c \in A$. By Theorem 3.14, $\mathcal{A}_{11}=\mathcal{A}_{12}=\mathcal{A}_{13}$. Hence $(a \rightarrow b) \rightarrow c \stackrel{(A 13)}{=}(b \rightarrow c) \rightarrow a \stackrel{(A 12)}{=}(c \rightarrow b) \rightarrow a$. Therefore $\mathcal{A}_{11} \subseteq \mathcal{A}_{14}$.
The algebra $\mathbf{2}_{\mathrm{b}}$ shows that $\mathcal{A}_{14} \neq \mathcal{I}$ and the following algebra shows that $\mathcal{A}_{11} \neq \mathcal{A}_{14}$.

| $\rightarrow$ | 0 | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 2 | 3 | 2 | 3 |
| 2 | 1 | 1 | 3 | 3 |
| 3 | 3 | 3 | 3 | 3 |

The proof of the theorem is now complete since (a) is an immediate consequence of (b).

The Hasse diagram of the poset of subvarieties of $\mathcal{I}$ of associative type, together with $\mathcal{S L}$ and $\mathcal{B A}$, is:


## 5. Identities in symmetric implication zroupoids

Let $\mathbf{A} \in \mathcal{I}$. $\mathbf{A}$ is involutive if $\mathbf{A} \in \mathcal{I}_{2,0} . \quad \mathbf{A}$ is meet-commutative if $\mathbf{A} \in \mathcal{M C}$. $\mathbf{A}$ is symmetric if $\mathbf{A}$ is both involutive and meet-commutative. Let $\mathcal{S}$ denote the variety of symmetric $\mathcal{I}$-zroupoids. In other words, $\mathcal{S}=\mathcal{I}_{2,0} \cap \mathcal{M C}$. The variety $\mathcal{S}$ was investigated in [7], [9] and [10] and has some interesting properties.

In this section we give an application of the main theorem, Theorem 4.2, to describe the poset of the subvarieties of the variety $\mathcal{S}$.
Lemma 5.1. [9, Lemma 3.1 (a)] Let $\mathbf{A} \in \mathcal{S}$. Then $\mathbf{A}$ satisfies $x \rightarrow(y \rightarrow z) \approx$ $y \rightarrow(x \rightarrow z)$.
Lemma 5.2. [9, Lemma 2.1] $\mathcal{M C} \cap \mathcal{I}_{1,0} \subseteq \mathcal{C} \cap \mathcal{I}_{1,0}=\mathcal{S} \mathcal{L}$.
Lemma 5.3. [9, Lemma 3.2] Let $\mathbf{A} \in \mathcal{S}$ such that $\mathbf{A} \models x \rightarrow x \approx x$. Then $\mathbf{A} \models x^{\prime} \approx x$.
Lemma 5.4. $\mathcal{A}_{11} \cap \mathcal{S}=\mathcal{S} \mathcal{L}$.
Proof. Let $\mathbf{A} \in \mathcal{A}_{11} \cap \mathcal{S}$ and $a \in A$. Since $\mathcal{S} \subseteq \mathcal{I}_{2,0}$, we have

$$
\begin{aligned}
a & =a^{\prime} \rightarrow a & & \text { by Lemma } 2.3(4) \\
& =\left(0^{\prime} \rightarrow a^{\prime}\right) \rightarrow a & & \text { by Lemma } 2.3(1) \\
& =\left(0^{\prime} \rightarrow a\right) \rightarrow a^{\prime} & & \text { by (A11) } \\
& =a \rightarrow a^{\prime} & & \text { by Lemma } 2.3(1) \\
& =a^{\prime \prime} \rightarrow a^{\prime} & & \\
& =a^{\prime} & & \text { by Lemma } 2.3(4) .
\end{aligned}
$$

Therefore, $\mathbf{A} \models x \approx x^{\prime}$. Then, by Lemma 5.2, $\mathbf{A} \in \mathcal{S} \mathcal{L}$.
Lemma 5.5. $\mathcal{A}_{1} \cap \mathcal{S} \subseteq \mathcal{S} \mathcal{L}$.
Proof. Let $\mathbf{A} \in \mathcal{A}_{1} \cap \mathcal{S}$ and $a \in A$. Then

$$
\begin{aligned}
a & =0^{\prime} \rightarrow a & & \text { by Lemma } 2.3(1) \\
& =(0 \rightarrow 0) \rightarrow a & & \\
& =0 \rightarrow(0 \rightarrow a) & & \text { by (A1) } \\
& =0 \rightarrow a & & \text { by Lemma } 2.5(\mathrm{c}) .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\mathbf{A} \models x \approx 0 \rightarrow x . \tag{5.5}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
a & =a^{\prime} \rightarrow a & & \text { by Lemma } 2.3 \text { (4) } \\
& =(a \rightarrow 0) \rightarrow a & & \\
& =a \rightarrow(0 \rightarrow a) & & \text { by (A1) } \\
& =a \rightarrow a & & \text { by equation (5.5) }
\end{aligned}
$$

Thus, by Lemma 5.3, $\mathbf{A} \models x^{\prime} \approx x$. Using Lemma 5.2 we can conclude the proof.

We will denote by $\mathcal{S}_{i}$ the variety $\mathcal{A}_{i} \cap \mathcal{S}$ with $1 \leqslant i \leqslant 14$.
Proposition 5.6. Each of the 14 subvarieties of associative type of $\mathcal{S}$ is equal to one of the following varieties:

$$
\mathcal{S} \mathcal{L}, \mathcal{S}_{14}, \mathcal{S}
$$

Proof. From Theorem 3.12 and Theorem 3.14 we know that each of the 14 subvarieties of associative type of $\mathcal{I}$ is equal to one of the following varieties:

$$
\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}, \mathcal{A}_{6}, \mathcal{A}_{9}, \mathcal{A}_{11}, \mathcal{A}_{14}
$$

Using Theorem 4.2, Lemma 5.4 and Lemma 5.5 we have that

$$
\begin{gathered}
\mathcal{S L} \subseteq \mathcal{S}_{3} \subseteq \mathcal{S}_{2} \subseteq \mathcal{S}_{11} \subseteq \mathcal{S} \mathcal{L} \\
\mathcal{S L} \subseteq \mathcal{S}_{6} \subseteq \mathcal{S}_{11} \subseteq \mathcal{S L} \\
\mathcal{S L} \subseteq \mathcal{S}_{9} \subseteq \mathcal{S}_{11} \subseteq \mathcal{S} \mathcal{L}
\end{gathered}
$$

and

$$
\mathcal{S L} \subseteq \mathcal{S}_{1} \subseteq \mathcal{S} \mathcal{L}
$$

By Lemma 5.1, $\mathcal{A}_{4}=\mathcal{S}$, So, $\mathcal{S}_{4}=\mathcal{S}$.
We are now ready to present the main theorem of this section.
Theorem 5.7. We have
(a) The following are the 3 subvarieties of $\mathcal{S}$ of associative type that are distinct from each other.

$$
\mathcal{S} \mathcal{L}, \mathcal{S}_{14}, \mathcal{S}
$$

(b) They satisfy the following relationships

1. $\mathcal{S L} \subset \mathcal{S}_{14} \subset \mathcal{S}$,
2. $\mathcal{B A} \not \subset \mathcal{S}_{14}$.

Proof. We first prove (b).

1. By Theorem $4.2, \mathcal{S L} \subseteq \mathcal{S}_{14}$.

The following algebras show that $\mathcal{S} \mathcal{L} \neq \mathcal{S}_{14}$ and $\mathcal{S}_{14} \neq \mathcal{S}$, respectively.

| $\rightarrow$ | 0 | 1 | 2 | 3 |
| ---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 2 | 3 | 2 | 3 |
| 2 | 1 | 1 | 3 | 3 |
| 3 | 3 | 3 | 3 | 3 |


| $\rightarrow$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 1 | 1 |
| 1 | 0 | 1 |

2. Since $\mathbf{2}_{\mathbf{b}} \not \models\left(S_{14}\right)$, it follows that $\mathcal{B} \mathcal{A} \nsubseteq \mathcal{S}_{14}$.

The proof of the theorem is now complete since (a) is an immediate consequence of Proposition 5.6 and (b).

The Hasse diagram of the poset of subvarieties of $\mathcal{S}$ of associative type, together with $\mathcal{B A}$, is:
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# A characterization of almost simple groups related to $L_{3}(37)$ 

Ashraf Daneshkhah and Younes Jalilian


#### Abstract

Let $G$ be a finite group, and let $\Gamma(G)$ be its prime graph. The degree pattern of $G$ is denoted by $\mathrm{D}(G)=\left(\operatorname{deg}\left(p_{1}\right), \ldots, \operatorname{deg}\left(p_{k}\right)\right)$, where $|G|=p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}}$ and $\operatorname{deg}\left(p_{i}\right)$ is the degree of vertex $p_{i}$ in $\Gamma(G)$. The group $G$ is called $k$-fold OD-characterizable if there exist exactly $k$ non-isomorphic groups $H$ satisfying $|G|=|H|$ and $\mathrm{D}(G)=\mathrm{D}(H)$. In this paper, we characterize all finite groups with the same order and degree pattern as almost simple groups related to the projective special linear group $L_{3}(37)$.


## 1. Introduction

Let $G$ be a finite group. We denote by $\omega(G)$ the set of orders of elements of $G$ and by $\pi(G)$ the set of prime divisors of the order of $G$. The spectrum $\mu(G)$ of $G$ is the set of elements of $\omega(G)$ that are maximal with respect to divisibility relation. Let $\pi(G)=\left\{p_{1}, \ldots, p_{k}\right\}$. The prime graph $\Gamma(G)$ of a group $G$ is the graph whose vertex set is $\pi(G)$ and two distinct primes $p$ and $q$ are adjacent (we write $p \sim q$ ) if and only if $G$ contains an element of order $p q$, that is to say, $p q \in \omega(G)$. For $p \in \pi(G)$, the degree $\operatorname{deg}(p)$ of $p$ is the degree of the vertex $p$ in $\Gamma(G)$, that is to say, the number of vertices $q \in \pi(G)$ which are adjacent to $p$. If $|G|=p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}}$, then we denote $\mathrm{D}(G):=\left(\operatorname{deg}\left(p_{1}\right), \operatorname{deg}\left(p_{2}\right), \ldots, \operatorname{deg}\left(p_{k}\right)\right)$, where $p_{1}<p_{2}<\ldots<p_{k}$. This $k$-tuple is called the degree pattern of $G$. A group $G$ is called $k$-fold ODcharacterizable if there exist exactly $k$ non-isomorphic finite groups having the same order and degree pattern as $G$. In particular, a 1-fold OD-characterizable group is simply called $O D$-characterizable. A group $G$ is said to be an almost simple group related to $L$ if and only if $L \unlhd G \lesssim \operatorname{Aut}(L)$ for some non-abelian simple group $L$.

The notion of degree patterns of prime graphs and related topics has been introduced in [9]. There are natural questions mentioned in [9] about the structure of finite groups with the same degree patterns and the same orders:

Let $G$ and $M$ be finite groups satisfying the conditions (1) $|G|=|M|$ and (2) $D(G)=D(M)$.
(i) How far do these conditions affect the structure of $G$ ?

2010 Mathematics Subject Classification: 20D05, 20D06
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(ii) Is the number of non-isomorphic groups satisfying (1) and (2) finite?

It is therefore important to investigate the number of non-isomorphic groups satisfying conditions (1) and (2) for important families of groups $M$. In a series of articles, it has been proved that some finite almost simple groups are ODcharacterizable or $k$-fold OD-characterizable for $k \geqslant 2$, for example see [5, 11, 15]. Note in passing that a few classes of finite simple groups have been in general characterized by their degree patterns and orders, see for example $[9,13,16]$. To our knowledge, the lack of information on the spectra of almost simple groups is the main reason which makes this characterization somehow difficult in general argument but the situation for some simple groups is rather different as the spectra of these groups are known, see for example $[2,3,8]$.

Motivated by [4], in this paper, we focus on groups related to $L_{3}(37)$ and show that $L_{3}(37)$ and $L_{3}(37): \mathbb{Z}_{2}$ are OD-characterizable while $L_{3}(37): \mathbb{Z}_{3}$ and $L_{3}(37): S_{3}$ are 3 -fold and 5 -fold OD-characterizable, respectively. Indeed, we prove that

Theorem 1.1. Let $H$ be an almost simple group related to $L:=L_{3}(37)$. If $G$ is a finite group such that $D(G)=D(H)$ and $|G|=|H|$, then the following hold:
(a) If $H=L$, then $G \cong H$.
(b) If $H=L: \mathbb{Z}_{2}$, then $G \cong H$.
(c) If $H=L: \mathbb{Z}_{3}$, then $G$ is isomorphic to $H, \mathbb{Z}_{3} \times L$ or $\mathbb{Z}_{3} \cdot L$ (non-split).
(d) If $H=L: S_{3}$, then $G$ is isomorphic to $H, \mathbb{Z}_{3} \times\left(L: \mathbb{Z}_{2}\right)$, $\mathbb{Z}_{3} \cdot\left(L: \mathbb{Z}_{2}\right)$ (non-split),$\left(\mathbb{Z}_{3} \times L\right) \cdot \mathbb{Z}_{2}$ or $\left(\mathbb{Z}_{3}: L\right) \cdot \mathbb{Z}_{2}$.
Throughout this article, all groups under consideration are finite. For $p \in \pi(G)$, we denote by $G_{p}$ and $S y l_{p}(G)$ a Sylow $p$-subgroup of $G$ and the set of all Sylow $p$-subgroups of $G$, respectively. All further definitions and notation are standard and can be found in $[1,7]$.

## 2. Preliminaries

In this section, we mention some useful results to be used in proof of Theorem 1.1. Here the independence number $\alpha(\Gamma)$ of a graph $\Gamma$ is the maximum cardinality of an independent set among all independent sets of $\Gamma$. Let now $G$ be a finite group, and let $\Gamma(G)$ be its prime graph. Then we set $\alpha(G):=\alpha(\Gamma(G))$. Moreover, for a vertex $r \in \pi(G)$, let $\alpha(r, G)$ denote the maximal number of vertices in independent sets of $\Gamma(G)$ containing $r$.

Lemma 2.1. [12, Theorem 1] Let $G$ be a finite group with $\alpha(G) \geqslant 3$ and $\alpha(2, G) \geqslant$ 2 , and let $K$ be the maximal normal solvable subgroup of $G$. Then the quotient group $G / K$ is an almost simple group, that is, there exists a finite non-abelian simple group $S$ such that $S \leqslant G / K \leqslant \operatorname{Aut}(S)$.

Lemma 2.2. [10, Theorem 1] Let $S$ be a finite non-abelian simple group, and let $p$ be the largest prime divisor of $|S|$ with $|S|_{p}=p$. Then $p \nmid|\operatorname{Out}(S)|$.

Lemma 2.3. The orders, spectra and degree patterns of the almost simple groups related to $L_{3}(37)$ are as in Table 1.

Proof. Note that $\operatorname{Aut}\left(L_{3}(37)\right) \cong L_{3}(37): S_{3}$. So if $G$ is an almost simple group related to $L_{3}(37)$, then $G$ is isomorphic to one of the groups $L_{3}(37), L_{3}(37): \mathbb{Z}_{2}$, $L_{3}(37): \mathbb{Z}_{3}, L_{3}(37): S_{3}$. The result for $H=L_{3}(37)$ can be obtained by $[8$, Theorem 9] and for the remaining groups we use GAP [6].

Table 1: The orders, spectra and degree patterns of $H$, where $H$ is an almost simple group related to $L_{3}(37)$.

| $H$ | $\|H\|$ | $\mu(H)$ | $\mathrm{D}(H)$ |
| :---: | :---: | :---: | :---: |
| $L_{3}(37)$ | $2^{5} \cdot 3^{4} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ | $\left\{7 \cdot 67,2^{3} \cdot 3 \cdot 19,2^{2} \cdot 3^{2}, 2^{2} \cdot 3 \cdot 37\right\}$ | $(3,3,1,2,2,1)$ |
| $L_{3}(37): \mathbb{Z}_{2}$ | $2^{6} \cdot 3^{4} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ | $\left\{7 \cdot 67,2^{3} \cdot 3 \cdot 19,2^{3} \cdot 3^{2}, 2^{2} \cdot 3 \cdot 37\right\}$ | $(3,3,1,2,2,1)$ |
| $L_{3}(37): \mathbb{Z}_{3}$ | $2^{5} \cdot 3^{5} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ | $\left\{3 \cdot 7 \cdot 67,2^{3} \cdot 3^{2} \cdot 19,2^{2} \cdot 3^{2} \cdot 37\right\}$ | $(3,5,2,2,2,2)$ |
| $L_{3}(37): S_{3}$ | $2^{6} \cdot 3^{5} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ | $\left\{3 \cdot 7 \cdot 67,2^{3} \cdot 3^{2} \cdot 19,2^{2} \cdot 3^{2} \cdot 37\right\}$ | $(3,5,2,2,2,2)$ |

## 3. Proof of the main result

In this section, we prove Theorem 1.1 through a series of Lemmas and propositions. Observe that Theorem 1.1(a) follows from [4, Proposition 3.4]. Therefore in what follows we deal with the remaining cases.

Proposition 3.1. Let $H:=L: \mathbb{Z}_{2}$ where $L:=L_{3}(37)$. If $|G|=|H|$ and $D(G)=$ $D(H)$, then $G \cong H$.

Proof. Note by Table 1 that $|G|=2^{6} \cdot 3^{4} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ and $\mathrm{D}(G)=(3,3,1,2,2,1)$. Since $\operatorname{deg}(7)=1$, there exists the unique prime $p_{2} \in \pi(G)$ such that 7 is adjacent to $p_{2}$. Since also $|\pi(G)|=6$, there are four more primes which are not adjacent to 7 . If these four vertices, say $p_{3}, p_{4}, p_{5}$ and $p_{6}$, are pairwise adjacent, then the degrees of the vertices $p_{3}, p_{4}, p_{5}$ and $p_{6}$ are at least 3 , which is impossible. Hence there exist at least two non-adjacent vertices $p_{3}$ and $p_{4}$. Let $\Delta=\left\{7, p_{3}, p_{4}\right\}$ be an independent set in $\Gamma(G)$. Then $\alpha(G) \geqslant 3$. Furthermore, $\alpha(2, G) \geqslant 2$ since $\operatorname{deg}(2)=3$ and $|\pi(G)|=6$. By Lemma 2.1, there is a non-abelian finite simple group $S$ such that $S \leqslant G / K \leqslant \operatorname{Aut}(S)$, where $K$ is a maximal normal solvable subgroup of $G$. We show that $67 \notin \pi(K)$. Assume to the contrary, that is, $67 \in \pi(K)$. We prove that $p$ would be adjacent to 67 , where $p \in\{7,19\}$. If $p \in \pi(K)$, then $K$ contains a cyclic Hall subgroup of order $p \cdot 67$, and so $p$ is adjacent to 67 . If $p \notin \pi(K)$, then it follows from Frattini argument that $G=K \mathbf{N}_{G}(P)$, where $P$ is a Sylow 67-subgroup of $K$, and so $\mathbf{N}_{G}(P)$ has an element $x$ of order $p$. Thus $P\langle x\rangle$ is a cyclic subgroup of $G$ of order $p \cdot 67$. Therefore both 7 and 19 are adjacent to 67
which contradicts the fact that the degree of 67 is 1 . Therefore, $67 \notin \pi(K)$, and hence $\pi(K) \subseteq\{2,3,7,19,37\}$.

Now we prove that $S$ is isomorphic to $L$. By Lemma $2.2,67 \notin \pi(\operatorname{Out}(S))$, then $67 \notin \pi(K) \cup \pi(\operatorname{Out}(S))$, and so $67 \in \pi(S)$. Therefore by [14, Table 1], $S$ is isomorphic to $L$ as claimed. Moreover, since $|G|=\left|L: \mathbb{Z}_{2}\right|=2|L|$, we deduce that $K$ is isomorphic to 1 or $\mathbb{Z}_{2}$.

If $K$ is isomorphic to $\mathbb{Z}_{2}$, then $G=\mathbf{C}_{G}(K)$ as $G / \mathbf{C}_{G}(K)$ isomorphic to a subgroup of $\operatorname{Aut}(K)=1$. Therefore $K \leqslant Z(G)$ which implies that $\operatorname{deg}(2)=5$, which is a contradiction. Thus $K=1$, and so $G \cong L: \mathbb{Z}_{2}$.

Proposition 3.2. Let $H:=L: \mathbb{Z}_{3}$ where $L:=L_{3}(37)$. If $|G|=|H|$ and $D(G)=$ $D(H)$, then $G$ is isomorphic to one of the groups $H, \mathbb{Z}_{3} \times L$ and $\mathbb{Z}_{3} \cdot L$ (non-split).
Proof. Note by Table 1 that $|G|=2^{5} \cdot 3^{5} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ and $\mathrm{D}(G)=(3,5,2,2,2,2)$. Therefore, $\Gamma(G)$ must be the graph as in Figure 1 in which $\{a, b, c, d\}=\{7,19,37,67\}$.

Figure 1: The prime graph $\Gamma(G)$ of $G$ in Propositions 3.2 and 3.3.


We observe by Figure 1 that $\{a, b, c\}$ is an independent set in $\Gamma(G)$, and so $\alpha(G) \geqslant 3$. Furthermore, $\alpha(2, G) \geqslant 2$ since $\operatorname{deg}(2)=3$ and $|\pi(G)|=6$. By Lemma 2.1, there is a finite non-abelian simple group $S$ such that $S \leqslant G / K \leqslant \operatorname{Aut}(S)$, where $K$ is a maximal normal solvable subgroup of $G$. By the same argument as in Proposition 3.1, we can show that $67 \notin \pi(K)$, and so $\pi(K) \subseteq\{2,3,7,19,37\}$. It follows from Lemma $2.2,67 \notin \pi(\operatorname{Out}(S))$, then $67 \in \pi(S)$. Therefore by [14, Table 1], $S$ is isomorphic to $L$. Thus $L \leqslant G / K \leqslant \operatorname{Aut}(L)$, and so $|K|=1$ or 3 , which implies that $K$ is isomorphic to 1 or $\mathbb{Z}_{3}$.

If $K=1$, then since $L \leqslant G / K \leqslant \operatorname{Aut}(L)$ and $|G|=\left|L: \mathbb{Z}_{3}\right|$, we conclude that $G$ is isomorphic to $L: \mathbb{Z}_{3}$.

If $K$ is isomorphic to $\mathbb{Z}_{3}$, then $G / K \cong L$. In this case, we have that $G / \mathbf{C}_{G}(K) \leqslant$ $\operatorname{Aut}(K)=\mathbb{Z}_{2}$. Thus $\left|G / \mathbf{C}_{G}(K)\right|$ is 1 or 2 . If $\left|G / \mathbf{C}_{G}(K)\right|=2$, then $K$ is a proper subgroup of $\mathbf{C}_{G}(K)$, and so $1 \neq \mathbf{C}_{G}(K) / K \unlhd G / K \cong L$. This implies that $G=\mathbf{C}_{G}(K)$, which is a contradiction. Therefore, $\left|G / \mathbf{C}_{G}(K)\right|=1$. Then $K \leqslant Z(G)$, that is to say, $G$ is a central extension of $\mathbb{Z}_{3}$ by $L$. If $G$ splits over $K$, then $G$ is isomorphic to $\mathbb{Z}_{3} \times L$, otherwise, $G$ is isomorphic to $\mathbb{Z}_{3} \cdot L$ (non-split).

Proposition 3.3. Let $H:=L: S_{3}$ where $L:=L_{3}(37)$. If $|G|=|H|$ and $D(G)=$ $D(H)$, then $G$ is isomorphic to one of the groups $H, \mathbb{Z}_{3} \times\left(L: \mathbb{Z}_{2}\right), \mathbb{Z}_{3} \cdot\left(L: \mathbb{Z}_{2}\right)$ (non-split), $\left(\mathbb{Z}_{3} \times L\right) \cdot \mathbb{Z}_{2}$ and $\left(\mathbb{Z}_{3}: L\right) \cdot \mathbb{Z}_{2}$.

Proof. According to Table 1, we have that $|G|=2^{6} \cdot 3^{5} \cdot 7 \cdot 19 \cdot 37^{3} \cdot 67$ and $\mathrm{D}(G)=(3,5,2,2,2,2)$. Therefore, the prime graph $\Gamma(G)$ is the graph as in Figure 1, where $\{a, b, c\}$ forms an independent set in $\Gamma(G)$, and so $\alpha(G) \geqslant 3$. Moreover, $\alpha(2, G) \geqslant 2$ as $\operatorname{deg}(2)=3$ and $|\pi(G)|=6$. Now we apply Lemma 2.1 and conclude that there is a finite non-abelian simple group $S$ such that $S \leqslant G / K \leqslant \operatorname{Aut}(S)$, where $K$ is a maximal normal solvable subgroup of $G$. Again, by the same manner as in Proposition 3.1, we have that $67 \notin \pi(K)$, and hence $\pi(K) \subseteq\{2,3,7,19,37\}$. By Lemma 2.2, $67 \notin \pi(\operatorname{Out}(S))$, and since $67 \notin \pi(K) \cup \pi(\operatorname{Out}(S))$, it follows that $67 \in \pi(S)$, and so by [14, Table 1], $S$ is isomorphic to $L$. Thus $L \leqslant G / K \leqslant \operatorname{Aut}(L)$ implying that $|K| \in\{1,2,3,6\}$. Hence $K$ is isomorphic to one of the groups $1, \mathbb{Z}_{2}$, $\mathbb{Z}_{3}, \mathbb{Z}_{6}$ and $S_{3}$.

If $K=1$, then since $L \leqslant G / K \leqslant \operatorname{Aut}(L)$ and $|G|=6|L|$, we conclude that $G$ is isomorphic to $L: S_{3}$.

If $K$ is isomorphic to $\mathbb{Z}_{2}$, then $K$ is central in $G$, and so $\operatorname{deg}(2)=5$ in $\Gamma(G)$, which is a contradiction.

If $K$ is isomorphic to $\mathbb{Z}_{3}$, then $K \leqslant \mathbf{C}_{G}(K)$ and $G / K \cong L: \mathbb{Z}_{2}$, and so $G / \mathbf{C}_{G}(K)$ is isomorphic to a subgroup of $\operatorname{Aut}(K) \cong \mathbb{Z}_{2}$. Thus, $\left|G / \mathbf{C}_{G}(K)\right|=1$ or 2. If $\left|G / \mathbf{C}_{G}(K)\right|=1$, then $K \leqslant Z(G)$, that is to say, $G$ is a central extension of $\mathbb{Z}_{3}$ by $L: \mathbb{Z}_{2}$. This implies that $G$ is isomorphic to $\mathbb{Z}_{3} \times\left(L: \mathbb{Z}_{2}\right)$ or $\mathbb{Z}_{3} \cdot\left(L: \mathbb{Z}_{2}\right)$ (non-split). If $\left|G / \mathbf{C}_{G}(K)\right|=2$, then $K$ is a proper subgroup of $\mathbf{C}_{G}(K)$, and so $\mathbf{C}_{G}(K) / K$ is a nontrivial normal subgroup of $G / K \cong L: \mathbb{Z}_{2}$. Thus $\mathbf{C}_{G}(K) / K \cong$ $L$. Since $K \leqslant Z\left(\mathbf{C}_{G}(K)\right)$, it follows that $\mathbf{C}_{G}(K)$ is a central extension of $K$ by $L$, and hence $\mathbf{C}_{G}(K)$ is isomorphic to $\mathbb{Z}_{3} \times L$ or $\mathbb{Z}_{3} \cdot L$ (non-split). Therefore $G$ is isomorphic to $\left(\mathbb{Z}_{3} \times L\right) \cdot \mathbb{Z}_{2}$ or $\left(\mathbb{Z}_{3} \cdot L\right) \cdot \mathbb{Z}_{2}$.

If $K$ is isomorphic to $\mathbb{Z}_{6}$, then $K \leqslant \mathbf{C}_{G}(K)$ and $G / K \cong L$. Since $G / \mathbf{C}_{G}(K)$ is isomorphic to a subgroup of $\mathbb{Z}_{2}$, it follows that $\left|G / \mathbf{C}_{G}(K)\right|=1$ or 2 . If $\left|G / \mathbf{C}_{G}(K)\right|=1$, then $K \leqslant Z(G)$, and $\operatorname{so} \operatorname{deg}(2)=5$, which is a contradiction. Thus $\left|G / \mathbf{C}_{G}(K)\right|=2$. Since $K$ is a proper subgroup of $\mathbf{C}_{G}(K)$, the group $\mathbf{C}_{G}(K) / K$ is a nontrivial normal subgroup of $G / K \cong L$, which is a contradiction.

If $K$ is isomorphic to $S_{3}$, then $K \cap \mathbf{C}_{G}(K)=1$ and $G / K \cong L$. Note that $G / \mathbf{C}_{G}(K)$ is isomorphic to a subgroup of $\operatorname{Aut}(K) \cong S_{3}$. Then $\mathbf{C}_{G}(K) \neq 1$. Since $\mathbf{C}_{G}(K) \cong \mathbf{C}_{G}(K) K / K$ is a non-identity normal subgroup of $G / K \cong L$, we conclude that $G=\mathbf{C}_{G}(K) K$, where $\mathbf{C}_{G}(K) \cong L$ and $K \cap \mathbf{C}_{G}(K)=1$. This implies that $G$ is isomorphic to $K \times \mathbf{C}_{G}(K) \cong S_{3} \times L$, however this case can be ruled out as $\operatorname{deg}(2)=3$.

Proof of Theorem 1.1. The proof of Theorem 1.1 follows immediately from Proposition 3.4 in [4] and Propositions 3.1-3.3.
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# Pseudoisomorphisms of quasigroups 

Ivan I. Deriyenko


#### Abstract

A simple method of construction of autotopies of quasigroups is presented.


1. In this short note all considered quasigroups are defined on a finite set $Q$, $\alpha, \beta, \gamma$ are permutations of the set $Q$. The composition of permutations is defined as $\alpha \beta(x)=\alpha(\beta(x))$. Let $(Q, \cdot)$ and $(Q, \circ)$ be two quasigroups. Their permutations $L_{a}(x)=a \cdot x, R_{a}(x)=x \cdot a, M_{a}(x): x \cdot M_{a}(x)=a$ and $L_{a}^{\circ}(x)=a \circ x, R_{a}^{\circ}(x)=$ $x \circ a, M_{a}^{\circ}(x): x \circ M_{a}^{\circ}(x)=a$ are called left, right and middle translations of the corresponding quasigroup. Quasigroups $A=(Q, \cdot)$ and $B=(Q, \circ)$ are isotopic if there exists triplet $T=(\alpha, \beta, \gamma)$, called an isotopism, such that

$$
\begin{equation*}
\gamma(x \cdot y)=\alpha(x) \circ \beta(y) \tag{1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\gamma^{-1}(x \circ y)=\alpha^{-1}(x) \cdot \beta^{-1}(y) \tag{2}
\end{equation*}
$$

for all $x, y \in Q$. In this case, we will write $A \sim B$. Obviously $A \sim A$. In this case we say that $T=(\alpha, \beta, \gamma)$ is an autotopism.

Left, right and middle translations play an important role in the investigation of isotopies of quasigroups (see for example [2], [3] and [4]). They also are used in the construction of prolongations and contractions of Latin squares (see [5] and [6]). Below we present a simple method of construction of autotopies of quasigroups based on such translations.
2. An isotopy of the form $T_{l}=(\alpha, \beta, \alpha)$ is called a left pseudoisomorphism. An isotopy $T_{r}=(\alpha, \beta, \beta)$ is called a right pseudoisomorphism, and an isotopy $T_{m}=(\alpha, \alpha, \gamma)$ is called a middle pseudoisomorphism.

As a simple consequence of (1) we obtain
Lemma 1. Two quasigroups $(Q, \cdot)$ and $(Q, \circ)$ are isotopic if and only if at least one of the following identities

$$
L_{i}=\gamma^{-1} L_{\alpha(i)}^{\circ} \beta, \quad R_{i}=\gamma^{-1} R_{\beta(i)}^{\circ} \alpha, \quad M_{i}=\beta^{-1} M_{\gamma(i)}^{\circ} \alpha
$$

is satisfied for some permutations $\alpha, \beta, \gamma$ of $Q$.
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Corollary 1. The triplet $T=(\alpha, \beta, \gamma)$ is an autotopism of a quasigroup $(Q, \cdot)$ if and only if at least one of the following identities

$$
L_{i}=\gamma^{-1} L_{\alpha(i)} \beta, \quad R_{i}=\gamma^{-1} R_{\beta(i)} \alpha, \quad M_{i}=\beta^{-1} M_{\gamma(i)} \alpha
$$

is satisfied for some permutations $\alpha, \beta, \gamma$ of $Q$.
By a left b-adjoint quasigroup of a quasigroup $(Q, \cdot)$ we mean a quasigroup $(Q, *)$ with the operation $x * y=L_{b}^{-1}(x \cdot y)$, where $b \in Q$ is fixed. A right b-adjoint quasigroup is defined analogously. A a middle b-adjoint quasigroup of a quasigroup $(Q, \cdot)$ is defined as a quasigroup $(Q, *)$ with the operation $x * M_{b}^{-1}(y)=x \cdot y$.

Theorem 1. Two quasigroups are isotopic if and only if its left b-adjoint quasigroups are right pseudoisomorphic.

Proof. Let quasigroups $(Q, \cdot)$ and $(Q, \circ)$ be isotopic and let this isotopism has the form (1). If $(Q, *)$ and $(Q, \diamond)$ are left $b$-adjoint quasigroups of quasigroups $(Q, \cdot)$ and $(Q, \circ)$, respectively, then $x * y=L_{b}^{-1}(x \cdot y)$ and $x \diamond y=\left(L_{b}^{\circ}\right)^{-1}(x \circ y)$. Thus, $L_{x}^{\diamond}=\left(L_{b}^{\circ}\right)^{-1} L_{x}^{\circ}$. This, by Lemma 1, gives

$$
L_{x}^{*}=L_{b}^{-1} L_{x}=\left(\gamma^{-1} L_{\alpha(b)}^{\circ} \beta\right)^{-1} \gamma^{-1} L_{\alpha(x)}^{\circ} \beta=\beta^{-1}\left(L_{\alpha(b)}^{\circ}\right)^{-1} L_{\alpha(x)}^{\circ} \beta=\beta^{-1} L_{\alpha(x)}^{\diamond} \beta .
$$

Hence $\beta(x * y)=\alpha(x) \diamond \beta(y)$.
The converse statement is obvious.
Corollary 2. If quasigroups $(Q, \cdot)$ and $(Q, \circ)$ are isotopic, then, for every $b \in Q$, its left b-adjoint quasigroups are right pseudoisomorphic. Conversely, if for some $b \in Q$ left b-adjoint quasigroups of quasigroups $(Q, \cdot)$ and $(Q, \circ)$ are pseudoisomorphic, then $(Q, \cdot)$ and $(Q, \circ)$ are isotopic.

In a similar way we can prove the following two theorems.
Theorem 2. Two quasigroups are isotopic if and only if its right b-adjoint quasigroups are left pseudoisomorphic.

Theorem 3. Two quasigroups are isotopic if and only if its middle b-adjoint quasigroups are middle pseudoisomorphic.
3. As it is well known, any permutation $\varphi$ of the set $\{1,2, \ldots, n\}$ can be decomposed into $r \leqslant n$ cycles of the length $k_{1}, k_{2}, \ldots, k_{r}$ with $k_{1}+k_{2}+\ldots+k_{r}=n$. We denote this fact by $C(\varphi)=\left\{k_{1}, k_{2}, \ldots, k_{r}\right\} . C(\varphi)$ is called a cyclic type of $\varphi$.

Two permutations $\varphi, \psi \in S_{n}$ are conjugate if there exists a permutation $\rho \in S_{n}$ such that $\rho \varphi \rho^{-1}=\psi$. Two permutations are conjugate if and only if they have the same cyclic type (cf. [7]).

Let $(Q, \circ)$, where $Q=\{1,2, \ldots, n\}$ be a quasigroup and let

$$
C\left(L^{\circ}\right)=\left\{C\left(L_{1}^{\circ}\right), C\left(L_{2}^{\circ}\right), \ldots, C\left(L_{n}^{\circ}\right)\right\},
$$

$$
\begin{aligned}
& C\left(R^{\circ}\right)=\left\{C\left(R_{1}^{\circ}\right), C\left(R_{2}^{\circ}\right), \ldots, C\left(R_{n}^{\circ}\right)\right\} \\
& C\left(M^{\circ}\right)=\left\{C\left(M_{1}^{\circ}\right), C\left(M_{2}^{\circ}\right), \ldots, C\left(M_{n}^{\circ}\right)\right\} .
\end{aligned}
$$

Then as a consequence of the above results we obtain
Theorem 4. If quasigroups $(Q, \cdot)$ and $(Q, \circ)$ are isotopic, then $C\left(L^{*}\right)=C\left(L^{\diamond}\right)$, $C\left(R^{*}\right)=C\left(R^{\diamond}\right), C\left(M^{*}\right)=C\left(M^{\diamond}\right)$ for all its left (right, middle) b-adjoint quasigroups $(Q, *)$ and $(Q, \diamond)$.

The converse statement is not true.
Example 1. Consider two loops defined by the following tables.


The first loop is a group isomorphic to the cyclic group $\mathbb{Z}_{6}$; the second is not a group because $(5 \circ 4) \circ 3 \neq 5 \circ(4 \circ 3)$. So, by the Albert's theorem, they are not isotopic, but, as it is not difficult to see, $C\left(L^{*}\right)=C\left(L^{\diamond}\right), C\left(R^{*}\right)=C\left(R^{\diamond}\right), C\left(M^{*}\right)=C\left(M^{\diamond}\right)$ for all its $b$-adjoint quasigroups $(Q, *)$ and $(Q, \diamond)$.
4. Basing on the above results we can find autotopies of quasigroups for which left, right or middle translations have different cyclic types.

For simplicity permutations will be written in the form of cycles and cycles will be separated by points, e.g.

$$
\varphi=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
3 & 1 & 2 & 5 & 4 & 6
\end{array}\right)=(132.45 .6 .)
$$

Example 2. Let $(Q, \cdot)$ be a quasigroup defined by the following table:

| . | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 2 | 2 | 8 | 6 | 5 | 4 | 7 | 1 | 3 |
| 3 | 3 | 7 | 8 | 1 | 2 | 4 | 5 | 6 |
| 4 | 4 | 5 | 2 | 8 | 3 | 1 | 6 | 7 |
| 5 | 5 | 6 | 7 | 2 | 8 | 3 | 4 | 1 |
| 6 | 6 | 3 | 4 | 7 | 1 | 5 | 8 | 2 |
| 7 | 7 | 4 | 1 | 3 | 6 | 8 | 2 | 5 |
| 8 | 8 | 1 | 5 | 6 | 7 | 2 | 3 | 4 |

This quasigroup has the following left and right translations:

|  | left translations | cyclic type |
| :---: | :---: | :---: |
| $L_{1}$ | $(1.2 .3 .4 .5 .6 .7 .8)$. | $\{1,1,1,1,1,1,1,1\}$ |
| $L_{2}$ | $(128367.45)$. | $\{2,6\}$ |
| $L_{3}$ | $(13864.275)$. | $\{3,5\}$ |
| $L_{4}$ | $(14876.253)$. | $\{3,5\}$ |
| $L_{5}$ | $(158.26374)$. | $\{3,5\}$ |
| $L_{6}$ | $(165.23478)$. | $\{3,5\}$ |
| $L_{7}$ | $(17243.568)$. | $\{3,5\}$ |
| $L_{8}$ | $(18462.357)$. | $\{3,5\}$ |


|  | right translations | cyclic type |
| :---: | :---: | :---: |
| $R_{1}$ | $(1.2 .3 .4 .5 .6 .7 .8)$. | $\{1,1,1,1,1,1,1,1\}$ |
| $R_{2}$ | $(128.37456)$. | $\{3,5\}$ |
| $R_{3}$ | $(13857.264)$. | $\{3,5\}$ |
| $R_{4}$ | $(148673.25)$. | $\{2,6\}$ |
| $R_{5}$ | $(15876.243)$. | $\{3,5\}$ |
| $R_{6}$ | $(16534.278)$. | $\{3,5\}$ |
| $R_{7}$ | $(172.35468)$. | $\{3,5\}$ |
| $R_{8}$ | $(18475.236)$. | $\{3,5\}$ |

If this quasigroup has an autotopy of the form $\beta(x \cdot y)=\alpha(x) \cdot \beta(y)$, then by Corollary 2 we have $L_{i}=\beta^{-1} L_{\alpha(i)} \beta$ for every $i \in Q$. Since $L_{i}$ and $L_{\alpha(i)}$, as a conjugate permutations, have the same cyclic type, in the case $i=2$ must be $L_{2}=L_{\alpha(2)}$, so $\alpha(2)=2$. Thus $L_{2}=\beta^{-1} L_{2} \beta$, i.e., $\beta L_{2}=L_{2} \beta$. The last equation is satisfied by $\beta=$ (128367.5.4.). Now, using $\beta L_{i}=L_{\alpha(i)} \beta$, we see that $\alpha=(1.2 .354786$.). This shows that our quasigroups has an autotopy $(\alpha, \beta, \beta)$. Since autotopies form a group (cf. [1]), $\left(\alpha^{k}, \beta^{k}, \beta^{k}\right)$ also are autotopies for each natural $k$.

An autotopy of the form $(\sigma, \rho, \sigma)$ is induced by right translations. Indeed, from the fact that $R_{i}=\sigma^{-1} R_{\rho(i)} \sigma$ have the same cyclic type we obtain $R_{4}=$ $R_{\rho(4)}$. So, $\rho(4)=4$. Hence, analogously, as in the previous part, we calculate $\sigma=$ (137684.2.5.) and $\rho=\left(1.4 .257863\right.$.). Obviously ( $\left.\sigma^{t}, \rho^{t}, \sigma^{t}\right)$ also is an autotopy for each natural $t$. Moreover, composition of $\left(\alpha^{k}, \beta^{k}, \beta^{k}\right)$ and $\left(\sigma^{t}, \rho^{t}, \sigma^{t}\right)$ is an autotopy too. For example, composition of $(\alpha, \beta, \beta)$ and $(\sigma, \rho, \sigma)$ gives an autotopy $\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)$ with $\alpha_{1}=\alpha \sigma=(154.387 .2 .6),. \quad \beta_{1}=\beta \rho=(125.387 .4 .6),. \quad \gamma_{1}=\beta \sigma=$ (163.284.5.7.).
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# Menger algebras of associative and self-distributive n-ary operations 

Wieslaw A. Dudek and Valentin S. Trokhimenko


#### Abstract

The necessary and sufficient conditions under which a Menger algebra of rank $n$ can be isomorphically represented by associative or $(i, j)$-associative $n$-ary operations are given. Also the conditions under which a Menger algebra of rank $n$ can be homomorphically represented by self-distributive $n$-ary operations are found.


1. Multiplace functions are known to have various applications not only in mathematical analysis, but are also widely used in the theory of many-valued logics, cybernetics and general systems theory. Algebras of such functions (called Menger algebras) are studied in various directions [4]. In particular, many authors studied algebras of functions with some additional properties, see for example $[4,6,7,8,9,10,11,12]$. Menger algebras of $n$-place functions closed with respect to certain additional operations and allow fixed exchange of some variables are described in [4].

As it is known semigroups and groups can be isomorphically represented by functions of one variable. Similar results are obtained for $(n+1)$-ary Menger algebras of some types. Namely, it is proved (see for example [4]) that some types of $(n+1)$-ary Menger algebras can be represented by $n$-place functions.

In this short paper we give necessary and sufficient conditions under which a Menger algebra of rank $n$ can be isomorphically represented by associative or $(i, j)$-associative $n$-ary operations defined on some set. We also find conditions under which a Menger algebra of rank $n$ can be homomorphically represented by self-distributive $n$-ary operations and prove that in the case when this algebra is also reductive then it can be isomorphically represented by these functions.
2. In the whole article, we assume that $n \geqslant 2$ and $A$ is a nonempty set. Any function $f: A^{n} \rightarrow A$ defined for each element of the set $A^{n}$ is called an $n$-ary operation on $A$. The set of all such operations, for fixed $A$ and $n \geqslant 2$, is denoted by $\Omega_{n}(A)$. On the set $\Omega_{n}(A)$ we can consider the Menger superposition $\mathcal{O}$ defined by:

$$
\mathcal{O}\left(f, g_{1}, \ldots, g_{n}\right)\left(a_{1}, \ldots, a_{n}\right)=f\left(g_{1}\left(a_{1}, \ldots, a_{n}\right), \ldots, g_{n}\left(a_{1}, \ldots, a_{n}\right)\right)
$$

where $f, g_{1}, \ldots, g_{n} \in \Omega_{n}(A), a_{1}, \ldots, a_{n} \in A$.
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Any subset $\Phi \subset \Omega_{n}(A)$ closed with respect to this superposition is called a Menger algebra of n-ary operations and is denoted by $(\Phi, \mathcal{O})$.

This superposition satisfies (cf. [4]) the following superassociative law:

$$
\begin{aligned}
& \mathcal{O}\left(\mathcal{O}\left(f, g_{1}, \ldots, g_{n}\right), h_{1}, \ldots, h_{n}\right)= \\
& \mathcal{O}\left(f, \mathcal{O}\left(g_{1}, h_{1}, \ldots, h_{n}\right), \ldots, \mathcal{O}\left(g_{n}, h_{1}, \ldots, h_{n}\right)\right)
\end{aligned}
$$

where $f, g_{1}, \ldots, g_{n}, h_{1}, \ldots, h_{n} \in \Omega_{n}(A)$.
According to general convention used in theory of $n$-ary operations, the above superassociative law can be written in the shorted form as:

$$
\begin{equation*}
\mathcal{O}\left(\mathcal{O}\left(f, g_{1}^{n}\right), h_{1}^{n}\right)=\mathcal{O}\left(f, \mathcal{O}\left(g_{1}, h_{1}^{n}\right), \ldots, \mathcal{O}\left(g_{n}, h_{1}^{n}\right)\right) \tag{1}
\end{equation*}
$$

In the case when $g_{1}=g_{2}=\ldots=g_{k}=g$ instead of $g_{1}^{k}$ we will write $\stackrel{k}{g}$.
Any nonempty set $G$ with an $(n+1)$-ary superassociative operation $o$ is called an $(n+1)$-ary Menger algebra or a Menger algebra of rank $n$ and is denoted by $(G, o)$. If in a Menger algebra ( $G, o$ ) of rank $n$ from the fact that the equation $o\left(g_{1}, x_{1}^{n}\right)=o\left(g_{2}, x_{1}^{n}\right)$ is valid for all $x_{1}, \ldots, x_{n} \in G$ it follows $g_{1}=g_{2}$, then this Menger algebra is called reductive [4]. An element $e \in G$ is called a left (right) diagonal unit of a Menger algebra $(G, o)$ of rank $n$ if $o(e, \stackrel{n}{x})=x$ (respectively $o(x, \stackrel{n}{e})=x$ ) holds for all $x \in G$. If $e$ is both left and right diagonal unit, then it is called a diagonal unit. If a Menger algebra has an element that is a left diagonal unit and an element that is a right diagonal unit, then these elements are equal and no other elements which are left or right diagonal units. A left (right) diagonal unit of $(G, o)$ is a left (right) neutral element of a diagonal semigroup of $(G, o)$, i.e., a semigroup $(G, \cdot)$ with the operation $x \cdot y=o(x, y)$. It is clear that a Menger algebra with right diagonal unit is reductive. Also a Menger algebra ( $G, o$ ) of rank $n$ in which there are $x_{1}, \ldots, x_{n}$ such that $o\left(g, x_{1}^{n}\right)=g$ for all $g \in G$ is reductive.
3. We say that an $n$-ary operation $f \in \Omega_{n}(A)$ is

- ( $i, j$ )-associative, where $1 \leqslant i<j \leqslant n$, if it satisfies the identity

$$
\begin{equation*}
f\left(a_{1}^{i-1}, f\left(a_{i}^{i+n-1}\right), a_{i+n}^{2 n-1}\right)=f\left(a_{1}^{j-1}, f\left(a_{j}^{j+n-1}\right), a_{j+n}^{2 n-1}\right), \tag{2}
\end{equation*}
$$

- associative, if it is $(i, j)$-associative for all $1 \leqslant i<j \leqslant n$,
- superassociative, if it satisfies the identity

$$
\begin{equation*}
f\left(f\left(a, b_{1}^{n-1}\right), c_{1}^{n-1}\right)=f\left(a, f\left(b_{1}, c_{1}^{n-1}\right), \ldots, f\left(b_{n-1}, c_{1}^{n-1}\right)\right) . \tag{3}
\end{equation*}
$$

- self-distributive or autodistributive, if for all $1 \leqslant i \leqslant n$, it satisfies the identity

$$
\begin{equation*}
f\left(a_{1}^{i-1}, f\left(b_{1}^{n}\right), a_{i+1}^{n}\right)=f\left(f\left(a_{1}^{i-1}, b_{1}, a_{i+1}^{n}\right), \ldots, f\left(a_{1}^{i-1}, b_{n}, a_{i+1}^{n}\right)\right) . \tag{4}
\end{equation*}
$$

It is clear that the operation $f \in \Omega_{n}(A)$ is associative if and only if it is $(1, j)$-associative for all $j=2,3, \ldots, n$.

Unfortunately, the set of all associative ( $(i, j)$-associative, superassociative) $n$ ary operations defined on the set $A$ may not be closed with respect to the Menger superposition. Indeed, ternary operations $f(x, y, z)=x \wedge y \wedge z$ and $g(x, y, z)=$ $x \vee y \vee z$ defined on a lattice $L$ are associative and superassociative, but their Menger superposition $h=\mathcal{O}(f, g, g, g)$ is neither associative nor superassociative.

We will say that an $(n+1)$-ary operation $o \in \Omega_{n+1}(A)$ is

- quasi-( $i, j$ )-associative, where $1 \leqslant i<j \leqslant n$, if it satisfies the identity

$$
\begin{equation*}
o\left(a, b_{1}^{i-1}, o\left(a, b_{i}^{i+n-1}\right), b_{i+n}^{2 n-1}\right)=o\left(a, b_{1}^{j-1}, o\left(a, b_{j}^{j+n-1}\right), b_{j+n}^{2 n-1}\right) \tag{5}
\end{equation*}
$$

- quasi-associative, if it is quasi- $(i, j)$-associative for all $1 \leqslant i<j \leqslant n$,
- quasi-superassociative, if it satisfies the identity

$$
\begin{equation*}
o\left(a, o\left(a, b, c_{1}^{n-1}\right), d_{1}^{n-1}\right)=o\left(a, b, o\left(a, c_{1}, d_{1}^{n-1}\right), \ldots, o\left(a, c_{n-1}, d_{1}^{n-1}\right)\right) \tag{6}
\end{equation*}
$$

- quasi-self-distributive or quasi-autodistributive, if for all $1 \leqslant i \leqslant n$ it satisfies the identity

$$
\begin{equation*}
o\left(a, b_{1}^{i-1}, o\left(a, c_{1}^{n}\right), b_{i+1}^{n}\right)=o\left(a, o\left(a, b_{1}^{i-1}, c_{1}, b_{i+1}^{n}\right), \ldots, o\left(a, b_{1}^{i-1}, c_{n}, b_{i+1}^{n}\right)\right) . \tag{7}
\end{equation*}
$$

Note that an $(n+1)$-ary operation $o \in \Omega_{n+1}(A)$ is quasi-associative if and only if all $n$-ary operations $f_{a} \in \Omega_{n}(A)$ defined by

$$
\begin{equation*}
f_{a}\left(x_{1}^{n}\right)=o\left(a, x_{1}^{n}\right) \tag{8}
\end{equation*}
$$

are associative in the above sense. Thus any algebra $(A, o)$ with one $(n+1)$ ary quasi-associative operation $o$ can be characterized by the algebra $(A, \mathbb{F})$ with the family $\mathbb{F}=\left\{f_{a} \mid a \in A\right\}$ of $n$-ary associative operations defined by (8), i.e., by the class of $n$-ary semigroups $\left(A, f_{a}\right)$, where $a \in A$. Analogously a quasisuperassociative (quasi-self-distributive) algebra ( $A, o$ ) can be characterized by the class of $n$-ary superassociative (self-distributive) algebras $\left(A, f_{a}\right)$. A grouplike Menger algebra $(A, o)$ of rank $n$ (cf. [2] or [4]) which is simultaneously quasiassociative and quasi-self-distributive can be characterized by self-distributive $n$ ary groups $\left(A, f_{a}\right)$, i.e., by self-distributive associative $n$-ary quasigroups (cf. [1]). This means that these Menger algebras can be described by commutative groups and one of their automorphisms (cf. [3, Theorem 3]).

Example 1. On a commutative semigroup $(G,+)$ with the property $n x=x$ for each $x \in G$ and fixed $n \geqslant 2$ we define the ( $n+1$ )-ary operation

$$
o\left(x_{0}, x_{1}^{n}\right)=\varphi\left(x_{0}\right)+x_{1}+x_{2}+\cdots+x_{n}+b,
$$

where $b \in G$ is fixed and $\varphi$ is an idempotent endomorphism of $(G, \cdot)$ such that $\varphi(b)=b$. Direct computations show that $(G, o)$ is a quasi-associative Menger algebra of rank $n$. If $\varphi$ is not the identity map, then this Menger algebra is not associative. So, the class of quasi-associative Menger algebras contains non-trivial non-associative algebras.

Example 2. Let $(G,+)$ be a commutative semigroup in which $n x=x$ for all $x \in G$ and fixed $n \geqslant 2$. Then for every $a \in G$ the set $G$ with the operation

$$
f_{a}\left(x_{0}, x_{1}^{n}\right)=x_{0}+x_{1}+x_{2}+\cdots+x_{n}+a
$$

is a Menger algebra of rank $n$ that is both associative, quasi-associative and selfdistributive. Moreover, the set $\Phi_{G}=\left\{f_{a} \mid a \in G\right\}$ is closed with respect to the Menger superposition $\mathcal{O}$. Thus, $\left(\Phi_{G}, \mathcal{O}\right)$ is a Menger algebra of associative, quasiassociative, quasi-superassociative and self-distributive $(n+1)$-ary operations.
4. Now we present a characterization of quasi-associative Menger algebras by algebras of associative $n$-place functions.

First, we characterize quasi- $(i, j)$-associative Menger algebras.
Theorem 1. A Menger algebra ( $G, o$ ) of rank $n$ is isomorphically represented by $(i, j)$-associative $n$-ary operations if and only if it is quasi- $(i, j)$-associative.

Proof. Necessity. Let $(\Phi, \mathcal{O})$ be a Menger algebra of $(i, j)$-associative $n$-ary operations defined on the set $A$. Then, for all $f, g_{1}, \ldots, g_{2 n-1} \in \Phi$ and all elements $a_{1}, \ldots, a_{n} \in A$, we have
$\mathcal{O}\left(f, g_{1}^{i-1}, \mathcal{O}\left(f, g_{i}^{i+n-1}\right), g_{i+n}^{2 n-1}\right)\left(a_{1}^{n}\right)=$
$f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{i-1}\left(a_{1}^{n}\right), \mathcal{O}\left(f, g_{i}^{i+n-1}\right)\left(a_{1}^{n}\right), g_{i+n}\left(a_{1}^{n}\right), \ldots, g_{2 n-1}\left(a_{1}^{n}\right)\right)=$
$f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{i-1}\left(a_{1}^{n}\right), f\left(g_{i}\left(a_{1}^{n}\right), \ldots, g_{i+n-1}\left(a_{1}^{n}\right)\right)\left(a_{1}^{n}\right), g_{i+n}\left(a_{1}^{n}\right), \ldots, g_{2 n-1}\left(a_{1}^{n}\right)\right)=$
$f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{j-1}\left(a_{1}^{n}\right), f\left(g_{j}\left(a_{1}^{n}\right), \ldots, g_{j+n-1}\left(a_{1}^{n}\right)\right)\left(a_{1}^{n}\right), g_{j+n}\left(a_{1}^{n}\right), \ldots, g_{2 n-1}\left(a_{1}^{n}\right)\right)=$
$f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{j-1}\left(a_{1}^{n}\right), \mathcal{O}\left(f, g_{j}^{j+n-1}\right)\left(a_{1}^{n}\right), g_{j+n}\left(a_{1}^{n}\right), \ldots, g_{2 n-1}\left(a_{1}^{n}\right)\right)=$
$\mathcal{O}\left(f, g_{1}^{j-1}, \mathcal{O}\left(f, g_{j}^{j+n-1}\right), g_{j+n}^{2 n-1}\right)\left(a_{1}^{n}\right)$.
Thus, $\mathcal{O}\left(f, g_{1}^{i-1}, \mathcal{O}\left(f, g_{i}^{i+n-1}\right), g_{i+n}^{2 n-1}\right)\left(a_{1}^{n}\right)=\mathcal{O}\left(f, g_{1}^{j-1}, \mathcal{O}\left(f, g_{j}^{j+n-1}\right), g_{j+n}^{2 n-1}\right)\left(a_{1}^{n}\right)$, i.e., a Menger algebra $(\Phi, \mathcal{O})$ is quasi- $(i, j)$-associative.

Sufficiency. Let $(G, o)$ be a quasi- $(i, j)$-associative Menger algebra of rank $n$. For every $g \in G$ we define on the set $G_{0}=G \cup\{e, c\}$, where $e \neq c$ and $e \notin G$, $c \notin G$, the $n$-ary operation $\omega_{g}$ by putting:

$$
\omega_{g}\left(x_{1}^{n}\right)=\left\{\begin{array}{cl}
o\left(g, x_{1}^{n}\right), & \text { if } x_{1}, \ldots, x_{n} \in G \\
g, & \text { if } x_{1}=\ldots=x_{n}=e \\
c, & \text { otherwise }
\end{array}\right.
$$

To prove that this operation is associative, we must consider a few cases.
First, we consider the case when $x_{1}, \ldots, x_{2 n-1} \in G$. In this case

$$
\begin{aligned}
& \omega_{g}\left(x_{1}^{i-1}, \omega_{g}\left(x_{i}^{i+n-1}\right), x_{i+n}^{2 n-1}\right)=o\left(g, x_{1}^{i-1}, o\left(g, x_{i}^{i+n-1}\right), x_{i+n}^{2 n-1}\right)= \\
& o\left(g, x_{1}^{j-1}, o\left(g, x_{j}^{j+n-1}\right), x_{j+n}^{2 n-1}\right)=\omega_{g}\left(x_{1}^{j-1}, \omega_{g}\left(x_{j}^{j+n-1}\right), x_{j+n}^{2 n-1}\right) .
\end{aligned}
$$

If $x_{1}=\ldots=x_{2 n-1}=e$, then, according to the definition, we have

$$
\omega_{g}\left({ }^{i} e^{-1}, \omega_{g}(\stackrel{n}{e}),{ }^{n-i}\right)=\omega_{g}\left({ }^{i-1}, g,{ }^{n-i}{ }^{n-i}\right)=c
$$

and

$$
\omega_{g}\left(e^{j-1}, \omega_{g}(\stackrel{n}{e}), \stackrel{n-j}{e}\right)=\omega_{g}\left(e^{j-1}, g, \stackrel{n-j}{e}\right)=c .
$$

Thus,

$$
\omega_{g}\left({ }_{e}^{i-1}, \omega_{g}(\stackrel{n}{e}),{ }_{e}^{n-i}\right)=\omega_{g}\left({ }^{j-1} e^{-1}, \omega_{g}(\stackrel{n}{e}), \stackrel{n}{e}^{n-j}\right) .
$$

In all other cases

$$
\omega_{g}\left(x_{1}^{i-1}, \omega_{g}\left(x_{i}^{i+n-1}\right), x_{i+n}^{2 n-1}\right)=c=\omega_{g}\left(x_{1}^{j-1}, \omega_{g}\left(x_{j}^{j+n-1}\right), x_{j+n}^{2 n-1}\right) .
$$

So, in any case the operation $\omega_{g}$ is $(i, j)$-associative.
Now we show that $P: g \mapsto \omega_{g}$ is an isomorphism between $(G, o)$ and ( $\left.\Phi_{G}, \mathcal{O}\right)$, where $\Phi_{G}=\left\{\omega_{g} \mid g \in G\right\}$. To prove this fact we also must consider a few cases.

Let $g, g_{1}, \ldots, g_{n} \in G$.

1) If $x_{1}, \ldots, x_{n} \in G$, then

$$
\begin{aligned}
\omega_{o\left(g, g_{1}^{n}\right)}\left(x_{1}^{n}\right) & =o\left(o\left(g, g_{1}^{n}\right), x_{1}^{n}\right)=o\left(g, o\left(g_{1}, x_{1}^{n}\right), \ldots, o\left(g_{n}, x_{1}^{n}\right)\right) \\
& =\omega_{g}\left(\omega_{g_{1}}\left(x_{1}^{n}\right), \ldots, \omega_{g_{n}}\left(x_{1}^{n}\right)\right)=\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots, \omega_{g_{n}}\right)\left(x_{1}^{n}\right) .
\end{aligned}
$$

2) If $x_{1}=x_{2}=\ldots x_{n}=e$, then, according to the definition of $\omega_{g}$, we obtain

$$
\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots, \omega_{g_{n}}\right)\binom{n}{e}=\omega_{g}\left(\omega_{g_{1}}\binom{n}{e}, \ldots, \omega_{g_{n}}\binom{n}{e}\right)=\omega_{g}\left(g_{1}^{n}\right)=o\left(g, g_{1}^{n}\right)
$$

and $\omega_{o\left(g, g_{1}^{n}\right)}\binom{n}{e}=o\left(g, g_{1}^{n}\right)$. Thus, $\omega_{o\left(g, g_{1}^{n}\right)}\left(e_{n}^{n}\right)=\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots \omega_{g_{n}}\right)\binom{n}{e}$.
3) In other cases we have $\omega_{o\left(g, g_{1}^{n}\right)}\left(x_{1}^{n}\right)=c$ and

$$
\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots, \omega_{g_{n}}\right)\left(x_{1}^{n}\right)=\omega_{g}\left(\omega_{g_{1}}\left(x_{1}^{n}\right), \ldots, \omega_{g_{n}}\left(x_{1}^{n}\right)\right)=\omega_{g}(c)=c .
$$

Thus, in any case $\omega_{o\left(g, g_{1}^{n}\right)}=\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots, \omega_{g_{n}}\right)$ This means that $P\left(o\left(g, g_{1}^{n}\right)\right)=$ $\mathcal{O}\left(P(g), P\left(g_{1}\right), \ldots, P\left(g_{n}\right)\right)$. Hence, $P$ is a homomorphism.

Obviously $P$ is onto $\left(\Phi_{G}, \mathcal{O}\right)$. Moreover, if $P\left(g_{1}\right)=P\left(g_{2}\right)$, for some $g_{1}, g_{2} \in G$, then also $\omega_{g_{1}}\left(x_{1}^{n}\right)=\omega_{g_{2}}\left(x_{1}^{n}\right)$ for $x_{1}, \ldots x_{n} \in G_{0}$. In particular, $\omega_{g_{1}}\binom{n}{e}=\omega_{g_{2}}\binom{n}{e}$, which gives $g_{1}=g_{2}$. So, $P$ is an isomorphism.

In the same way, using the same construction of the operations $\omega_{g}$, we can prove the following two theorems.

Theorem 2. A Menger algebra ( $G, o$ ) of rank $n$ is isomorphically represented by associative n-ary operations if and only if it is quasi-associative.

Theorem 3. Any quasi-superassociative Menger algebra ( $G, o$ ) of rank $n$ can be isomorphically represented by suprassociative $n$-ary opertations defined on some set.

From the above results we can deduce the following corollary.
Corollary 1. If a Menger algebra of rank $n$ is at the same time quasi-( $i, j)$ associative and quasi-superassociative, then it can be isomorphically represented by $n$-ary operations which are at the same time ( $i, j$ )-associative and superassociative.

Analogous result is valid for Menger algebras which are at the same time quasiassociative and quasi-superassociative.

Problem A. Find necessary and sufficient conditions under which a Menger algebra of rank $n$ can be isomorphically represented by superassociative $n$-ary operations defined on some set.
5. We will now consider a Menger algebra of self-distributive $n$-ary operations.

Theorem 4. A Menger algebra ( $G, o$ ) of rank $n$ is homomorphically represented by self-distributive $n$-ary operations if and only if it is quasi-self-distributive.

Proof. Necessity. Let $(\Phi, \mathcal{O})$ be a Menger algebra of self-distributive $n$-ary operations defined on the set $A$. Then for all $f, g_{i}, h_{i} \in \Phi, i=1,2, \ldots, n$, and all $a_{1}, \ldots, a_{n} \in A$ we have

$$
\begin{aligned}
& \mathcal{O}\left(f, g_{1}^{i-1}, \mathcal{O}\left(f, h_{1}^{n}\right), g_{i+1}^{n}\right)\left(a_{1}^{n}\right)= \\
& f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{i-1}\left(a_{1}^{n}\right), f\left(h_{1}\left(a_{1}^{n}\right), \ldots, h_{n}\left(a_{1}^{n}\right)\right), g_{i+1}\left(a_{1}^{n}\right), \ldots g_{n}\left(a_{1}^{n}\right)\right) \stackrel{(4)}{=} \\
& f\left(f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{i-1}\left(a_{1}^{n}\right), h_{1}\left(a_{1}^{n}\right), g_{i+1}\left(a_{1}^{n}\right), \ldots g_{n}\left(a_{1}^{n}\right)\right), \ldots,\right. \\
& \left.\quad f\left(g_{1}\left(a_{1}^{n}\right), \ldots, g_{i-1}\left(a_{1}^{n}\right), h_{n}\left(a_{1}^{n}\right), g_{i+1}\left(a_{1}^{n}\right), \ldots g_{n}\left(a_{1}^{n}\right)\right)\right)= \\
& \mathcal{O}\left(f, \mathcal{O}\left(f, g_{1}^{i-1}, h_{1}, g_{i+1}^{n}\right), \ldots, \mathcal{O}\left(f, g_{1}^{i-1}, h_{n}, g_{i+1}^{n}\right)\right)\left(a_{1}^{n}\right) .
\end{aligned}
$$

Thus, $(\Phi, \mathcal{O})$ is a quasi-self-distributive Menger algebra.
Sufficiency. Let $(G, o)$ be a quasi-self-distributive Menger algebra of rank $n$. For every $g \in G$ we define on $G$ the $n$-ary operation $\omega_{g}$ by putting

$$
\omega_{g}\left(x_{1}^{n}\right)=o\left(g, x_{1}^{n}\right) .
$$

Then for all $x_{i}, y_{i} \in G$ and $i=1, \ldots, n$, we obtain:

$$
\begin{aligned}
& \omega_{g}\left(x_{1}^{i-1}, \omega_{g}\left(y_{1}^{n}\right), x_{i+1}^{n}\right)=o\left(g, x_{1}^{i-1}, o\left(g, y_{1}^{n}\right), x_{i+1}^{n}\right) \stackrel{(7)}{=} \\
& o\left(g, o\left(g, x_{1}^{i-1}, y_{1}, x_{i+1}^{n}\right), \ldots, o\left(g, x_{1}^{i-1}, y_{n}, x_{i+1}^{n}\right)\right)= \\
& \omega_{g}\left(\omega_{g}\left(x_{1}^{i-1}, y_{1}, x_{i+1}^{n}\right), \ldots, \omega_{g}\left(x_{1}^{i-1}, y_{n}, x_{i+1}^{n}\right)\right) .
\end{aligned}
$$

So, the operation $\omega_{g}$ is self-distributive.
Now we show that $P: g \mapsto \omega_{g}$ is a homomorphism between $(G, o)$ and $\left(\Phi_{G}, \mathcal{O}\right)$, where $\Phi_{G}=\left\{\omega_{g} \mid g \in G\right\}$. Indeed, for all $g, g_{1}, \ldots, g_{n}, x_{1}, \ldots, x_{n} \in G$ we have:

$$
\begin{aligned}
\omega_{o\left(g, g_{1}^{n}\right)}\left(x_{1}^{n}\right) & =o\left(o\left(g, g_{1}^{n}\right), x_{1}^{n}\right)=o\left(g, o\left(g_{1}, x_{1}^{n}\right), \ldots, o\left(g_{n}, x_{1}^{n}\right)\right) \\
& =o\left(g, \omega_{g_{1}}\left(x_{1}^{n}\right), \ldots, \omega_{g_{n}}\left(x_{1}^{n}\right)\right)=\omega_{g}\left(\omega_{g_{1}}\left(x_{1}^{n}\right), \ldots, \omega_{g_{n}}\left(x_{1}^{n}\right)\right) \\
& =\mathcal{O}\left(\omega_{g}, \omega_{g_{1}}, \ldots, \omega_{g_{n}}\right)\left(x_{1}^{n}\right)
\end{aligned}
$$

which means that

$$
P\left(o\left(g, g_{1}^{n}\right)\right)=\mathcal{O}\left(P(g), P\left(g_{1}\right), \ldots, P\left(g_{n}\right)\right)
$$

This completes the proof.
Note that the homomorphism $P: g \mapsto \omega_{g}$ may not be one-to-one, but if a Menger algebra $(G, o)$ is reductive, then it is one-to-one, and consequently, it is an isomorphism. Thus the following result is valid.

Corollary 2. If a quasi-self-distributive Menger algebra of rank $n$ is reductive, then it can be isomorphically represented by self-distributive $n$-ary operations defined on some set.

In a similar way we can prove
Theorem 5. Any quasi-associative (quasi-( $(, j)$-associative, quasi-superassociative) Menger algebra ( $G, o$ ) of rank $n$ satisfying (7) can be homomorphically represented by self-distributive associative (respectively, $(i, j)$-associative, superassociative) n-ary operations defined on some set.

Problem B. Find necessary and sufficient conditions under which a Menger algebra of rank $n$ can be isomorphically represented by self-distributive $n$-ary operations defined on some set.

Problem C. Find necessary and sufficient conditions under which a quasi-(i,j)associative (quasi-associative, quasi-superassociative) Menger algebra of rank $n$ satisfying (7) can be isomorphically represented by self-distributive ( $i, j$ )-associative (associative, superassociative) $n$-ary operations defined on some set.
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# Retractions of cyclic finitely supported $C b$-sets 

Mohammad M. Ebrahimi, Khadijeh Keshvardoost and Mojgan Mahmoudi


#### Abstract

The monoid $C b$ of name substitutions originated by Pitts in name abstraction, and the notion of a finitely supported $C b$-set appeared in the study of models of homotopy type theory in the works of Gabbay and Pitts. On the other hand, retracts and retractions play a crucial role in most branches of mathematics as well as in computer science where partial morphisms need to be completed. Retracts are the subobjects whose related inclusion morphism have a left inverse, called retraction.

In this paper, we study the retracts and retractions of cyclic finitely supported $C b$-sets. We find the general definition of retractions from a cyclic $C b$-set, and give necessary conditions under which retractions exist. Also, fix-simple retracts of a cyclic $C b$-set are characterized. Further, the cyclic finitely supported $C b$-sets all whose subobjects are retract, are studied. In particular, we give a necessary condition for a cyclic finitely supported $C b$-set to be retractable.


## 1. Introduction and preliminaries

The notion of a nominal set was originated by Fraenkel in 1922 and developed by Mostowski in the 1930s under the name of legal sets. The legal sets were applied to prove the independence of the axiom of choice with the other axioms (in the classical Zermelo-Fraenkel (ZF) set theory).

In 2001, Gabbay and Pitts rediscovered those sets in the context of name abstraction. They called them nominal sets, and applied this notion to properly model the syntax of formal systems involving variable binding operations (see [5]).

In [10], Pitts generalized the notion of nominal sets, by first adding two elements 0,1 to $\mathbb{D}$, then generalizing the notion of a finitary permutation to finite substitution, and considering the monoid $C b$ instead of the group $G$. Then he defined the notion of a support for $C b$-sets, sets with an action of $C b$ on them, and invented the notion of finitely supported $C b$-sets, a generalization of nominal sets. He has shown that the category of finitely supported $C b$-sets is in fact isomorphic to the category of nominal sets equipped with two families of unary operations which substitute names (elements of $\mathbb{D}$ ) by the constants 0 or 1 ; and the category of finitely supported $C b$-sets is a coreflective subcategory of the category of $C b$-sets.

The notion of retractions appears when one can find a left inverse (reflection) for a morphism. This notion plays a crucial role in many areas of mathematics, such as homological algebra, topology, ordered algebraic structures, etc. The retracts

[^1]are also known as complete or partial objects in recursion theory by computer scientists (see [7]).

On the other hand, we recall from [6] that every $C b$-set is a disjoint union of all its indecomposable sub $C b$-sets, where an indecomposable $C b$-set is a $C b$-set which can not be written as a disjoint union of non-empty sub $C b$-sets. Therefore, to find retractions of a $C b$-set, it is sufficient to obtain retractions of its indecomposable sub $C b$-sets. Also, it is known that cyclic finitely supported $C b$-sets are indecomposable (see Proposition I.5.8 of [6]). These facts provided our motivation to study the retracts of cyclic finitely supported $C b$-sets in this paper. First, applying the characterization of cyclic finitely supported $C b$-sets from [3], and assuming the existence of retractions from a cyclic $C b$-set to its proper sub $C b$-sets, we find the possible definition of them.

Moreover, using the characterization of cyclic fix-simple finitely supported Cb sets given in [3], we find a characterization of retracts of cyclic finitely supported $C b$-sets. Also, we prove that simple finitely supported $C b$-sets which are fix-simple with one zero element are retracts of cyclic finitely supported $C b$-sets.

Finally, retractable (the ones all whose subobjects are retract) finitely supported $C b$-sets are studied; and a necessary condition for cyclic finitely supported $C b$-sets to be retractable is obtained.

## 1.1. $M$-sets

In the following, we recall some notions and facts about $M$-sets, for a general monoid $M$. For more information, see ( $[2,6]$ ).

A (left) $M$-set for a monoid $M$ with identity $e$ is a set $X$ equipped with a map $M \times X \rightarrow X,(m, x) \rightsquigarrow m x$, called an action of $M$ on $X$, such that $e x=x$ and $m\left(m^{\prime} x\right)=\left(m m^{\prime}\right) x$, for all $x \in X$ and $m, m^{\prime} \in M$. An equivariant map from an $M$-set $X$ to an $M$-set $Y$ is a map $f: X \rightarrow Y$ with $f(m x)=m f(x)$, for all $x \in X, m \in M$.

An element $x$ of an $M$-set $X$ is called a zero (or a fixed) element if $m x=x$, for all $m \in M$. We denote the set of all zero elements of an $M$-set $X$ by Fix $X$. The $M$-set $X$ all of whose elements are zero is called a discrete $M$-set, or an $M$-set with identity action.

An equivalence relation $\rho$ on an $M$-set $X$ is called a congruence on $X$ if $x \rho x^{\prime}$ implies $m x \rho m x^{\prime}$, for $x, x^{\prime} \in X, m \in M$. We denote the set of all congruences on $X$ by $\operatorname{Con}(X)$. Also, for $x, x^{\prime} \in X$, the smallest congruence on $X$ containing $\left(x, x^{\prime}\right)$ is denoted by $\rho\left(x, x^{\prime}\right)$. It is in fact, the equivalence relation generated by $\left\{\left(m x, m x^{\prime}\right) \mid m \in M\right\}$.

A subset $Y$ of an $M$-set $X$ is a sub $M$-set (or $M$-subset) of $Y$ if for all $m \in M$ and $y \in Y$ we have $m y \in Y$. The subset Fix $X$ of $X$ is in fact a sub $M$-set.

## 1.2. $C b$-sets

Now, we give some basic notions about the monoid $C b$, and $C b$-sets. For more information one can see $[9,10]$.

Let $\mathbb{D}$ be an infinite countable set, whose elements are sometimes called directions (atomic names or data values) and PermD be the group of all permutations (bijection maps) on $\mathbb{D}$. A permutation $\pi \in \operatorname{PermD}$ is said to be finite if $\{d \in \mathbb{D} \mid \pi(d) \neq d\}$ is finite. Clearly the set $\operatorname{Perm}_{\mathrm{f}} \mathbb{D}$ of all finitary permutations is a subgroup of PermD.

Also, we take $2=\{0,1\}$ with $0,1 \notin \mathbb{D}$.
Definition 1.1. (a) A finite substitution is a function $\sigma: \mathbb{D} \rightarrow \mathbb{D} \cup 2$ for which $\operatorname{Dom}_{\mathrm{f}} \sigma=\{d \in \mathbb{D} \mid \sigma(d) \neq d\}$ is finite.
(b) If $d \in \mathbb{D}$ and $b \in 2$, we write $(b / d)$ for the finite substitution which maps $d$ to $b$, and maps identically on other elements of $\mathbb{D}$. Each $(b / d)$ is called a basic substitution.
(c) If $d, d^{\prime} \in \mathbb{D}$ then we write $\left(d d^{\prime}\right)$ for the finite substitution that transposes $d$ and $d^{\prime}$, and keeps fixed all other elements. Each $\left(d d^{\prime}\right)$ is called a transposition substitution.

Definition 1.2. (a) Let $S b$ be the monoid whose elements are finite substitutions, with the monoid operation given by $\sigma \cdot \sigma^{\prime}=\hat{\sigma} \sigma^{\prime}$, where $\hat{\sigma}: \mathbb{D} \cup 2 \rightarrow \mathbb{D} \cup 2$ maps 0 to 0,1 to 1 , and on $\mathbb{D}$ is defined the same as $\sigma$. The identity element of $S b$ is the inclusion $\iota: \mathbb{D} \hookrightarrow \mathbb{D} \cup 2$.
(b) Let $C b$ be the submonoid of $S b$ satisfying the following injectivity condition:

$$
\left(\forall d, d^{\prime} \in \mathbb{D}\right), \sigma(d)=\sigma\left(d^{\prime}\right) \notin 2 \Rightarrow d=d^{\prime} .
$$

(c) Take $S$ to be the subsemigroup of $C b$ generated by basic substitutions. The members of $S$ are of the form $\delta=\left(b_{1} / d_{1}\right) \cdots\left(b_{k} / d_{k}\right) \in S$ for some $d_{i} \in \mathbb{D}$ and $b_{i} \in 2$, and we denote the set $\left\{d_{1}, \ldots, d_{k}\right\}$ by $\mathbb{D}_{\delta}$.
Remark 1.3. (1) Notice that each finite permutation $\pi$ on $\mathbb{D}$, can be considered as a finite substitution $\iota \circ \pi: \mathbb{D} \rightarrow \mathbb{D} \cup 2$. Doing so, throughout this paper, we consider the group $\operatorname{Perm}_{f} \mathbb{D}$ as a submonoid of $C b$, and denote $\iota \circ \pi$ with the same notation $\pi$.
(2) Let $d \in \mathbb{D}$ and $b \in 2$. Then, for a finite permutation $\pi$ and a basic substitution $(b / d)$, one can compute that in $C b, \pi(b / d)=(b / \pi(d)) \pi$ and $(b / d) \pi=$ $\pi\left(b / \pi^{-1}(d)\right)$. Then, by induction, we also have:

$$
\pi\left(b_{1} / d_{1}\right) \cdots\left(b_{k} / d_{k}\right)=\left(b_{1} / \pi d_{1}\right) \cdots\left(b_{k} / \pi d_{k}\right) \pi,
$$

and

$$
\left(b_{1} / d_{1}\right) \cdots\left(b_{k} / d_{k}\right) \pi=\pi\left(b_{1} / \pi^{-1} d_{1}\right) \cdots\left(b_{k} / \pi^{-1} d_{k}\right)
$$

for $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}), d_{1}, \cdots, d_{k} \in \mathbb{D}$, and $b_{i} \in 2$, for $i=1, \ldots, k$.
(3) Let $d \neq d^{\prime} \in \mathbb{D}$ and $b, b^{\prime} \in 2$. Then $(b / d)\left(b^{\prime} / d^{\prime}\right)=\left(b^{\prime} / d^{\prime}\right)(b / d)$. But, we see that $(1 / d)(0 / d)=(0 / d)$ and $(0 / d)(1 / d)=(1 / d)$, and hence $(1 / d)(0 / d) \neq$ $(0 / d)(1 / d)$.

Theorem 1.4. [3] For the monoid $C b$, we have:

$$
C b=\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \cup \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S, \quad \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \cap \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S=\emptyset .
$$

### 1.3. Finitely supported $C b$-sets

In this subsection, we give some basic notions of finitely supported $C b$-sets needed in the sequel, some of which are given in [10].

The following definition introduces the notion of a, so called, support, which is the central notion to define finitely supported $C b$-sets.
Definition 1.5. (a) Suppose $X$ is a $C b$-set. A subset $C_{x} \subseteq \mathbb{D}$ supports an element $x$ of $X$ if, for every $\sigma, \sigma^{\prime} \in C b$,

$$
\left(\sigma(c)=\sigma^{\prime}(c),\left(\forall c \in C_{x}\right)\right) \Rightarrow \sigma x=\sigma^{\prime} x
$$

If there is a finite (possibly empty) support $C_{x}$ then we say that $x$ is finitely supported.
(b) A $C b$-set $X$ all of whose elements has a finite support, is called a finitely supported $C b$-set.

We denote the category of all $C b$-sets with equivariant maps between them by Set ${ }^{C b}$, and its full subcategory of all finitely supported $C b$-sets by $\operatorname{Set}_{\mathrm{fs}}^{C b}$.
Remark 1.6. [3] Suppose that $X$ is a non-empty finitely supported $C b$-set and $x \in X \backslash$ Fix $X$.
(1) By Remark 1.3(3), it is clear that

$$
\{d \in \mathbb{D} \mid(0 / d) x \neq x\}=\{d \in \mathbb{D} \mid(1 / d) x \neq x\} .
$$

This set is in fact the least finite support of $x$. First notice that, by Lemma 2.4 of [10], this set is a finite support for $x$. Now, let $C$ be a finite support for $x$. Then for any $d \in \mathbb{D}$ with $(0 / d) x \neq x$, by taking $\sigma=(0 / d)$ and $\sigma^{\prime}=\iota$ in the Definition $1.5(\mathrm{a})$, we get $(0 / d) d^{\prime} \neq d^{\prime}$, for some $d^{\prime} \in C$. So, by the definition of $(0 / d)$, we have $d=d^{\prime}$, and therefore $d \in C$.

From now on, we call the least finite support for $x$ the support for $x$, and denote it by $\operatorname{supp} x$.
(2) Let $\delta \in S$. Then, by (1),

$$
\delta x=x \text { if and only if } \mathbb{D}_{\delta} \cap \operatorname{supp} x=\emptyset
$$

(3) Let $\left\{d_{1}, \ldots, d_{k}\right\} \subseteq \operatorname{supp} x$. Then,

$$
\operatorname{supp}\left(b_{1} / d_{1}\right) \cdots\left(b_{k} / d_{k}\right) x \subseteq \operatorname{supp} x \backslash\left\{d_{1}, \ldots, d_{k}\right\}
$$

for any $b_{i} \in 2$ and $i=1, \cdots, k$.
(4) Let $\delta \in S$. Then,

$$
\delta x=x \quad \text { if and only if } \quad|\operatorname{supp} \delta x|=|\operatorname{supp} x| .
$$

(5) By (3) and (4), we have

$$
\delta x \neq x \quad \text { if and only if } \quad|\operatorname{supp} \delta x|<|\operatorname{supp} x| .
$$

(6) Let $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. Then, $\operatorname{supp} \pi x=\pi \operatorname{supp} x$, and so $|\operatorname{supp} \pi x|=|\pi \operatorname{supp} x|=$ $|\operatorname{supp} x|$.
(7) $X$ has a zero element.

Remark 1.7. [3] Let $X$ be a finitely supported $C b$-set and $x \in X$. Then,
(1) $S_{x} \doteq\{\delta \in S \mid \delta x=x\}$ is a subsemigroup of $S$;
(2) $S_{x}^{\prime} \doteq S \backslash S_{x}=\{\delta \in S \mid \delta x \neq x\}$ is also a subsemigroup of $S$;
(3) If $\delta \in S_{x}^{\prime}$ then $\delta x=\delta_{1} x$, for some $\delta_{1} \in S_{x}^{\prime}$ with $\mathbb{D}_{\delta_{1}} \subseteq \operatorname{supp} x$;
(4) If $\delta \in S_{x}^{\prime}$ then $\pi x \neq \pi^{\prime} \delta x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. Since otherwise, if $\pi x=\pi^{\prime} \delta x$ then by Remark 1.6(5,6),

$$
|\operatorname{supp} x|=|\operatorname{supp} \pi x|=\left|\operatorname{supp} \pi^{\prime} \delta x\right|=|\operatorname{supp} \delta x|<|\operatorname{supp} x|
$$

which is impossible.
Definition 1.8. A cyclic finitely supported $C b$-set $X$ is said to be cyclic, if it is generated by only one element, that is $X=C b x$, for some $x \in X$.

Lemma 1.9. [3] Let $C b x$ be a cyclic finitely supported $C b-s e t$. Then,

$$
C b x=\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S_{x}^{\prime} x \cup \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x, \quad \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S_{x}^{\prime} x \cap \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x=\emptyset
$$

## 2. Retractions of cyclic finitely supported $C b$-sets

In this section, we study retracts and retractions of cyclic finitely supported Cb sets. We find the general definition of a retraction, and give some necessary and sufficient conditions for a sub $C b$-set of a cyclic finitely supported $C b$-set to be a retract.

First, we give the definition of a retraction.
Let $X$ be an object of a category $\mathfrak{C}$. A subobject $J$ of $X$ is called a retract of $X$ if there exists a morphism $g: X \rightarrow J$, called a retraction, such that $\left.g\right|_{J}=i d_{J}$.

Notice that, for a proper sub $C b$-set $C b x^{\prime}$ of $C b x, C b x^{\prime}$ is a retract of $C b x$ if and only if $C b \delta_{0} x$ is a retract of $C b x$, where $x^{\prime}=\pi \delta_{0} x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta_{0} \in S_{x}^{\prime}$.

Lemma 2.1. Suppose $\pi \delta_{0} x$ is a non-zero element in $C b x$, where $\pi \in \operatorname{Perm}_{\mathfrak{f}}(\mathbb{D})$ and $\delta_{0} \in S_{x}^{\prime}$. If there exists a retraction $\varphi$ from $C b x$ to $C b \delta_{0} x$ then
(i) $\varphi(x) \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta_{0} x$;
(ii) $\varphi(x)=\delta_{0} x$.

Proof. (i) We have $\varphi(x) \in C b \delta_{0} x$. So by Lemma 1.9, $\varphi(x) \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S_{\delta_{0} x}^{\prime} \delta_{0} x$ or $\varphi(x) \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta_{0} x$. We show $\varphi(x) \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta_{0} x$. On the contrary, let $\varphi(x) \in$ $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S_{\delta_{0} x}^{\prime} \delta_{0} x$. Then, $\varphi(x)=\pi^{\prime} \delta^{\prime} \delta_{0} x$ where $\delta^{\prime} \in S_{\delta_{0} x}^{\prime}$ and $\pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. Since $\varphi$ is a retraction and $\delta_{0} x \in C b \delta_{0} x$, we get

$$
\delta_{0} x=\varphi\left(\delta_{0} x\right)=\delta_{0} \varphi(x)=\delta_{0} \pi^{\prime} \delta^{\prime} \delta_{0} x .
$$

Now, by Remark 1.6(5,6),

$$
\left|\operatorname{supp} \delta_{0} x\right|=\left|\operatorname{supp} \delta_{0} \pi^{\prime} \delta^{\prime} \delta_{0} x\right|<\left|\operatorname{supp} \delta_{0} x\right|,
$$

which is impossible.
(ii) By (i), we get $\varphi(x) \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta_{0} x$. So there exists $\pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ such that $\varphi(x)=\pi^{\prime} \delta_{0} x$. Since $\varphi$ is a retraction and $\delta_{0} x \in C b \delta_{0} x$, we get

$$
\delta_{0} x=\varphi\left(\delta_{0} x\right)=\delta_{0} \varphi(x)=\delta_{0} \pi^{\prime} \delta_{0} x=\pi^{\prime} \delta_{0}^{\prime} \delta_{0} x
$$

where the last equality is true by Remark $1.3(2)$. Now, $\delta_{0}^{\prime} \in S_{\delta_{0} x}$, since otherwise, if $\delta_{0}^{\prime} \in S_{\delta_{0} x}^{\prime}$ then by Remark 1.6(5,6),

$$
\left|\operatorname{supp} \delta_{0} x\right|=\left|\operatorname{supp} \pi^{\prime} \delta_{0}^{\prime} \delta_{0} x\right|=\left|\operatorname{supp} \delta_{0}^{\prime} \delta_{0} x\right|<\left|\operatorname{supp} \delta_{0} x\right|,
$$

which is impossible. Thus, $\delta_{0}^{\prime} \in S_{\delta_{0} x}$ and so $\delta_{0} x=\pi^{\prime} \delta_{0}^{\prime} \delta_{0} x=\pi^{\prime} \delta_{0} x$. Therefore, $\varphi(x)=\delta_{0} x$.

Corollary 2.2. Suppose $\pi \delta_{0} x$ is a non-zero element of $C b x$, for some $\pi \in \operatorname{Perm}_{\mathfrak{f}}(\mathbb{D})$ and $\delta_{0} \in S_{x}^{\prime}$. Let $\varphi: C b x \rightarrow C b \delta_{0} x$ be a retraction. Then,
(i) If $\delta x \in C b \delta_{0} x$ then $\delta \delta_{0} x=\delta x$;
(ii) If $\pi \delta_{0} x=\pi^{\prime} \delta_{0}^{\prime} x$ then $\delta_{0} x=\delta_{0}^{\prime} x$.

Proof. (i) Since $\varphi$ is a retraction, by Lemma 2.1, we get

$$
\delta x=\varphi(\delta x)=\delta \varphi(x)=\delta \delta_{0} x .
$$

(ii) Let $\pi \delta_{0} x=\pi^{\prime} \delta_{0}^{\prime} x$. Then $\delta_{0}^{\prime} x \in C b \delta_{0} x$ and $\left|\operatorname{supp} \delta_{0}^{\prime} x\right|=\left|\operatorname{supp} \delta_{0} x\right|$. Since $\delta_{0}^{\prime} x \in C b \delta_{0} x$, by (i) $\delta_{0}^{\prime} x=\delta_{0}^{\prime} \delta_{0} x$. So supp $\delta_{0}^{\prime} x \subseteq \operatorname{supp} \delta_{0} x$. Now, since $\left|\operatorname{supp} \delta_{0}^{\prime} x\right|=$ $\left|\operatorname{supp} \delta_{0} x\right|$ and $\operatorname{supp} \delta_{0} x$ is finite, we get supp $\delta_{0}^{\prime} x=\operatorname{supp} \delta_{0} x$. Thus for all $d \in \mathbb{D}_{\delta_{0}^{\prime}}$, we have $d \notin \operatorname{supp} \delta_{0} x$ and so $\delta_{0}^{\prime} x=\delta_{0}^{\prime} \delta_{0} x=\delta_{0} x$.
Remark 2.3. Let $C b \delta_{0} x$ be a proper sub $C b$-set of $C b x$. Then,
(1) $B=\left\{\pi \delta x \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) S_{x}^{\prime} x \mid \mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x \neq \emptyset\right\}$ is a proper sub $C b$-set of $C b x$.
(2) If $a \in B$ then $a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}^{\prime}$. This is because, since $\delta x \in B$, we get $\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x \neq \emptyset$. So by Remark 1.6(2), $\delta \delta_{0} x \neq \delta_{0} x$. Therefore, $\delta \in S_{\delta_{0} x}^{\prime}$.
(3) If $a \in C b x \backslash B$ then $a=\pi x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ or $a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}$. Notice that, if $\delta x \notin B$ then $\mathbb{D}_{\delta} \cap \operatorname{supp} x=\emptyset$, and so by Remark 1.6(2), $\delta \delta_{0} x=\delta_{0} x$. Thus $\delta \in S_{\delta_{0} x}$.

Theorem 2.4. Let $C b \delta_{0} x$ be a proper sub $C b$-set of $C b x$. Then, $C b \delta_{0} x$ is a retract of $C b x$ if and only if the assignment $\varphi: C b x \rightarrow C b \delta_{0} x$ defined by

$$
\varphi(a)= \begin{cases}\pi \delta \delta_{0} x, & \text { if } a=\pi \delta x \in B \\ \pi \delta_{0} x, & \text { if } a=\pi x \text { or } \pi \delta x \notin B\end{cases}
$$

is a map retraction, where $B$ is considered as in Remark 2.3.
Proof. To prove the non-trivial part, let $C b \delta_{0} x$ be a retract of $C b x$ and $\psi: C b x \rightarrow$ $C b \delta_{0} x$ be a retraction. Then, by Lemma 2.1, $\psi(x)=\delta_{0} x$. Let $a=a^{\prime}$. Then, we show $\varphi(a)=\varphi\left(a^{\prime}\right)$.

CASE (1): Suppose $a=a^{\prime} \in B$. By Remark 2.3(2), $\pi \delta x=a=a^{\prime}=\pi^{\prime} \delta^{\prime} x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{\delta_{0} x}^{\prime}$. Now, $\psi(a)=\psi\left(a^{\prime}\right)$ and so

$$
\begin{aligned}
\varphi(a) & =\pi \delta \delta_{0} x=\pi \delta \psi(x)=\psi(\pi \delta x)=\psi(a)=\psi\left(a^{\prime}\right)=\psi\left(\pi^{\prime} \delta^{\prime} x\right) \\
& =\pi^{\prime} \delta^{\prime} \psi(x)=\pi^{\prime} \delta^{\prime} \delta_{0} x=\varphi\left(a^{\prime}\right)
\end{aligned}
$$

Case (2): Suppose $a=a^{\prime} \notin B$. By Remark 2.3(3), $a=\pi x$, for some $\pi \in$ $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ or $a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}$. Then, by Remark 1.7(4), we have the following subcases;

Subcase (2A): If $\pi x=a=a^{\prime}=\pi^{\prime} x$ then

$$
\begin{aligned}
\varphi(a) & =\pi \delta_{0} x=\pi \psi(x)=\psi(\pi x)=\psi(a)=\psi\left(a^{\prime}\right)=\psi\left(\pi^{\prime} x\right)=\pi^{\prime} \psi(x) \\
& =\pi^{\prime} \delta_{0} x=\varphi\left(a^{\prime}\right)
\end{aligned}
$$

Subcase (2B): If $\pi \delta x=a=a^{\prime}=\pi^{\prime} \delta^{\prime} x$ then $\delta \delta_{0} x=\delta_{0} x$ and so

$$
\begin{aligned}
\varphi(a) & =\pi \delta_{0} x=\pi \delta \delta_{0} x=\pi \delta \psi(x)=\psi(\pi \delta x)=\psi(a)=\psi\left(a^{\prime}\right)=\psi\left(\pi^{\prime} \delta^{\prime} x\right) \\
& =\pi^{\prime} \delta^{\prime} \psi(x)=\pi^{\prime} \delta^{\prime} \delta_{0} x=\pi^{\prime} \delta_{0} x=\varphi\left(a^{\prime}\right) .
\end{aligned}
$$

Now, we show $\varphi$ is equivariant and $\left.\varphi\right|_{C b \delta_{0} x}=\left.i d\right|_{C b \delta_{0} x}$. Suppose $a \in C b x$ and $\sigma_{1} \in C b$. We have the following cases:

Case (A): Let $a \in B$. Then, $\sigma_{1} a \in B$ and by Remark 2.3(2), $a=\pi \delta x$, where $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}^{\prime}$. Now,

$$
\sigma_{1} \varphi(a)=\sigma_{1} \pi \delta \delta_{0} x=\varphi\left(\sigma_{1} \pi \delta x\right)=\varphi\left(\sigma_{1} a\right)
$$

Case (b): Let $a \notin B$. Then, by Remark 2.3(3), $a=\pi x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ or $a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}$ and by Remark 1.7(4), we have the following subcases;

Subcase (b1): Let $a=\pi x$ and $\sigma_{1}=\pi_{1}$. Then,

$$
\sigma_{1} \varphi(a)=\pi_{1} \varphi(\pi x)=\pi_{1} \pi \delta_{0} x=\varphi\left(\pi_{1} \pi x\right)=\varphi\left(\pi_{1} a\right)=\varphi\left(\sigma_{1} a\right)
$$

Subcase (B2): Let $a=\pi \delta x$ and $\sigma_{1}=\pi_{1}$. Then,

$$
\sigma_{1} \varphi(a)=\pi_{1} \varphi(\pi \delta x)=\pi_{1} \pi \delta_{0} x=\varphi\left(\pi_{1} \pi \delta x\right)=\varphi\left(\pi_{1} a\right)=\varphi\left(\sigma_{1} a\right)
$$

Subcase (b3): If $a=\pi x$ and $\sigma_{1}=\pi_{1} \delta_{1}$ or $a=\pi \delta x$ and $\sigma_{1}=\pi_{1} \delta_{1}$ then

$$
\sigma_{1} \varphi(a)=\pi_{1} \delta_{1} \varphi(a)=\pi_{1} \delta_{1} \pi \delta_{0} x=\pi_{1} \pi \delta_{1}^{\prime} \delta_{0} x
$$

Now, if $\sigma_{1} a \in B$ then

$$
\sigma_{1} a=\pi_{1} \delta_{1} \pi x=\pi_{1} \pi \delta_{1}^{\prime} x \text { or } \sigma_{1} a=\pi_{1} \delta_{1} \pi \delta x=\pi_{1} \pi \delta_{1}^{\prime} \delta x,
$$

and so $\mathbb{D}_{\delta_{1}^{\prime}} \cap \operatorname{supp} \delta_{0} x \neq \emptyset$. Thus $\varphi\left(\sigma_{1} a\right)=\pi_{1} \pi \delta_{1}^{\prime} \delta_{0} x=\sigma_{1} \varphi(a)$.
Also, if $\sigma_{1} a \notin B$ then

$$
\pi_{1} \delta_{1} a=\pi_{1} \delta_{1} \pi x=\pi_{1} \pi \delta_{1}^{\prime} x \text { or } \pi_{1} \delta_{1} a=\pi_{1} \delta_{1} \pi \delta x=\pi_{1} \pi \delta_{1}^{\prime} \delta x
$$

and so $\mathbb{D}_{\delta_{1}^{\prime}} \cap \operatorname{supp} \delta_{0} x=\emptyset$. Thus $\delta_{1}^{\prime} \delta_{0} x=\delta_{0} x$, and so

$$
\varphi\left(\sigma_{1} a\right)=\pi_{1} \pi \delta_{0} x=\pi_{1} \pi \delta_{1}^{\prime} \delta_{0} x=\sigma_{1} \varphi(a) .
$$

It remains to show $\left.\varphi\right|_{C b \delta_{0} x}=i d_{C b \delta_{0} x}$. Let $a \in C b \delta_{0} x$. Then, $a=\pi^{\prime} \delta^{\prime} \delta_{0} x$, for some $\pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta^{\prime} \in S_{\delta_{0} x}^{\prime}$ or $a=\pi^{\prime} \delta_{0} x$, for some $\pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. Now, if $a=\pi^{\prime} \delta^{\prime} \delta_{0} x$ then $a \in B$ and so $\varphi(a)=\pi^{\prime} \delta^{\prime} \delta_{0} x=a$. Also, if $a=\pi^{\prime} \delta_{0} x$ then $a \notin B$, and so $\varphi(a)=\pi^{\prime} \delta_{0} x=a$.

Now, we recall the following definition and theorem from [3].
Definition 2.5. We call a finitely supported $C b$-set $X$, fix-simple if its only nontrivial sub $C b$-sets are of the form $\bigcup_{i \in I}\left\{\theta_{i}\right\}$, for a set $I$, and $\theta_{i} \in \operatorname{Fix} X$.

If $X$ is a fix-simple $C b$-set and Fix $X=\left\{\theta_{1}, \ldots, \theta_{k}\right\}$, then we simply call $X$, $\left\{\theta_{1}, \ldots, \theta_{k}\right\}$-simple. A $\{\theta\}$-simple $C b$-set is said to be $\theta$-simple or 0 -simple.

Theorem 2.6. If $X$ is a non-discrete fix-simple finitely supported $C b$-set, then $X$ is cyclic and of one of the forms

$$
\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x \cup\{\theta\} \quad \text { or } \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x \cup\left\{\theta_{1}, \theta_{2}\right\}
$$

where $\theta, \theta_{1}, \theta_{2} \in \operatorname{Fix} X$, and $\mid$ Fix $X \mid \leq 2$.
Recall that simple algebras are the one whose only congruences are $\Delta$ and $\nabla$. Now, using the above theorem, we have:

Lemma 2.7. Let Cbx be a cyclic finitely supported Cb-set. Then, each simple sub $C b$-set of $C b x$ is a retract of $C b x$.

Proof. Let $A$ be a simple sub $C b$-set and $\theta \in \operatorname{Fix} C b x$. Then, by Theorem 6.3 of [3], $A$ is $\theta$-simple and so by Theorem 2.6, $A=\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x^{\prime} \cup\{\theta\}$, where $x^{\prime} \in C b x$. Take $x^{\prime}=\pi \delta_{0} x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta_{0} \in S_{x}^{\prime}$. Now, applying Theorem 2.4, it is sufficient to show that the assignment $\varphi$ mentioned there, is a map. Notice
that, if $\pi \delta x \in B$ then $\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x \neq \emptyset$ and since $A$ is $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) x^{\prime} \cup\{\theta\}$, we get $\delta \delta_{0} x=\theta$. Thus, we have

$$
\varphi(a)= \begin{cases}\theta, & \text { if } a \in B \\ \pi \delta_{0} x, & \text { if } \quad a=\pi x \text { or } \pi \delta x \notin B\end{cases}
$$

To see that it is well-defined, assume $a=a^{\prime}$. If $a=a^{\prime} \in B$, then $\varphi(a)=\theta=\varphi\left(a^{\prime}\right)$. Let $a \notin B$. Then, by Remark 2.3(3), $a, a^{\prime} \in\left\{\pi x, \pi^{\prime} x, \pi \delta x, \pi^{\prime} \delta^{\prime} x\right\}$, for some $\pi, \pi^{\prime} \in$ $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{\delta_{0} x}$. So by Remark 1.7(4), we have the following cases:

CASE (1): $\pi x=a=a^{\prime}=\pi^{\prime} x$.
CASE (2): $\pi \delta x=\pi^{\prime} \delta^{\prime} x$.
In each case, we must show $\pi \delta_{0} x=\pi^{\prime} \delta_{0} x$. To show this, by Theorem 6.4 of [3], it is sufficient to show $\operatorname{supp} \pi \delta_{0} x=\operatorname{supp} \pi^{\prime} \delta_{0} x$. Notice that, $\operatorname{supp} \delta_{0} x \subseteq \operatorname{supp} \delta x$, for all $\delta \in S_{\delta_{0} x}$. This is because, if there exists some $d \in \operatorname{supp} \delta_{0} x \backslash \operatorname{supp} \delta x$ then $(0 / d) \delta x=\delta x$, and so $\delta x \in B$, which is impossible. We prove case (2). The other case is proved similarly. Suppose $\pi \delta x=\pi^{\prime} \delta^{\prime} x$. Let $d^{\prime} \in \operatorname{supp} \pi \delta x_{0}$. Then, $\pi^{-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$, and so

$$
\pi\left(0 / \pi^{-1} d^{\prime}\right) \delta x=\left(0 / d^{\prime}\right) \pi \delta x=\left(0 / d^{\prime}\right) \pi^{\prime} \delta^{\prime} x=\pi^{\prime}\left(0 / \pi^{\prime-1} d^{\prime}\right) \delta^{\prime} x
$$

Now, since $\pi^{-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$, we get $\left(0 / \pi^{-1} d^{\prime}\right) \delta x \in B$, and so $\left(0 / \pi^{\prime-1} d^{\prime}\right) \delta^{\prime} x \in B$. Therefore, $\pi^{\prime-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$. Similarly $\operatorname{supp} \pi^{\prime} \delta_{0} x \subseteq \operatorname{supp} \pi \delta_{0} x$, and so the result holds.

Remark 2.8. Let $C b x_{0}$ be a non-discrete fix-simple sub $C b$-set of $C b x$ with two zero elements $\theta_{1}, \theta_{2} \in \operatorname{Fix} C b x_{0}$. Then, by Theorem 2.6,

$$
C b x_{0}=\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta_{0} x \cup\left\{\theta_{1}, \theta_{2}\right\} .
$$

Take supp $\delta_{0} x=\{d\},(0 / d) \delta_{0} x=\theta_{1}$, and $(1 / d) \delta_{0} x=\theta_{2}$. Then,
(1) the sets

$$
B_{0}=\left\{\pi \delta x \mid \delta(d)=0, \delta \in S_{x}^{\prime}, \pi \in \operatorname{Perm}_{\mathfrak{f}}(\mathbb{D})\right\}
$$

and

$$
B_{1}=\left\{\pi \delta x \mid \delta(d)=1, \delta \in S_{x}^{\prime}, \pi \in \operatorname{Perm}_{\mathfrak{f}}(\mathbb{D})\right\}
$$

are non-empty sub $C b$-sets of $C b x$.
(2) $\delta x \in B_{0} \cup B_{1}$ if and only if $d \in \mathbb{D}_{\delta}$ if and only if $\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x \neq \emptyset$.
(3) If $\delta x \in \operatorname{Fix} C b x$ then $\delta x \in B_{0} \cup B_{1}$. This is because, $\operatorname{supp} \delta x=\emptyset$ and so $d \notin \operatorname{supp} \delta x$. Thus $(b / d) \delta x=\delta x$. Now, since $(b / d) \delta x \in B_{0} \cup B_{1}$, we get $\delta x \in B_{0} \cup B_{1}$.
(4) Let $a \notin B_{0} \cup B_{1}$. Then, $a=\pi \delta x$, for some $\delta \in S_{\delta_{0} x}$ and $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ or $a=\pi x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$.

Theorem 2.9. Let $C b x_{0}=\operatorname{Perm}_{\mathfrak{f}}(\mathbb{D}) \delta_{0} x \cup\left\{\theta_{1}, \theta_{2}\right\}$ be a non-discrete fix-simple sub $C b$-set of $C b x$ with two zero elements $\theta_{1}, \theta_{2} \in \operatorname{Fix} C b x_{0}$, and $\operatorname{supp} \delta_{0} x=\{d\}$, $(0 / d) \delta_{0} x=\theta_{1},(1 / d) \delta_{0} x=\theta_{2}$. Then,
$C b \delta_{0} x$ is a retract of $C b x$ if and only if for all $\delta \in C b, \delta x \in \operatorname{Fix} C b x$ implies $d \in \mathbb{D}_{\delta}$.
Proof. Let $\varphi: C b x \rightarrow C b \delta_{0} x$ be a retraction. Then, by Lemma 2.1, $\varphi(\sigma x)=\sigma \delta_{0} x$, for $\sigma \in C b$. Suppose $\delta x \in$ Fix $C b x$. We show $d \in \mathbb{D}_{\delta}$. On the contrary, if $d \notin \mathbb{D}_{\delta}$ then $\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x=\emptyset$, and so by Remark 1.6(2), $\delta \delta_{0} x=\delta_{0} x$. Also, notice that since $\delta x \in \operatorname{Fix} C b x$, we get $\operatorname{supp} \delta x=\emptyset$, and so $d \notin \operatorname{supp} \delta x$. Thus $\delta x=(0 / d) \delta x=(1 / d) \delta x \in B$. Now,

$$
\begin{aligned}
\theta_{1} & =(0 / d) \delta_{0} x=(0 / d) \delta \delta_{0} x=\varphi((0 / d) \delta x)=\varphi(\delta x)=\varphi((1 / d) \delta x) \\
& =(1 / d) \delta \delta_{0} x=(1 / d) \delta_{0} x=\theta_{2},
\end{aligned}
$$

which is impossible.
To prove the converse, we show that the assignment $\varphi$ mentiones in Theorem 2.4, is a map. Notice that, if $a \notin B_{0} \cup B_{1}$, then by Remark 2.8(4), $a=\pi x$ or $a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}$. Thus, we have

$$
\varphi(a)= \begin{cases}\theta_{1}, & \text { if } a \in B_{0} \\ \theta_{2}, & \text { if } a \in B_{1} \\ \pi \delta_{0} x, & \text { if } a \notin B_{0} \cup B_{1}\end{cases}
$$

To show that $\varphi$ is well-defined, let $a=a^{\prime}$. Then, $\operatorname{supp} a=\emptyset$ or $\operatorname{supp} a \neq \emptyset$. If $\operatorname{supp} a=\emptyset$ then by Remark 2.8, $a \in B_{0} \cup B_{1}$, and so $a=\pi^{\prime} \delta^{\prime} x$, for some $\pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta^{\prime} \in S_{\delta_{0} x}$. Now, by the assumption, $d \in \mathbb{D}_{\delta^{\prime}}$. Thus, if $\delta^{\prime}(d)=0$ then $a^{\prime}=a \in B_{0}$, and so $\varphi(a)=\varphi\left(a^{\prime}\right)=\theta_{1}$. Also, if $\delta^{\prime}(d)=1$ then $a^{\prime}=a \in B_{1}$, and so $\varphi(a)=\varphi\left(a^{\prime}\right)=\theta_{2}$.

In the case that $\operatorname{supp} a \neq \emptyset$ and $a=a^{\prime} \in B_{0} \cup B_{1}$, it is clear that the result holds.

Let $a \notin B_{0} \cup B_{1}$. Then, by Remark 2.8, $a, a^{\prime} \in\left\{\pi x, \pi^{\prime} x, \pi \delta x, \pi^{\prime} \delta^{\prime} x\right\}$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{\delta_{0} x}$. So by Remark 1.7(4), we have two following cases:

CASE (1): $\pi x=a=a^{\prime}=\pi^{\prime} x ;$
Case (2): $\pi \delta x=\pi^{\prime} \delta^{\prime} x$.
In each case, we must show $\pi \delta_{0} x=\pi^{\prime} \delta_{0} x$. To show this, it is sufficient to prove that $\operatorname{supp} \pi \delta_{0} x=\operatorname{supp} \pi^{\prime} \delta_{0} x$. Notice that, $\operatorname{supp} \delta_{0} x \subseteq \operatorname{supp} \delta x$, for all $\delta \in S_{\delta_{0} x}$. This is because, if $d \notin \operatorname{supp} \delta x$ then $(0 / d) \delta x=\delta x$ and so $\delta x \in B_{0} \cup B_{1}$, which is impossible. We prove case (2). The other case is proved similarly. Suppose $\pi \delta x=\pi^{\prime} \delta^{\prime} x$. Let $d^{\prime} \in \operatorname{supp} \pi \delta x_{0}$. Then, $\pi^{-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$, and so

$$
\pi\left(0 / \pi^{-1} d^{\prime}\right) \delta x=\pi^{\prime}\left(0 / \pi^{\prime-1} d^{\prime}\right) \delta^{\prime} x
$$

Now, since $\pi^{-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$, we have $\left(0 / \pi^{-1} d^{\prime}\right) \delta x \in B_{0} \cup B_{1}$, and so $\left(0 / \pi^{\prime-1} d^{\prime}\right) \delta^{\prime} x \in$ $B_{0} \cup B_{1}$. Therefore, $\pi^{\prime-1} d^{\prime} \in \operatorname{supp} \delta_{0} x$. Similarly supp $\pi^{\prime} \delta_{0} x \subseteq \operatorname{supp} \pi \delta_{0} x$, and the proof is complete.

Theorem 2.10. Let $C b \delta_{0} x$ be a non-zero and proper sub $C b$-set of $C b x$. Also, let the following conditions hold:
(i) if $d \in \operatorname{supp} \delta_{0} x$ then $(b / d) x \in C b \delta_{0} x$,
(ii) if $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D})\left(b_{1} / d_{1}\right) \delta_{0} x \cap \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})\left(b_{2} / d_{2}\right) \delta_{0} x \neq \emptyset$, then $d_{1}=d_{2}$.

Then, $C b \delta_{0} x$ is a retract of $C b x$ if and only if for all $\delta x \in C b \delta_{0} x$ we have $\delta x=$ $\delta \delta_{0} x$.

Proof. If $C b \delta_{0} x$ is a retract of $C b x$ then applying Corollary 2.2 , for all $\delta x \in C b \delta_{0} x$ we have $\delta x=\delta \delta_{0} x$. To prove the converse, let $\delta x=\delta \delta_{0} x$, for all $\delta x \in C b \delta_{0} x$. Then to get the result, using Theorem 2.4, we show that $\varphi$ is a map. First, we prove

$$
a \in B \Rightarrow a \in C b \delta_{0} x \quad(*) .
$$

Since $a \in B, a=\pi \delta x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta \in S_{\delta_{0} x}^{\prime}$. So $\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x \neq \emptyset$. Thus there exists some $d \in \mathbb{D}$ with $d \in \mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x$, and so by (i), $\delta x \in C b \delta_{0} x$.

Let $a=a^{\prime} \in B$. Then, $\pi \delta x=a=a^{\prime}=\pi^{\prime} \delta^{\prime} x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{\delta_{0} x}^{\prime}$. So by (*), $a, a^{\prime} \in C b \delta_{0} x$. Thus $a=\pi_{1} \delta_{1} \delta_{0} x$ and $a^{\prime}=\pi_{2} \delta_{2} \delta_{0} x$, for some $\pi_{1}, \pi_{2} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta_{1}, \delta_{2} \in S_{\delta_{0} x}^{\prime}$. Now,

$$
\begin{aligned}
\varphi(a) & =\varphi(\pi \delta x)=\varphi\left(\pi_{1} \delta_{1} \delta_{0} x\right)=\pi_{1} \delta_{1} \delta_{0} \delta_{0} x=\pi_{1} \delta_{1} \delta_{0} x=a=a^{\prime}=\pi_{2} \delta_{2} \delta_{0} x \\
& =\pi_{2} \delta_{2} \delta_{0} \delta_{0} x=\varphi\left(\pi_{2} \delta_{2} \delta_{0} x\right)=\varphi\left(a^{\prime}\right)
\end{aligned}
$$

Let $a=a^{\prime} \notin B$. Then, we have the following cases:
CASE (1): $\pi x=a=a^{\prime}=\pi^{\prime} x$.
Case (2): $\pi \delta x=a=a^{\prime}=\pi^{\prime} \delta^{\prime} x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{x}^{\prime}$.
In each case, we show $\pi \delta_{0} x=\pi^{\prime} \delta_{0} x$. We prove case (1). The other case is proved similarly. Let $d \in \operatorname{supp} \delta_{0} x$. Then $(b / \pi d) \pi x=(b / \pi d) \pi^{\prime} x$. So $\pi(b / d) x=$ $\pi^{\prime}\left(b / \pi^{\prime-1} \pi d\right) x$. Since $d \in \operatorname{supp} \delta_{0} x$, by (i), we get $(b / d) x \in C b \delta_{0} x$. So $\left(b / \pi^{\prime-1} \pi d\right) x \in$ $C b \delta_{0} x$, and we have

$$
\begin{aligned}
\pi(b / d) \delta_{0} x & =\pi(b / d) x \quad(\text { by the assumption }) \\
& =\pi^{\prime}\left(b / \pi^{\prime-1} \pi d\right) x \\
& =\pi^{\prime}\left(b / \pi^{\prime-1} \pi d\right) \delta_{0} x \quad \text { (by the assumption). }
\end{aligned}
$$

Now, if $\pi^{\prime-1} \pi d \notin \operatorname{supp} \delta_{0} x$ then $\pi(b / d) \delta_{0} x=\pi^{\prime} \delta_{0} x$, which is impossible, since in this case, by Lemma 3.4 of [3], $\left|\operatorname{supp}(b / d) \delta_{0} x\right|<\left|\operatorname{supp} \delta_{0} x\right|$. Therefore $\pi^{\prime-1} \pi d \in$ $\operatorname{supp} \delta_{0} x$, and so by (ii), $\pi^{\prime-1} \pi d=d$. Thus for all $d \in \operatorname{supp} \delta_{0} x$, we have $\pi^{\prime-1} \pi d=d$ which implies that $\pi^{\prime-1} \pi \delta_{0} x=\delta_{0} x$.

Theorem 2.11. Let $C b x$ be a cyclic finitely supported $C b$-set and $C b \delta_{0} x$ be a proper sub $C b$-set such that for all $z, z^{\prime} \in \mathrm{Cb} \delta_{0} x, \operatorname{supp} z=\operatorname{supp} z^{\prime}$ implies $z=z^{\prime}$. Also, suppose for all $\delta, \delta^{\prime} \in S_{x}^{\prime}$ with $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta x \cap \operatorname{Perm}_{\mathrm{f}}(\mathbb{D}) \delta^{\prime} x \neq \emptyset$ we have $\left|\mathbb{D}_{\delta} \cap \operatorname{supp} \delta_{0} x\right|=\left|\mathbb{D}_{\delta^{\prime}} \cap \operatorname{supp} \delta_{0} x\right|$. Then, there exists a retraction from $C b x$ to $C b \delta_{0} x$.

Proof. Applying Theorem 2.4, we show that $\varphi$ is a map. If $a=a^{\prime} \notin B$ then by Remark 2.8, we have the following cases:

Case (1) $\pi x=a=a^{\prime}=\pi^{\prime} x$.
Case (2) $\pi \delta x=a=a^{\prime}=\pi^{\prime} \delta^{\prime} x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{x}^{\prime}$.
In each case, we must show $\pi \delta_{0} x=\pi^{\prime} \delta_{0} x$. By the assumption, it is sufficient to show that $\operatorname{supp} \pi \delta_{0} x=\operatorname{supp} \pi^{\prime} \delta_{0} x$. We prove case (1). The other case is proved similarly. Let $d \in \operatorname{supp} \pi \delta_{0} x$. Then $(b / d) \pi x=(b / d) \pi^{\prime} x$. So $\pi\left(b / \pi^{-1} d\right) x=$ $\pi^{\prime}\left(b / \pi^{\prime-1} d\right) x$. Since $\pi^{-1} d \in \operatorname{supp} \delta_{0} x$, by the assumption, $\pi^{\prime-1} d \in \operatorname{supp} \delta_{0} x$, and so $d \in \operatorname{spp} \pi^{\prime} \delta_{0} x$. Similarly, $\operatorname{supp} \pi^{\prime} \delta_{0} x \subseteq \operatorname{supp} \pi \delta_{0} x$. Thus supp $\pi \delta_{0} x=\operatorname{supp} \pi^{\prime} \delta_{0} x$, and so by the assumption, $\pi \delta_{0} x=\pi^{\prime} \delta_{0} x$.

Now, suppose $a=a^{\prime} \in B$. Then, $a=\pi \delta x$ and $a^{\prime}=\pi^{\prime} \delta^{\prime} x$, for some $\pi, \pi^{\prime} \in$ $\operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$ and $\delta, \delta^{\prime} \in S_{\delta_{0} x}^{\prime}$. We show that $\operatorname{supp} \pi \delta \delta_{0} x=\operatorname{supp} \pi^{\prime} \delta^{\prime} \delta_{0} x$, and so by the assumption, $\pi \delta \delta_{0} x=\pi^{\prime} \delta^{\prime} \delta_{0} x$. First, notice that $\operatorname{supp} \delta \delta_{0} x \subseteq \operatorname{supp} \delta x$. To show this, suppose $d \in \operatorname{supp} \delta \delta_{0} x$. So $d \in \operatorname{supp} \delta_{0} x$. If $d \notin \operatorname{supp} \delta x$, then $(b / d) \delta x=\delta x$, which is impossible. Let $d \in \operatorname{supp} \pi \delta \delta_{0} x$. Then, $d \in \operatorname{supp} \pi \delta x$. Now, $\pi\left(0 / \pi^{-1} d\right) \delta x=(0 / d) \pi \delta x=(0 / d) \pi^{\prime} \delta^{\prime} x=\pi^{\prime}\left(0 / \pi^{\prime-1} d\right) \delta^{\prime} x$. Thus by the assumption, $\pi^{\prime-1} d \in \operatorname{supp} \delta_{0} x$. Now, if $d \notin \operatorname{supp} \pi^{\prime} \delta^{\prime} \delta_{0} x$ then $\pi^{\prime}\left(0 / \pi^{\prime-1} d\right) \delta^{\prime} \delta_{0} x=$ $(0 / d) \pi^{\prime} \delta^{\prime} \delta_{0} x=\pi^{\prime} \delta^{\prime} \delta_{0} x$, which is a contradiction.

Theorem 2.12. Let $Z$ be a finitely supported $C b-$ set, and $Y=C b x \cup Z$, where $C b x \cap Z=\emptyset$ or $C b x \cap Z=\{\theta\}$ for $\theta \in \operatorname{Fix} C b x \cap \operatorname{Fix} Z$. Then, there exists a retraction from $Y$ to $C b x$.

Proof. Let $i: C b x \hookrightarrow Y$ be the inclusion map and $\theta \in C b x$, which exists by Remark 1.6(7). Then, $g: Y \rightarrow C b x$ which is defined by

$$
g(z)=\left\{\begin{array}{lll}
z & \text { if } & z \in C b x \\
\theta & \text { if } & z \in Z
\end{array}\right.
$$

is a retraction.
Here, to have a better scenery, we summarize the results of this section. In Lemma 2.1, assuming the existence of a retraction from $C b x$ to a sub $C b$-set, we found some necessary conditions to have a retraction. We gave a characterization of retracts of cyclic finitely supported $C b$-sets in Theorem 2.4. In Lemma 2.7, we showed that all simple sub $C b$-sets of a cyclic finitely supported $C b$-sets are retracts. Further, in Theorem 2.9, a sufficient and necessary condition for a fixsimple finitely supported $C b$-set with two zero elements is stated to make it into a retract of a cyclic $C b$-set.

## 3. Retractable finitely supported $C b$-sets

In this section, we consider retractable cyclic finitely supported $C b$-set.
Definition 3.1. A finitely supported $C b$-set $X$ is called retractable if for every non-empty sub $C b$-set $Y$ of $X$, there exists a retraction from $X$ to $Y$.

Example 3.2. (1) Discrete $C b$-sets are retractable. The converse is not correct.
(2) Each fix-simple $C b$-set with a unique zero is retractable.

Remark 3.3. Every sub $C b$-set of a retractable $C b$-set is retractable.
Lemma 3.4. A retractable cyclic finitely supported Cb-set has a unique zero.
Proof. Take $X=C b x$, for some $x \in X$. If $\operatorname{supp} x=\emptyset$ then $X$ is a singleton, and so the result holds. Suppose supp $x \neq \emptyset$. By Remark 1.6(7), $X$ has a zero element. We show $X$ has a uniuqe zero element. On the contrary, suppose $\theta_{1} \neq \theta_{2} \in \operatorname{Fix} X$. Since $X$ is retractable, there exists an equivariant map $f: X \rightarrow\left\{\theta_{1}, \theta_{2}\right\}$ with $f i=$ $i d$, where $i:\left\{\theta_{1}, \theta_{2}\right\} \hookrightarrow X$ is an inclusion arrow. Now, $f(x) \in\left\{\theta_{1}, \theta_{2}\right\}$. If $f(x)=$ $\theta_{1}$ then $f(C b x) \subseteq\left\{\theta_{1}\right\}$. In particular, $\theta_{2}=f\left(\theta_{2}\right)=\theta_{1}$, which is impossible. Similarly, $f(x)=\theta_{2}$ is impossible. Thus $X$ has a unique zero element.

Lemma 3.5. Every non-trivial cyclic sub Cb-set of a non-discrete retractable Cb-set $X$ has a unique infinite $\theta$-simple sub $C b$-set.

Proof. Let $C b x$ be a non-trivial sub $C b$-set of $X$. Then, by Remark 3.3, $C b x$ is retractable, and so by Lemma 3.4, $C b x$ has a unique zero $\theta$. Also, by Lemma 7.6 of [3], $C b x$ has a $\theta$-simple sub $C b$-set, say $B$. Now, if $B, B^{\prime}$ are two $\theta$-simple sub $C b$-sets of $C b x$ then $B \cap B^{\prime}=\{\theta\}$ or $B=B^{\prime}$. Suppose $B \cap B^{\prime}=\{\theta\}$. Since $C b x$ is retractable, there exists a retraction $f: C b x \rightarrow B \cup B^{\prime}$, which is impossible, because $f(x) \in B$ or $f(x) \in B^{\prime}$, and so $f(C b x) \subseteq B$ or $f(C b x) \subseteq B^{\prime}$. Now, since $f$ is a retraction, we get $f\left(B \cup B^{\prime}\right)=B \cup B^{\prime}$, and so $B \cup B^{\prime} \subseteq B$. Thus $B^{\prime} \subseteq B$, which is impossible.

Theorem 3.6. Let $C b x=\operatorname{Perm}_{\mathfrak{f}}(\mathbb{D}) x \cup A$, where $A=\operatorname{Perm}_{\mathfrak{f}}(\mathbb{D}) \delta_{0} x \cup\{\theta\}$ is a simple sub Cb-set of $X$, Fix $C b x=\{\theta\}$ and $\delta_{0} \in S_{x}^{\prime}$. Then,
(i) the non-empty sub $C b$-sets of $C b x$ are $\{\theta\}$, $A$, and $C b x$;
(ii) $C b x$ is retractable;
(iii) $(b / d) x=\theta$, for all $d \in \operatorname{supp} \delta_{0} x$.

Proof. (i) Let $C$ be a non-empty non-trivial proper sub $C b$-set of $C b x$. Then $x \notin C$, and so $C \subseteq A$. Now, since $\delta_{0} x \in C, A \subseteq C$, and so $C=A$.
(ii) It is sufficient to show that $A$ is a retract of $C b x$. Applying Theorem 2.4, we show that $\varphi: C b x \rightarrow A$ is a map. First, we show $\varphi=\psi$, where

$$
\psi(a)= \begin{cases}a, & \text { if } a \in C b \delta_{0} x \\ \pi \delta_{0} x, & \text { if } a \notin C b \delta_{0} x\end{cases}
$$

Let $a \in A$. Then, $a=\theta=(0 / d) \delta_{0} x$, where $d \in \operatorname{supp} \delta_{0} x$ or $a=\pi \delta_{0} x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. If $a=\theta=(0 / d) \delta_{0} x$ then $\theta \in B$, and so $\varphi(\theta)=\theta=\psi(\theta)$. Also, if $a=\pi \delta_{0} x$ then $a \notin B$, and so

$$
\varphi\left(\pi \delta_{0} x\right)=\pi \delta_{0} x=\psi\left(\pi \delta_{0} x\right) .
$$

Let $a \notin A$. Then, $a=\pi x$, for some $\pi \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$, and so $a \notin B$. Thus $\varphi(a)=$ $\pi \delta_{0} x=\psi(a)$.

Now, we show that $\psi$ is well-defined. Let $a=a^{\prime} \notin A=C b \delta_{0} x$. Then $\pi x=$ $a=a^{\prime}=\pi^{\prime} x$, for some $\pi, \pi^{\prime} \in \operatorname{Perm}_{\mathrm{f}}(\mathbb{D})$. Take $\pi^{\prime-1} \pi=\pi_{1}$. We must show that $\pi_{1} \delta_{0} x=\delta_{0} x$. First, notice that, since $A$ is simple, it is sufficient to show that $\operatorname{supp} \pi_{1} \delta_{0} x=\operatorname{supp} \delta_{0} x$. To prove this, let $d \in \operatorname{supp} \pi_{1} \delta_{0} x$, then $d \in \operatorname{supp} \pi_{1} x$, and so $(0 / d) x=(0 / d) \pi_{1} x=\pi_{1}\left(0 / \pi_{1}^{-1} d\right) x$. Now, since $\pi_{1}^{-1} d \in \operatorname{supp} \delta_{0} x,\left(0 / \pi^{-1} d\right) x \in$ $B$, and so $(0 / d) x \in B$. Thus $d \in \operatorname{supp} \delta_{0} x$. Similarly, $\operatorname{supp} \delta_{0} x \subseteq \operatorname{supp} \pi_{1} \delta_{0} x$, and so $\operatorname{supp} \pi_{1} \delta_{0} x=\operatorname{supp} \delta_{0} x$.

Now, since $\psi$ is a map, we get that $\varphi$ is a retraction.
(iii) Let $d \in \operatorname{supp} \delta_{0} x$. Then, $C b(b / d) x$ is a proper sub $C b$-set of $C b x$, for $b \in 2$. Since otherwise, if $C b x=C b(b / d) x$ then $x=\sigma(b / d) x$, and so by Remark 2.4(4) of [3], $|\operatorname{supp} x|=|\operatorname{supp} \sigma(b / d) x| \leq|\operatorname{supp}(b / d) x|<|\operatorname{supp}(b / d) x|$, which is impossible. Therefore, $C b(b / d) x=A$ or $C b(b / d) x=\{\theta\}$, and so $(b / d) x \in A$. Since $C b x$ is retractable, there exists a retraction $\varphi: C b x \rightarrow A$. Applying Lemma $2.1(\mathrm{ii}), \varphi(x)=\delta_{0} x, \quad(b / d) x=\varphi((b / d) x)=(b / d) \delta_{0} x=\theta$.
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# The Cayley graph of commutative ring on triangular subsets 

Kazem Hamidizadeh and Gholamreza Aghababaei


#### Abstract

Let $R$ be a commutative ring with nonzero identity, and $T$ be a triangular subset of $R^{n}$. We investigate the structure of the Cayley graph $T C a y\left(R^{n}, T^{*}\right)$, where $T^{*}=T \backslash\{0\}$ is the triangular subset of $R^{n}$.


## 1. Introduction

The investigation of algebraic structures of graphs is a very large and growing area of research. In particular, Cayley graphs and their generalizations have been a main topic in algebraic graph theory (see [1], [2], [3], [4]). Several other classes of graphs associated with algebraic structures, such as power graph, total graph and zero divisor graph, have been investigated in [5] and [6].

Let $R$ be a commutative ring with nonzero identity, $L_{n}(R)$ be the set of all lower triangular $n \times n$ matrices, and $U$ be a subset of $R^{n}$, where $n$ is a positive integer. We say that $U$ is a triangular subset of $R^{n}$ if the following condition holds:

$$
\begin{aligned}
& \text { for all }\left(u_{1}, \ldots, u_{n}\right) \in U, A \in L_{n}(R) \text { and }\left(w_{1}, \ldots, w_{n}\right) \in R^{n} \text {, } \\
& \text { if } A\left[\left(u_{1}, \ldots, u_{n}\right)\right]^{T}=\left[w_{1}, \ldots, w_{n}\right]^{T} \text {, then }\left(w_{1}, \ldots, w_{n}\right) \in U .
\end{aligned}
$$

If $T$ be a triangular subset of $R^{n}$, then for every $\left(x_{1}, \ldots, x_{n}\right) \in T$, we have $R x_{1} \times \ldots \times R x_{n} \subseteq T$. Hence $T=\bigcup_{i \in \Omega} \sqcap_{j=1}^{n} I_{i j}$, where $I_{i 1} \subseteq \ldots \subseteq I_{i n}$, for every $i \in \Omega$.

Let $R$ be an arbitary commutative ring and $T$ be a triangular subset of $R^{n}$. In this paper, we study the Cayley graph $\operatorname{TCay}\left(R^{n}, T^{*}\right)$, which is an undirected graph with vertex set $R^{n}$, and two distinct vertices $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ are adjacent if and only if $\left(x_{1}-y_{1}, \ldots, x_{n}-y_{n}\right) \in T^{*}$. For simplicity our notations, we denote the graph $\operatorname{TCay}\left(R^{n}, T^{*}\right)$ by $\operatorname{TCay}\left(R^{n}\right)$. We study the structure of $T C a y\left(R^{n}\right)$, in the cases that $T$ is closed under addition and $T$ is not closed under addition. In sections 2 and 3 , we investigate the diameter and the girth of the TCay $\left(R^{n}\right)$, where the proofs of the results in these two sections are similar to that in [7]. In section 4, we investigate the planarity of graph TCay $\left(R^{n}\right)$.

Now, we recall some definitions and notations on graphs. We use the standard terminology of graphs in [9]. Let $G$ be a simple graph. We say that $G$ is connected if
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there is a path between any two distinct vertices of $G$, otherwise $G$ is disconnected. Also, we say that $G$ is totally disconnected if no two vertices of $G$ are adjacent. For vertices $x$ and $y$ of $G$, we use the notation $x \sim y$ to denote that $x$ and $y$ are adjacent. Also, the length of a shortest path from $x$ to $y$ is denoted by $d(x, y)$ if a path from $x$ to $y$ exists. Also we define $d(x, y)=0$, and $d(x, y)=\infty$ if there is no path between $x$ and $y$. The diameter of $G$ is $\operatorname{diam}(G)=\sup \{d(x, y): x, y \in V(G)\}$. The girth of G, denoted by $\operatorname{gr}(G)$, is length of a smallest cycle in $G$ (if $G$ contains no cycles, then $\operatorname{gr}(G)=\infty)$. A graph $G$ is said to be complete bipartite if the vertices of $G$ can be partitioned into two disjoint sets $V_{1}, V_{2}$ such that no two vertices in any $V_{1}$ or $V_{2}$ are adjacent, but for every $u \in V_{1}, v \in V_{2}$, the vertices $u$ and $v$ are adjacent. Then we use the symbol $K_{m, n}$ for the complete bipartite graph where the cardinal numbers of $V_{1}$ and $V_{2}$ are $m, n$, respectively. A graph with $n$ vertices in which each pair of distinct vertices is joined by an edge is called a complete graph, and it is denoted by $K_{n}$. A graph $G$ is said to be planar if it can be drawn in the plane so that its edges intersect only at their ends. A subdivision of a graph is any graph that can be obtained from the original graph by replacing edges by paths.

We investigate this graph in case that $n \geqslant 2$. First, assume that $T$ is closed under addition.

## 2. The case that $T$ is closed under addition

The proofs of the following theorems are similar to that in [7], and hence we omit the proofs.

Theorem 2.1. Let $R$ be a commutative ring and $T$ be a triangular subst of $R^{n}$. Then $\operatorname{TCay}(T)$ is disjoint from TCay $\left(R^{n} \backslash T\right)$.

Proof. This is clear according to the definitions.
Theorem 2.2. Let $R$ be a commutative ring, $T$ be a triangular subset of $R^{n}$, which is closed under addition, $|T|=\alpha$ and $\left|R^{n} / T\right|=\beta$. Then $T C a y(T)$ is a complete graph $K_{\alpha}$ and TCay $\left(R^{n} \backslash T\right)$ is the union of $\beta-1$ disjoint $K_{\alpha}$.

Theorem 2.3. Let $R$ be a commutative ring, $T$ be a triangular subset of $R^{n}$ that closed under addition, then the following statements hold.
(1) $\operatorname{TCay}\left(R^{n} \backslash T\right)$ is complete if and only if $R^{n} / T \cong \mathbb{Z}_{2}$.
(2) $T C a y\left(R^{n} \backslash T\right)$ is connected if and only if $R_{n} / T \cong \mathbb{Z}_{2}$.

The following corollary follows from Theorems 2.1 and 2.2.
Corollary 2.4. Let $R$ be a commutative ring, $T$ be a triangular subset of $R^{n}$ that closed under addition, then the following statements hold.
(1) $\operatorname{diam}\left(T C a y\left(R^{n} \backslash T\right)\right)=1$ if and only if $R^{n} / T \cong \mathbb{Z}_{2}$ and $|T| \geqslant 2$. Otherwise $\operatorname{diam}\left(T C a y\left(R^{n} \backslash T\right)\right)=\infty$.
(2) $\operatorname{gr}\left(T C a y\left(R^{n} \backslash T\right)\right)=3$ if and only if $|T| \geqslant 3$. Otherwise $\operatorname{gr}\left(T \operatorname{Cay}\left(R^{n} \backslash T\right)\right)$ $=\infty$.
(3) $\operatorname{gr}(T C a y(T))=3$ if and only if $|T| \geqslant 3$. Otherwise $\operatorname{gr}(T \operatorname{Cay}(T))=\infty$.
(4) $\operatorname{diam}(T C a y(R))=\infty$, and $\operatorname{gr}(T C a y(R))=3$ if and only if $|T| \geqslant 3$, otherwise $\operatorname{gr}(T C a y(R))=\infty$.

## 3. The case that $T$ is closed under addition

The following results and their proofs are analogous to some of the results in [7].
Theorem 3.1. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition. Then the following statements hold.
(1) $T C a y(T)$ is connected and diamTCay $(T)=2$.
(2) The graphs TCay $(T)$ and TCay $\left(R^{n} \backslash T\right)$ are not disjoint.
(3) If TCay $\left(R^{n} \backslash T\right)$ is connected, then so is TCay $\left(R^{n}\right)$.

Proof. (1). Let $\left(x_{1}, \ldots, x_{n}\right) \in T$. Then $\left(x_{1}, \ldots, x_{n}\right)$ is adjacent to $(0, \ldots, 0)$. Thus $\left(x_{1}, \ldots, x_{n}\right) \sim(0, \ldots, 0) \sim\left(y_{1}, \ldots, y_{n}\right)$ is a path in TCay $(T)$ of length two between any two distinct vertices $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in T^{*}$. Moreover there are nonzero distinct vertices $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in T$ that are not adjacent, because $U$ is not closed under addition. Therefore $\operatorname{diamTCay}(T)=2$.
(2). Since $U$ is not closed under addition, there are nonzero distinct vertices $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in T$ such that $\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right) \in R^{n} \backslash T$. We have $\left(x_{1}, \ldots, x_{n}\right) \in T$ is adjacent to $\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right) \in R^{n} \backslash T$ because

$$
\left(\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right)\right)-\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1}, \ldots, x_{n}\right) \in T
$$

(3). This follows from (1) and (2).

Theorem 3.2. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ that is not closed under addition. Then $T C a y(R)$ is connected if and only if $\langle T\rangle=R^{n}$.

Proof. Suppose that $T C a y\left(R^{n}\right)$ is connected. Hence there is a path

$$
(0, \ldots, 0) \sim\left(x_{1,1}, \ldots, x_{1, n}\right) \sim \cdots \sim\left(x_{k, 1}, \ldots, x_{k, n}\right) \sim(1, \ldots, 1)
$$

from $(0, \ldots, 0)$ to $(1, \ldots, 1)$ in $\operatorname{TCay}\left(R^{n}\right)$. Now clearly we have

$$
\left(x_{1,1}, \ldots, x_{1, n}\right),\left(x_{2,1}-x_{1,1}, \ldots, x_{2, n}-x_{1, n}\right), \ldots,\left(1-x_{k, 1}, \ldots, 1-x_{k, n}\right) \in T
$$

Hence $(1, \ldots, 1)$ belongs to the set

$$
\left\langle\left(x_{1,1}, \ldots, x_{1, n}\right),\left(x_{2,1}-x_{1,1}, \ldots, x_{2, n}+x_{1, n}\right), \ldots,\left(1-x_{k, 1}, \ldots, 1-x_{k, n}\right)\right\rangle \subseteq\langle T\rangle .
$$

Conversly, suppose that $\langle T\rangle=R^{n}$. We show that for each $\left(x_{1}, \ldots, x_{n}\right) \in T$, there exists a path in $T C a y\left(R^{n}\right)$ from $(0, \ldots, 0)$ to $\left(x_{1}, \ldots, x_{n}\right)$. By assumption, there are elements $\left(x_{1,1}, \ldots, x_{1, n}\right),\left(x_{2,1}, \ldots, x_{2, n}\right), \ldots,\left(x_{k, 1}, \ldots, x_{k, n}\right) \in T$ such that

$$
\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1,1}, \ldots, x_{1, n}\right)+\cdots+\left(x_{k, 1}, \ldots, x_{k, n}\right)
$$

Let $c_{0}=(0, \ldots, 0)$ and $\left.c_{l}=\left(x_{1,1}, \ldots, x_{1, n}\right)+\cdots+\left(x_{l, 1}, \ldots, x_{l, n}\right)\right)$ for every integer $l$ with $1 \leqslant l \leqslant k$. Thus $c_{l}-c_{l-1}=\left(x_{l, 1}, \ldots, x_{l, n}\right)$ for each integer $l$ with $1 \leqslant l \leqslant k$ and thus

$$
(0, \ldots, 0)=c_{0} \sim c_{1} \sim \cdots \sim c_{k}=\left(x_{1}, \ldots, x_{n}\right)
$$

is a path from $(0, \ldots, 0)$ to $\left(x_{1}, \ldots, x_{n}\right)$ in $\operatorname{TCay}\left(R^{n}\right)$ of length at most $k$. Now, let $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ be in $R^{n}$. Then, by the preceding argument, there are paths from $\left(x_{1}, \ldots, x_{n}\right)$ to $(0, \ldots, 0)$ and $(0, \ldots, 0)$ to $\left(y_{1}, \ldots, y_{n}\right)$ in $\operatorname{TCay}\left(R^{n}\right)$. Hence there is a path from $\left(x_{1}, \ldots, x_{n}\right)$ to $\left(y_{1}, \ldots, y_{n}\right)$ in TCay $\left(R^{n}\right)$. Therefore $T C a y\left(R^{n}\right)$ is connected.

Theorem 3.3. Let $R$ be a commutative ring, $T$ be a triangular subset of $R^{n}$ which is not closed under addition such that $\langle T\rangle=R^{n}$. Let $k \geqslant 2$ be the least integer that $R=\left\langle\left(x_{1,1}, \ldots, x_{1, n}\right), \ldots,\left(x_{k, 1}, \ldots, x_{k, n}\right)\right\rangle$, for some distinct elements $\left(x_{1,1}, \ldots, x_{1, n}\right), \ldots,\left(x_{k, 1}, \ldots, x_{k, n}\right) \in U$. Then $\operatorname{diam}\left(T C a y\left(R^{n}\right)\right)=k$.
Proof. First, we show that any path from $(0, \ldots, 0)$ to $(1, \ldots, 1)$ has length at least $l$. Suppose that

$$
(0, \ldots, 0) \sim\left(y_{1,1}, \ldots, y_{1, n}\right) \sim \cdots \sim\left(y_{l-1,1}, \ldots, y_{l-1, n}\right) \sim(1, \ldots, 1)
$$

is a path from $(0, \ldots, 0)$ to $(1, \ldots, 1)$ in $\operatorname{TCay}\left(R^{n}\right)$ of length $l$. Thus

$$
\left(y_{1,1}, \ldots, y_{1, n}\right),\left(y_{2,1}-y_{1,1}, \ldots, y_{2, n}-y_{1, n}\right),\left(1-y_{l-1,1}, \ldots, 1-y_{l-1, n}\right) \in T .
$$

Therefore $(1, \ldots, 1)$ belongs to

$$
\left\langle\left(y_{1,1}, \ldots, y_{1, n}\right),\left(y_{2,1}-y_{1,1}, \ldots, y_{2, n}-y_{1, n}\right),\left(1-y_{l-1,1}, \ldots, 1-y_{l-1, n}\right)\right\rangle \subseteq T
$$

Hence $l \geqslant k$. Now let $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$ be distinct elements in $R^{n}$. We show that there is a path from $\left(a_{1}, \ldots, a_{n}\right)$ to $\left(b_{1}, \ldots, b_{n}\right)$ in $T C a y\left(R^{n}\right)$ with length at most $k$. Let $(1, \ldots, 1)=\left(x_{1,1}, \ldots, x_{1, n}\right)+\cdots+\left(x_{k, 1}, \ldots, x_{k, n}\right)$, for some $\left(x_{1,1}, \ldots, x_{1, n}\right), \ldots,\left(x_{k, 1}, \ldots, x_{k, n}\right) \in T$. Define $z_{0}=\left(a_{1}, \ldots, a_{n}\right)$ and

$$
z_{l}=\left(b_{1}-a_{1}, \ldots, b_{n}-a_{n}\right)\left(\left(x_{1,1}, \ldots, x_{1, n}\right)+\cdots+\left(x_{l, 1}, \ldots, x_{l, n}\right)\right)\left(a_{1}, \ldots, a_{n}\right)
$$

for every integer $l$ with $1 \leqslant l \leqslant k$. Then

$$
z_{k+1}-z_{k}=\left(b_{1}-a_{1}, \ldots, b_{n}-a_{n}\right)\left(b_{l+1,1}, \ldots, b_{l+1, n}\right) \in T
$$

for every integer $l$ with $0 \leqslant l \leqslant n-1$. Thus

$$
\left(a_{1}, \ldots, a_{n}\right) \sim z_{1} \sim z_{2} \sim \cdots \sim z_{k-1} \sim\left(b_{1}, \ldots, b_{n}\right)
$$

is a path from $\left(a_{1}, \ldots, a_{n}\right)$ to $\left(b_{1}, \ldots, b_{n}\right)$ in $T C a y\left(R^{n}\right)$ with length at most $n$. Specially, a shortest path between $(0, \ldots, 0)$ and $(1, \ldots, 1)$ in TCay $\left(R^{n}\right)$ has length at most $k$, and thus $\operatorname{diam}(\operatorname{TCay}(R))=k$.

Corollary 3.4. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition and TCay $\left(R^{n}\right)$ is connected. Then the following statements hold.
(1) $\operatorname{diam}\left(T C a y\left(R^{n}\right)\right)=d((0, \ldots, 0),(1, \ldots, 1))$.
(2) If $\operatorname{diam}\left(T C a y\left(R^{n}\right)\right)=k$, then $\operatorname{diam}\left(T C a y\left(R^{n} \backslash T\right)\right) \geqslant m-2$.

Proof. (1). This follows from Theorem 2.6.
(2). $\operatorname{diam}\left(T C a y\left(R^{n}\right)\right)=d((0, \ldots, 0),(1, \ldots, 1))$, by (1). So, let

$$
(0, \ldots, 0) \sim\left(c_{1,1}, \ldots, c_{1, n}\right) \sim \cdots \sim\left(c_{k-1,1}, \ldots, c_{k-1, n}\right) \sim(1, \ldots, 1)
$$

be the shortest path from $(0, \ldots, 0)$ to $(1, \ldots, 1)$ in $\operatorname{TCay}\left(R^{n}\right)$.
Clearly $\left(c_{1,1}, \ldots, c_{1, n}\right) \in T^{*}$. If $\left(c_{i, 1}, \ldots, c_{i, n}\right) \in T^{*}$, for $2 \leqslant i \leqslant k-1$, then we can construct the path

$$
(0, \ldots, 0) \sim\left(c_{i, 1}, \ldots, c_{i, n}\right) \sim \cdots \sim\left(c_{k-1,1}, \ldots, c_{k-1, n}\right) \sim(1, . ., 1)
$$

from $(0, \ldots, 0)$ to $(1, \ldots, 1)$ in $T C a y\left(R^{n}\right)$ which has length less than $k$, which is a contradication. Thus $\left(c_{i, 1}, \ldots, c_{i, n}\right) \in R^{n} \backslash T$, for $2 \leqslant i \leqslant k-1$. Hence

$$
\left(c_{2,1}, \ldots, c_{2, n}\right) \sim \cdots \sim\left(c_{k-1,1}, \ldots k-1, n\right) \sim(1, \ldots, 1)
$$

is the shortest path from $\left(c_{2,1}, \ldots, c_{2, n}\right)$ to $(1, \ldots, 1)$ in $R^{n} \backslash T$ and it has length $k-2$. Thus $\operatorname{diam}\left(T C a y\left(R^{n} \backslash T\right)\right) \geqslant m-2$.

Now, for each $X \in T$, let $i_{X}$ be a positive integer that the first nonzero component of $X$ is in the $i_{X}$-th place. Also let

$$
m:=\min \left\{i_{X} \mid X \in U\right\} .
$$

Lemma 3.5. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition. If $m \geqslant 2$, then

$$
\operatorname{gr}\left(T C a y\left(R^{n} \backslash T\right)\right)=\operatorname{gr}(T C a y(T))=3
$$

Proof. If $n \geqslant 3$, since $m \geqslant 2$, then exist $(0, \ldots, 0, a, 0) \in T$ such that $a \neq 0$. Hence

$$
(0, \ldots, 0, a, 0),(0, \ldots, 0, a),(0, \ldots, 0)
$$

are adjacent in $T$. Also

$$
(1, \ldots, 1, a, 0),(1, \ldots, 1,0,0),(1, \ldots, 1,0, a)
$$

are adjacent in $R^{n} \backslash T$.

If $n=2$, since $m=2$ and $R^{n} \neq T$, then exist $(a, 0)$ in $T$ and $(x, y)$ in $R^{n} \backslash T$ such that $a, x \neq 0$. Hence $(a, 0),(a, a),(0,0) \in T$ that are adjacent. Also $(x, 0),(x, a),(x+a, 0) \in R^{n} \backslash T$ that are adjacent. Therefore $\operatorname{gr}\left(T C a y\left(R^{n} \backslash T\right)\right)=$ $\operatorname{gr}(T C a y(T))=3$.

Theorem 3.6. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition. If $m=1$, then $\operatorname{gr}\left(T C a y\left(R^{n} \backslash T\right)\right) \leqslant 4$ and $\operatorname{gr}(T C a y(T)) \in\{3,4, \infty\}$.

Proof. Since $T$ is traingular subset of $R^{n}$, then $T=\bigcup_{i \in \gamma} I_{i 1} \times \ldots \times I_{i n}$, where $I_{i 1} \subseteq \ldots \subseteq I_{i n}$ and $I_{i j}$ are ideals of $R$, for $1 \leqslant j \leqslant n$ and $i \in \gamma$. Also $T$ is not closed under addition and $m=1$, therefore $i \geqslant 2$ and $T=\bigcup_{i \in \gamma}\{0\} \times \ldots\{0\} \times I_{i n}$, which $I_{\text {in }} \neq\{0\}$.

Case 1: If $\left|I_{k n}\right| \geqslant 3$ for some $k \in \gamma$, then $\operatorname{gr}\left(T C a y\left(R^{n} \backslash T\right)\right)=\operatorname{gr}(T C a y(T))=3$.
Case 2: If $\left|I_{i n}\right| \leqslant 2$ for every $i \in \gamma$, then $i \geqslant 2$, since $T$ is not closed under addition. So, we have two subcases.

CASE 2A: If exist nonzero element $(0, \ldots, 0, a),(0, \ldots, 0, b),(0, \ldots, 0, c) \in T$ such that $a, b, c \neq 0$ and $a+b=c$, then

$$
(0, \ldots, 0),(0, \ldots, 0, a),(0, \ldots, 0, a+b),(0, \ldots, 0, b),(0, \ldots, 0)
$$

is a cycle of length 4 in $\operatorname{TCay}(T)$. Also

$$
(1, \ldots, 1),(1, \ldots, 1, a),(1, \ldots, 1, a+b),(1, \ldots, 1, b),(1, \ldots, 1)
$$

is a cycle of length 4 in $T C a y(R \backslash T)$. Thus $\operatorname{gr}(T C a y(T))=\operatorname{gr}(T C a y(R \backslash T))=3$.
CASE 2B: If for every nonzero element $(0, \ldots, 0, x),(0, \ldots, 0, y) \in T$, then $(0, \ldots, 0, x+y) \notin T$. Since $i \geqslant 2$, then exist $(0, \ldots, 0, a),(0, \ldots, 0, b) \in T$, such that $a, b \neq 0$ and $a \neq b$. Now

$$
(1, \ldots, 1,0) \sim(1, \ldots, 1, a) \sim(1, \ldots, 1, a+b) \sim(1, \ldots, 1, b) \sim(1, \ldots, 1,0)
$$

is a cycle of length 4 in $T C a y(R \backslash T)$, then $\operatorname{gr}(T C a y(R \backslash T)) \leqslant 4$. The graph $T C a y(T)$ is isomorphic to $K_{1, i}$. Hence $\operatorname{gr}(T C a y(T))=\infty$.

## 4. Planarity

The graph $G$ is said to be planar if it can be drawn in the plane so that its edges intersect only at their ends. A subdivision of a graph is any graph that can be obtained from the original graph by replacing edges by paths. A remarkable simple characterization of the planar graphs was given by Kuratowski in 1930. Kuratowski's Theorem says that a graph is planar if and only if it contains no subdivision of $K_{5}$ or $K_{3,3}$.

Theorem 4.1. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is closed under addition, then $T C a y\left(R^{n}\right)$ is planar if and only if $|T| \leqslant 4$.

Proof. Let $|T|=\alpha$ and $\left|R^{n} / T\right|=\beta$. Since $T$ is closed under addition, then $T$ is an ideal and by Theorem 2.2, TCay $(T)$ is a complete graph $K_{\alpha}$ and $T C a y\left(R^{n} \backslash T\right)$ is the union of $\beta-1$ disjoint $K_{\alpha}$. Therefore $\operatorname{TCay}\left(R^{n}\right)$ is planar if and only if $|T| \leqslant 4$.

Theorem 4.2. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition and $m \leqslant n-1$, then TCay $\left(R^{n}\right)$ is not planar.
Proof. Since $T$ is not an ideal and $m \leqslant n-1$, then exist $(0, \ldots, 0, a, 0),(0, \ldots, 0, b)$ in $T$ where $a \neq b$ and $a, b \neq 0$. Then the vertices

$$
\begin{gathered}
(0, \ldots, 0),(0, \ldots, 0, a, 0),(0, \ldots, 0, a),(0, \ldots, 0, a, a) \\
(0, \ldots, 0, a+b, 0),(0, \ldots, 0, b),(0, \ldots, 0, a+b),(0, \ldots, 0, a+b, a)
\end{gathered}
$$

forms a subdivision of $K_{5}$, hence TCay $\left(R^{n}\right)$ is not planar.
Now, the only remaining case for investigating the planarity of TCay $\left(R^{n}\right)$, is the case that $m=n$. If $T$ is not closed under addition, since $T$ is a triangular subset of $R^{n}$, then $T=\bigcup_{i \in \gamma} I_{i 1} \times \ldots \times I_{i n}$, where $I_{i 1} \subseteq \ldots \subseteq I_{i n}$ and $i \geqslant 2$.
Theorem 4.3. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition and $m=n$ and $i \geqslant 4$, then TCay $\left(R^{n}\right)$ is not planar.

Proof. Since $i \geqslant 4$, there exist ideals of $R^{n}$ such that $\{0\} \times \ldots \times\{0\} \times\left\{x_{1}\right\}$, $\{0\} \times \ldots \times\{0\} \times\left\{x_{2}\right\}, \quad\{0\} \times \ldots \times\{0\} \times\left\{x_{3}\right\}$ and $\{0\} \times \ldots \times\{0\} \times\left\{x_{4}\right\}$ where $x_{1}, x_{2}, x_{3}, x_{4} \neq 0$.

CASE 1: If $x_{r}+x_{p}=x_{q}$, for $1 \leqslant r, p, q \leqslant 4$, then we may assume that $x_{1}+x_{2}=x_{3}$. Hence

$$
\begin{gathered}
(0, \ldots, 0),\left(0, \ldots, 0, x_{1}\right),\left(0, \ldots, 0, x_{2}\right),\left(0, \ldots, 0, x_{3}\right),\left(0, \ldots, 0, x_{4}\right), \\
\left(0, \ldots, 0, x_{1}+x_{4}\right),\left(0, \ldots, 0, x_{2}+x_{4}\right),\left(0, \ldots, 0, x_{3}+x_{4}\right)
\end{gathered}
$$

forms a subdivision of $K_{5}$, and so TCay $\left(R^{n}\right)$ is not planar.
CASE 2: If $x_{r}+x_{p} \neq x_{q}$ for every $1 \leqslant r, p, q \leqslant 4$, then

$$
\begin{gathered}
(0, \ldots, 0),\left(0, \ldots, 0, x_{1}\right),\left(0, \ldots, 0, x_{2}\right),\left(0, \ldots, 0, x_{3}\right),\left(0, \ldots, 0, x_{2}+x_{3}\right) \\
\left(0, \ldots, 0, x_{1}+x_{3}\right),\left(0, \ldots, 0, x_{1}+x_{2}\right),\left(0, \ldots, 0, x_{1}+x_{4}\right),\left(0, \ldots, 0, x_{3}+x_{4}\right) \\
\left(0, \ldots, 0, x_{2}+x_{3}+x_{4}\right),\left(0, \ldots, 0, x_{1}+x_{2}+x_{4}\right),\left(0, \ldots, 0, x_{1}+x_{2}+x_{3}\right)
\end{gathered}
$$

forms a subdivision of $K_{3,3}$, and so TCay $\left(R^{n}\right)$ is not planar.
Theorem 4.4. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition and $m=n$ and $i=3$, then TCay $\left(R^{n}\right)$ is planar if and only if $|T|=4$.

Proof. Since $i=3$, then

$$
T=\left(\{0\} \times \ldots \times\{0\} \times I_{1}\right) \cup\left(\{0\} \times \ldots \times\{0\} \times I_{2}\right) \cup\left(\{0\} \times \ldots \times\{0\} \times I_{3}\right)
$$

where $\left|I_{1}\right|,\left|I_{2}\right|$ and $\left|I_{3}\right|$ are at least 2.
Case 1: If $|T|>4$, then there exists $\left|I_{i}\right| \geqslant 3$, for $1 \leqslant i \leqslant 3$. Hence, the elements $(0, \ldots, 0, a),(0, \ldots, 0,2 a),(0, \ldots, 0, b),(0, \ldots, 0, c)$ are belong $T$, where $a, 2 a, b, c \neq 0$. Therefore

$$
(0, \ldots, 0),(0, \ldots, 0, a),(0, \ldots, 0,2 a),(0, \ldots, 0, b),(0, \ldots, 0, b),(0, \ldots, 0, a+b)
$$

$$
(0, \ldots, 0,2 a+b),(0, \ldots, 0,2 a+c),(0, \ldots, 0, b+c),(0, \ldots, 0, a+b+c),(0, \ldots, 0,2 a+b+c)
$$

forms a subdivision of $K_{3,3}$, and so $T C a y\left(R^{n}\right)$ is not planar.
Case 2: If $|T|=4$, then $\left|I_{1}\right|=\left|I_{2}\right|=\left|I_{3}\right|=2$. Since

$$
T=(\{0\} \times \ldots \times\{0\} \times\{a\}) \cup(\{0\} \times \ldots \times\{0\} \times\{b\}) \cup(\{0\} \times \ldots \times\{0\} \times\{c\})
$$

Hence the graph $T \operatorname{Cay}\left(R^{n}\right)$ is the union of some copies of graph as Figure 1.


Figure 1.

The converse statement is clear.
The proof of following lemma is similar to the proof of Lemma 4.1 in [3] and hence we omit it.

Lemma 4.5. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition, $m=n$ and $i=2$. Then
(1) if $T$ contains ideals $P_{1}$ and $P_{2}$ with $\left|P_{1}\right| \geqslant 4,\left|P_{2}\right| \geqslant 2$ and $\left|P_{1} \cup P_{2}\right| \geqslant 5$, then TCay $\left(R^{n}\right)$ is not planar;
(2) If $T$ contains ideals $P_{1}$ and $P_{2}$ with $\left|P_{1}\right|,\left|P_{2}\right| \geqslant 3$ and $\left|P_{1} \cup P_{2}\right| \geqslant 5$, then TCay $\left(R^{n}\right)$ is not planar.

Theorem 4.6. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$ which is not closed under addition, $m=n$ and $i=2$, then TCay $\left(R^{n}\right)$ is planar if and only if $|T| \leqslant 4$.

Proof. Let $|T| \leqslant 4$.
Case 1: $|T|=4$, then $T$ contains ideals $P_{1}$ and $P_{2}$ with $\left|P_{1}\right|=3,\left|P_{2}\right|=$ 2. We may assume that $P_{1}=\{(0, \ldots, 0),(0, \ldots, 0, a),(0, \ldots, 0,2 a)\}$ and $P_{2}=$ $\{(0, \ldots, 0),(0, \ldots, 0, b)\}$, where $a, b \neq 0$ and $a \neq b$. then $\operatorname{TCay}\left(R^{n}\right)$ is the union of some copies of grpah as Figure 2. For everv $\left(x_{1}, \ldots, x_{n}\right) \in R^{n}$, we have


Figure 2.

$$
\begin{array}{ll}
x_{1}=\left(x_{1}, \ldots, x_{n}+a\right), & x_{2}=\left(x_{1}, \ldots, x_{n}+2 a\right), \\
x_{3}=\left(x_{1}, \ldots, x_{n}\right), & x_{4}=\left(x_{1}, \ldots, x_{n}+b\right) \\
x_{5}=\left(x_{1}, \ldots, x_{n}+a+b\right), & x_{6}=\left(x_{1}, \ldots, x_{n}+2 a+b\right) .
\end{array}
$$

Therefore TCay $\left(R^{n}\right)$ is planar.
Case 2: If $|T|=4$, then $T$ contains ideals $P_{1}$ and $P_{2}$ with $\left|P_{1}\right|=\left|P_{2}\right|=2$ and hence the graph $T C a y\left(R^{n}\right)$ is the union of some copies of $C_{4}$. Therefore $|T|=4$ is planar.

The converse statement is a consequence of Theorem 4.5.
Now we have the following corollary.
Corollary 4.7. Let $R$ be a commutative ring and $T$ be a triangular subset of $R^{n}$, then TCay $\left(R^{n}\right)$ is planar if and only if following statment is hod:
(1) $T$ is closed under addition and $|T| \leqslant 4$.
(2) $T$ not closed under addition, $i=3$ and $|T|=4$.
(3) $T$ not closed under addition, $i=2$ and $|T| \leqslant 4$.
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# There exist semigroups which have bi-bases with different cardinalities 

Dariush Heidari


#### Abstract

Kummoon and Changphas in Quasigroups and Related Systems 25(2017), 87 - 94 state the following question: "Is it true that for any two bi-bases of a semigroup have the same cardinality? "

In this paper, we provide a semigroup of order $n$ for every $n \geq 5$ which has two bi-bases with different cardinalities that is shown the answer of question is negative.


## 1. Introduction

Let $S$ be a semigroup, and $A, B$ non-empty subsets of $S$. The set product $A B$ of $A$ and $B$ is defined to be the set of all elements $a b$ with $a$ in $A$ and $b$ in $B$. That is

$$
A B=\{a b \mid a \in A, b \in B\} .
$$

Kummoon and Changphas in [1] introduced the concept which is called bi-base of semigroups and proved some properties.

Definition. Let $S$ be a semigroup. A subset $B$ of $S$ is called a bi-base of $S$ if it satisfies the following two conditions:
(i) $S=B \cup B B \cup B S B$;
(ii) if $A$ is a subset of $B$ such that $S=A \cup A A \cup A S A$, then $A=B$.

## 2. Main results

In [1] the authors asked the following question:
Is it true that for any two bi-bases of a semigroup have the same cardinality?
We would like to answer the question by providing a semigroup of order $n \geqslant 5$ which has two bi-bases with different cardinalities.
Answer. Let $S_{n}=\{1,2, \ldots, n\}$ for every $n \geqslant 5$ and consider the following binary operation on $S_{n}$ :

$$
x \cdot y= \begin{cases}1, & \text { if } x \notin\{n-2, n\} \text { and } y \notin\{n-1, n\}, \\ n-1, & \text { if } x \notin\{n-2, n\} \text { and } y \in\{n-1, n\}, \\ n-2, & \text { if } x \in\{n-2, n\} \text { and } y \notin\{n-1, n\}, \\ n, & \text { if } x \in\{n-2, n\} \text { and } y \in\{n-1, n\} .\end{cases}
$$

2010 Mathematics Subject Classification: 20M20
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To verify the associativity condition let $x, y, z \in S_{n}$. Then there are four cases:
Case 1. If $x \notin\{n-2, n\}$ and $z \notin\{n-1, n\}$ then $x \cdot(y \cdot z)=1=(x \cdot y) \cdot z$.
Case 2. If $x \notin\{n-2, n\}$ and $z \in\{n-1, n\}$ then $x \cdot(y \cdot z)=n-1=(x \cdot y) \cdot z$.
Case 3. If $x \in\{n-2, n\}$ and $z \notin\{n-1, n\}$ then $x \cdot(y \cdot z)=n-2=(x \cdot y) \cdot z$.
Case 4. If $x \in\{n-2, n\}$ and $z \in\{n-1, n\}$ then $x \cdot(y \cdot z)=n=(x \cdot y) \cdot z$.
In each case $x \cdot(y \cdot z)=(x \cdot y) \cdot z$ so $\left(S_{n}, \cdot\right)$ is a semigroup.
Now, let $A \subseteq\{2,3, \ldots, n-3, n-1\}$ then $A A=A S A=A$ so every bi-base of $\left(S_{n}, \cdot\right)$ contains $\{2,3, \ldots, n-3, n-1\}$. Also, if $A=\{2, n\}$ or $A=\{n-2, n-1\}$ then $A A=A S A=\{1, n-2, n-1, n\}$. Therefore, the subsets $B=\{2,3, \ldots, n-3, n\}$ and $B^{\prime}=\{2,3, \ldots, n-1\}$ are two bi-bases of $\left(S_{n}, \cdot\right)$ with cardinality $n-3$ and $n-2$, respectively.

Example. Consider $n=5$. Then the Cayley table of $\left(S_{5}, \cdot\right)$ is as follows

| $\cdot$ | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 | 4 | 4 |
| 2 | 1 | 1 | 1 | 4 | 4 |
| 3 | 3 | 3 | 3 | 5 | 5 |
| 4 | 1 | 1 | 1 | 4 | 4 |
| 5 | 3 | 3 | 3 | 5 | 5 |

Also, the subsets $B=\{2,5\}$ and $B^{\prime}=\{2,3,4\}$ are two bi-bases of $\left(S_{5}, \cdot\right)$.
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# A note on hyperideals in ordered hypersemigroups 

Niovi Kehayopulu


#### Abstract

For an ordered hypersemigroup $H$, we denote by $\mathcal{N}$ the semilattice congruence on $H$ defined by $x \mathcal{N} y$ if and only if the hyperfilters of $H$ generated by the elements $x$ and $y$ coincide. We first prove that this is a complete semilattice congruence on $H$. Moreover, if $H$ is an ordered hypersemigroup, $T$ a hyperfilter of $H$ and, for a class $(z)_{\mathcal{N}}$ of $H$ there is an element in the intersection $T \cap(z)_{\mathcal{N}}$, then the class $(z)_{\mathcal{N}}$ is a subset of $T$. From these two statements, the following two important results can be obtained: (1) If $H$ is an ordered hypersemigroup, then each hyperideal of some $(z)_{\mathcal{N}}$-class of $H$ does not contain proper hyperfilters. As a consequence, (2) every prime hyperideal of an ordered hypersemigroup is decomposable into its $\mathcal{N}$-classes.


## 1. Introduction

The concept of the hypergroup introduced by the French Mathematician F. Marty at the 8th Congress of Scandinavian Mathematicians in 1933 is as follows: A hypergroup is a nonempty set $H$ endowed with a multiplication $x y$ such that the following assertions are satisfied: (i) $x y \subseteq H$; (ii) $x(y z)=(x y) z$; (iii) $x H=$ $H x=H$ for every $x, y, z \in H$ (see [10]). The first researchers who investigate hypergroups using the definition given by Marty were Mittas and Corsini. The concept of the hypersemigroup follows at the usual way and in the recent years many groups in the world investigate these two subjects, related subjects as well, in research programs and hundreds of papers on hypergroups and hypersemigroups appeared using the definition introduced by Marty. As it is no possible to refer to all of them, we will mention only some, related to the present paper, in the references such as the $[1-5,7-10,12]$. If $H$ is a hypergroupoid, a relation $\sigma$ on $H$ is called congruence if $(a, b) \in \sigma$ and $c \in H$ implies $(c \circ a, c \circ b) \in \sigma$ and $(a \circ c, b \circ c) \in \sigma$; in the sense that for every $u \in c \circ a$ and every $v \in c \circ b$ we have $(u, v) \in \sigma$ and for every $u \in a \circ c$ and every $v \in b \circ c$ we have $(u, v) \in \sigma$. A congruence $\sigma$ on $H$ is called semilattice congruence if, for any $a, b \in H$, we have $(a, a \circ a) \in \sigma$ and $(a \circ b, b \circ a) \in \sigma$; in the sense that for every $a \in H$ and every $u \in a \circ a$ we have $(a, u) \in \sigma$ and for every $a, b \in H$, every $u \in a \circ b$ and every $v \in b \circ a$, we have $(u, v) \in \sigma$. An ordered hypergroupoid is an ordered set

[^2]$(H, \leq)$ at the same time a hypergroupoid such that $a \leq b$ implies $x \circ a \leq x \circ b$ and $a \circ x \leq b \circ x$ for all $x \in H$, in the sense that for every $x \in H$ and every $u \in x \circ a$ there exists $v \in x \circ b$ such that $u \leq v$ and for every $u \in a \circ x$ there exists $v \in b \circ x$ such that $u \leq v[5]$. A nonempty subset $I$ of an ordered hypergroupoid is called a hyperideal of $H$ if the following hold: (1) $H \circ I \subseteq I$ and $I \circ H \subseteq I$ and (2) if $a \in I$ and $b \in H$ such that $b \leq a$, then $b \in I$. A hyperideal $I$ of $H$ is called prime if (1) $a, b \in H$ such that $a \circ b \subseteq I$ implies $a \in I$ or $b \in I$ and (2) for every $a, b \in H$, either $a \circ b \subseteq I$ or $(a \circ b) \cap I=\emptyset$. A hyperideal (hyperfilter) $T$ of $H$ is called proper if $H$ is the only hyperideal (hyperfilter) of $H$. If $I$ is an ideal of an $\mathcal{N}$-class of a semigroup, then $I$ has no completely prime ideals. As a consequence every complete prime ideal of a semigroup is a union of $\mathcal{N}$ classes [11]. In ordered semigroups, we always use the terms prime, weakly prime instead of completely prime, prime given by Petrich and we will keep the same for hypersemigroups as well. For an ordered hypersemigroup $H$, we denote by $\mathcal{N}$ the semilattice congruence on $H$ defined by $x \mathcal{N} y$ if and only if $N(x)=N(y)$, where $N(a)$ is the hyperfilter of $H$ generated by the element $a$ of $H$. The present paper deals with the decomposition of prime hyperideals of an ordered hypersemigroup into its $\mathcal{N}$-classes. First of all, the class $\mathcal{N}$ is a complete semilattice congruence on $H$. If now $H$ is an ordered hypersemigroup, $T$ a hyperfilter of $H$ and $z$ an element of $H$ that belongs to $T \cap(z)_{\mathcal{N}}$, then the class $(z)_{\mathcal{N}}$ is a subset of $T$, that yields to the following two important results: Firstly, if $H$ is an ordered hypersemigroup, $z \in H$ and $I$ a hyperideal of $(z)_{\mathcal{N}}$, then $I$ does not contain proper hyperfilters, as so does not contain proper prime hyperideals as well. Secondly, if $H$ is an ordered hypersemigroup and $I$ a prime hyperideal of $H$, then $I$ is decomposable into its $\mathcal{N}$-classes. The corresponding results on hypersemigroup (or semigroups) (without order) can be also obtained as application of the results of the present paper as each hypersemigroup (semigroup) endowed with the equality relation " $=$ " is an ordered hypersemigroup (ordered semigroup).

## 2. Main results

Definition 2.1. Let $(H, \circ, \leq)$ be an ordered hypergroupoid. A nonempty subset $F$ of $H$ is called a hyperfilter of $H$ if the following assertions are satisfied:

1) if $x, y \in F$, then $x \circ y \subseteq F$,
2) if $x, y \in H$ such that $x \circ y \subseteq F$, then $x \in F$ and $y \in F$,
3) for any $x, y \in H$, we have $x \circ y \subseteq F$ or $(x \circ y) \cap F=\emptyset$,
4) if $x \in F$ and $y \in H$ such that $y \geq x$, then $y \in F$.

That is, it is a hypersubgroupoid of $H$ satisfying the relations 2-4.
Definition 2.2. Let $H$ be a hypergroupoid. A nonempty subset $T$ of $H$ is called a prime subset of $H$ if the following assertions are satisfied:

1) if $a, b \in H$ such that $a \circ b \subseteq T$, then $a \in T$ or $b \in T$ and
2) for every $a, b \in H$, we have $a \circ b \subseteq T$ or $(a \circ b) \cap T=\emptyset$.

Definition 2.3. Let $(H, \circ, \leq)$ be an ordered hypergroupoid. A semilattice congruence $\sigma$ on $H$ is called complete if $a \leq b$ implies $(a, a \circ b) \in \sigma$, in the sense that if $u \in a \circ b$, then $(a, u) \in \sigma$.
Proposition 2.4. Let $(H, \circ, \leq)$ be an ordered hypergroupoid. Then the semilattice congruence $\mathcal{N}$ is a complete semilattice congruence on $H$.

Proof. Let $a \leq b$. Then $(a, a \circ b) \in \mathcal{N}$. In fact: Let $u \in a \circ b$. Then $(a, u) \in \mathcal{N}$, that is $N(a)=N(u)$. Indeed: Since $N(a) \ni a \leq b$, we have $b \in N(a)$. Since $a, b \in N(a)$, we have $a \circ b \subseteq N(a)$. Since $u \in a \circ b$, we have $u \in N(a)$, then $N(u) \subseteq N(a)$. On the other hand, since $u \in a \circ b$ and $u \in N(u)$, we have $u \in(a \circ b) \cap N(u)$. Since $(a \circ b) \cap N(u) \neq \emptyset$, we have $a \circ b \subseteq N(u)$. Then $a \in N(u)$, and $N(a) \subseteq N(u)$. Hence we obtain $N(u)=N(a)$ and the proof is complete.

In a similar way as in the Lemma in [6] we can prove the following:
Proposition 2.5. Let $H$ be an ordered hypergroupoid and $F$ a nonempty subset of H. The following are equivalent:
(1) $F$ is a hyperfilter of $H$.
(2) $H \backslash F=\emptyset$ or $H \backslash F$ is a prime hyperideal of $H$.

Proposition 2.6. An ordered hypergroupoid $H$ does not contain proper hyperfilters if and only if $H$ does not contain proper prime hyperideals.

Proof. $(\Rightarrow)$. Let $I$ be a prime hyperideal of $H$ and $I \subset H$. Then $\emptyset \neq H \backslash I \subseteq H$ and $H \backslash(H \backslash I)(=I)$ is a prime hyperideal of $H(H \backslash I$ is the complement of $\bar{I}$ to $H)$. By Proposition 2.5, $H \backslash I$ is a hyperfilter of $H$. Then $H \backslash I=H$ and $I=\emptyset$ which is impossible.
$(\Leftarrow)$. Let $F$ be a hyperfilter of $H$ and $F \subset H$. Since $H \backslash F \neq \emptyset$, by Proposition 2.5, $H \backslash F$ is a prime hyperideal of $H$. Then $H \backslash F=H$ and $F=\emptyset$ which is impossible.

Remark 2.7. Let $H$ be an ordered hypergroupoid, $T$ a hyperfilter of $H, z \in H$ and $a \in T \cap(z)_{\mathcal{N}}$. Then we have $(z)_{\mathcal{N}} \subseteq T$.

Proof. Let $y \in(z)_{\mathcal{N}}$. Then $(y)_{\mathcal{N}}=(z)_{\mathcal{N}}=(a)_{\mathcal{N}}$, so $(y, a) \in \mathcal{N}$ and $N(y)=N(a)$. Since $T$ is a hyperfilter of $H$ containing the element $a$, we have $N(a) \subseteq T$. Thus we have $y \in N(y)=N(a) \subseteq T$ and so $y \in T$.

Theorem 2.8. Let $H$ be an ordered hypersemigroup and $z \in H$. If I is a hyperideal of $(z)_{\mathcal{N}}$, then I does not contain proper hyperfilters.

Proof. Let $F$ be a hyperfilter of $I$. Then $F=I$. In fact: Take an element $a \in F$ (such an element exists as $F$ is a nonempty set) and consider the set

$$
T:=\left\{x \in H \mid a^{2} \circ x \subseteq F\right\} .
$$

Then the following assertions are satisfied:
(1). $F=T \cap I$. Indeed: Let $y \in F$. Since $a^{2} \subseteq F$, we have $a^{2} \circ y \subseteq F$ and so $y \in T$. Besides, $F \subseteq I$, so $F \subseteq T \cap I$. Let now $y \in T \cap I$. Since $y \in T$, we have $a^{2} \circ y \subseteq F$. Then, since $a^{2} \subseteq F \subseteq I$, we have $y \in I$ and, since $F$ hyperfilter of $I$, we have $y \in F$.
(2). $T$ is a hyperfilter of $H$. In fact: This is a nonempty subset of $H$ because $a^{3} \subseteq F$ and $a \in T$. Let $x, y \in T$. Then $x \circ y \subseteq T$. In fact: The following properties are satisfied:
(A). $y \circ a^{2} \subseteq F$. Indeed: Since $a^{2} \circ y \subseteq F$ and $a^{2} \subseteq F$, we have

$$
\begin{equation*}
F \supseteq\left(a^{2} \circ y\right) \circ a^{2}=a^{2} \circ\left(y \circ a^{2}\right), \text { where } a^{2} \subseteq I \tag{*}
\end{equation*}
$$

Moreover, we have $y \circ a^{2} \subseteq I$. Indeed: Since $a^{2} \circ y \subseteq F \subseteq I \subseteq(z)_{\mathcal{N}}$, we have

$$
\begin{aligned}
(z)_{\mathcal{N}}=\left(a^{2} \circ y\right)_{\mathcal{N}} & :=\left(a^{2}\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=(a)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =(y)_{\mathcal{N}} \circ(a)_{\mathcal{N}}=(y \circ a)_{\mathcal{N}},
\end{aligned}
$$

so $y \circ a \subseteq(z)_{\mathcal{N}}$. Then, since $a \in F \subseteq I$ and $I$ is a hyperideal of $(z)_{\mathcal{N}}$, we have

$$
y \circ a^{2}=(y \circ a) \circ a \subseteq(z)_{\mathcal{N}} \circ I \subseteq I,
$$

thus $y \circ a^{2} \subseteq I$. Since $a^{2} \subseteq I$ and $y \circ a^{2} \subseteq I$, by $(*)$, we have $y \circ a^{2} \subseteq F$.
(B). $a^{2} \circ x \circ y \subseteq I$. In fact: Clearly, $a^{2} \circ x \circ y=a \circ(a \circ x \circ y)$. On the other hand, $a \circ x \circ y \subseteq(z)_{\mathcal{N}}$. Indeed: Since $a^{2} \circ x \subseteq F \subseteq I \subseteq(z)_{\mathcal{N}}$, we have

$$
(z)_{\mathcal{N}}=\left(a^{2} \circ x\right)_{\mathcal{N}}=\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}}=(a)_{\mathcal{N}} \circ(x)_{\mathcal{N}}=(a \circ x)_{\mathcal{N}} .
$$

We have seen in (A) that $(z)_{\mathcal{N}}=(y \circ a)_{\mathcal{N}}\left(=(a \circ y)_{\mathcal{N}}\right)$. Thus we have

$$
\begin{aligned}
(z)_{\mathcal{N}} & =\left(z^{2}\right)_{\mathcal{N}}:=(z)_{\mathcal{N}} \circ(z)_{\mathcal{N}}=(a \circ x)_{\mathcal{N}} \circ(a \circ y)_{\mathcal{N}} \\
& =(a)_{\mathcal{N}} \circ\left((x)_{\mathcal{N}} \circ(a)_{\mathcal{N}}\right) \circ(y)_{\mathcal{N}}=(a)_{\mathcal{N}} \circ\left((a)_{\mathcal{N}} \circ(x)_{\mathcal{N}}\right) \circ(y)_{\mathcal{N}} \\
& =\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=(a)_{\mathcal{N}} \circ(x \circ y)_{\mathcal{N}}=(a \circ x \circ y)_{\mathcal{N}}
\end{aligned}
$$

and so $a \circ x \circ y \subseteq(z)_{\mathcal{N}}$. Then, since $I$ is a hyperideal of $(z)_{\mathcal{N}}$, we have

$$
a \circ(a \circ x \circ y) \subseteq I \circ(z)_{\mathcal{N}} \subseteq I,
$$

and so $a^{2} \circ x \circ y \subseteq I$.
Since $x \in T$, we have $a^{2} \circ x \subseteq F$. Then, by $(\mathrm{A}),\left(a^{2} \circ x\right) \circ\left(y \circ a^{2}\right) \subseteq F$, and then we have

$$
F \supseteq\left(a^{2} \circ x\right) \circ\left(y \circ a^{2}\right)=\left(a^{2} \circ x \circ y\right) \circ a^{2},
$$

where $a^{2} \subseteq I$ and $a^{2} \circ x \circ y \subseteq I$ (by (B)). Since $F$ is a hyperfilter of $I$, we have $a^{2} \circ x \circ y \subseteq F$ and so $x \circ y \subseteq T$.

If $x, y \in H$ such that $x \circ y \subseteq H$, then $x \in T$ and $y \in T$. In fact, since $x \circ y \subseteq T$, we have $a^{2} \circ x \circ y \subseteq F$. We remark first that

$$
\begin{equation*}
F \supseteq\left(a^{2} \circ x \circ y\right) \circ a^{2}=\left(a^{2} \circ x\right) \circ\left(y \circ a^{2}\right) \tag{*}
\end{equation*}
$$

In addition, the following properties are satisfied:
(A). $a^{2} \circ x \subseteq I$. In fact: We have $a^{2} \circ x=a \circ(a \circ x)$, where $a \in I$. Moreover, $a \circ x \subseteq(z)_{\mathcal{N}}$. Indeed, since $a^{2} \circ x \circ y \subseteq F \subseteq(z)_{\mathcal{N}}$, we have $\left(a^{2} \circ x \circ y\right)=(z)_{\mathcal{N}}$. Since $a \in F \subseteq I \subseteq(z)_{\mathcal{N}}$, we have $(z)_{\mathcal{N}}=(a)_{\mathcal{N}}$. Thus we get $\left(a^{2} \circ x \circ y\right)_{\mathcal{N}}=(a)_{\mathcal{N}}$. On the other hand,

$$
\begin{aligned}
(a \circ x)_{\mathcal{N}} & =(a)_{\mathcal{N}} \circ(x)_{\mathcal{N}}=\left(a^{2} \circ x \circ y\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \\
& =\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \circ(x)_{\mathcal{N}}=\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =\left(a^{2}\right)_{\mathcal{N}} \circ\left(x^{2}\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =\left(a^{2} \circ x \circ y\right)_{\mathcal{N}}=(z)_{\mathcal{N}},
\end{aligned}
$$

thus $a \circ x \subseteq(z)_{\mathcal{N}}$. Since $I$ is a hyperideal of $(z)_{\mathcal{N}}$, we have $a \circ(a \circ x) \subseteq I \circ(z)_{\mathcal{N}}$ and so $a^{2} \circ x \subseteq I$.
(B). $y \circ a^{2} \subseteq I$. In fact: First of all, $y \circ a^{2}=(y \circ a) \circ a$ and $a \in I$. Besides, $y \circ a \subseteq(a)_{\mathcal{N}}$, Indeed, since

$$
\begin{aligned}
(y \circ a)_{\mathcal{N}} & =(y)_{\mathcal{N}} \circ(a)_{\mathcal{N}}=(y)_{\mathcal{N}} \circ\left(a^{2} \circ x \circ y\right)_{\mathcal{N}}=\left(a^{2} \circ x \circ y\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =\left(a^{2} \circ x\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=\left(a^{2} \circ x\right)_{\mathcal{N}} \circ\left(y^{2}\right)_{\mathcal{N}} \\
& =\left(a^{2} \circ x\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=\left(a^{2} \circ x \circ y\right)_{\mathcal{N}}=(z)_{\mathcal{N}},
\end{aligned}
$$

$y \circ a$ is a subset of $(z)_{\mathcal{N}}$. Since $a \in I$ and $I$ a hyperideal of $(z)_{\mathcal{N}}$, we get $(y \circ a) \circ a \subseteq$ $(z)_{\mathcal{N}} \circ I \subseteq I$ and so $y \circ a^{2} \subseteq I$.

Since $a^{2} \circ x \subseteq I, y \circ a^{2} \subseteq I$ and $F$ is a hyperfilter of $I$, by (*), we have $a^{2} \circ x \subseteq F$ and $y \circ a^{2} \subseteq F$. Finally, $y \circ a^{2} \subseteq F$ implies $a^{2} \circ y \subseteq F$. In fact: Since $a^{2}, y \circ a^{2} \subseteq F$, we have $a^{2} \circ\left(y \circ a^{2}\right) \subseteq F$, then $\left(a^{2} \circ y\right) \circ a^{2} \subseteq F$. On the other hand, $a^{2} \circ y \subseteq I$. Indeed: Since $a \circ y \subseteq(a \circ y)_{\mathcal{N}}=(z)_{\mathcal{N}}$ and $a \in I(F \subseteq I)$, we have

$$
a^{2} \circ y=a \circ(a \circ y) \subseteq I \circ(z)_{\mathcal{N}} \subseteq I,
$$

so $a^{2} \circ y \subseteq I$. Since $\left(a^{2} \circ y\right) \circ a^{2} \subseteq F, a^{2} \circ y \subseteq I, a^{2} \subseteq I$ and $F$ is a hyperfilter of $I$, we have $a^{2} \circ y \subseteq F$.

For any $x, y \in T$ it is clear that either $a \circ b \subseteq T$ or $(a \circ b) \cap T=\emptyset$. Finally, let $x \in T$ and $y \in H$ such that $y \geq x$. Then $y \in T$. In fact: We have $a^{2} \circ y \geq a^{2} \circ x$ and $a^{2} \circ x \subseteq F$. It is enough to prove that $a^{2} \circ y \subseteq I$. Then, since $F$ is a hyperfilter of $I$, we have $a^{2} \circ y \subseteq F$ and so $y \in T$. On the other site, $a^{2} \circ y=a \circ(a \circ y)$, where $a \in F \subseteq I \subseteq(z)_{\mathcal{N}}$. We prove that $a \circ y \subseteq(z)_{\mathcal{N}}$. Then, since $I$ is a hyperideal
of $(z)_{\mathcal{N}}$, we have $a \circ(a \circ y) \subseteq I \circ(z)_{\mathcal{N}}$ and so $a^{2} \circ y \subseteq I$. First of all, since $a^{2} \circ x \subseteq F \subseteq I \subseteq(z)_{\mathcal{N}}$, we have

$$
(z)_{\mathcal{N}}=\left(a^{2} x\right)_{\mathcal{N}}:=\left(a^{2}\right)_{\mathcal{N}}(x)_{\mathcal{N}}=(a)_{\mathcal{N}}(x)_{\mathcal{N}}=(a \circ x)_{\mathcal{N}}
$$

On the other hand, since $x \leq y$, we have $a \circ x \leq a \circ y$ then, by Proposition 2.4, we have $(a \circ x, a \circ x \circ a \circ y) \in \mathcal{N}$, hence we obtain

$$
\begin{aligned}
(a \circ x)_{\mathcal{N}} & =(a \circ x \circ a \circ y)_{\mathcal{N}}:=(a)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(a)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =\left(a^{2}\right)_{\mathcal{N}} \circ(x)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=\left(a^{2} \circ x\right)_{\mathcal{N}} \circ(y)_{\mathcal{N}}=(z)_{\mathcal{N}} \circ(y)_{\mathcal{N}} \\
& =(a)_{\mathcal{N}} \circ(y)_{\mathcal{N}}\left(\text { since } a \in(z)_{\mathcal{N}}\right) \\
& =(a \circ y)_{\mathcal{N}} .
\end{aligned}
$$

Hence $a \circ y \subseteq(a \circ y)_{\mathcal{N}}=(a \circ x)_{\mathcal{N}}=(z)_{\mathcal{N}}$. Since $T$ is a hyperfilter of $H, a \in T$ and $a \in(z)_{\mathcal{N}}$, by Remark 2.7, we have $(z)_{\mathcal{N}} \subseteq T$. Thus we have

$$
I \subseteq F=T \cap I \supseteq(z)_{\mathcal{N}} \cap I=I
$$

and then $F=I$.
By Proposition 2.5 and Theorem 2.8 we have the following
Corollary 2.9. If $H$ is an ordered hypersemigroup, $z \in H$ and $I$ a hyperideal of $(z)_{\mathcal{N}}$, then I does not contain proper prime hyperideals (of I).

Theorem 2.10. Let $H$ be an ordered hypersemigroup and I a prime hyperideal of H. Then we have $I=\bigcup_{x \in I}\left\{(x)_{\mathcal{N}} \mid x \in I\right\}$.

Proof. Let $t \in(x)_{\mathcal{N}}$ for some $x \in I$. Since $(x)_{\mathcal{N}}$ is a hyperideal of (the hypersemigroup) $(x)_{\mathcal{N}}$, by Corollary $2.9,(x)_{\mathcal{N}}$ does not contain proper prime hyperideals. We prove that $(x)_{\mathcal{N}} \cap I$ is a prime hyperideal of $(x)_{\mathcal{N}}$. Then we get $(x)_{\mathcal{N}} \cap I=(x)_{\mathcal{N}}$, and then $t \in I$. First of all, $(x)_{\mathcal{N}} \cap I$ is a nonempty subset of $(x)_{\mathcal{N}}$ and this is because $x \in(x)_{\mathcal{N}}$ and $x \in I$. Moreover we have

$$
\begin{aligned}
(x)_{\mathcal{N}} \circ\left((x)_{\mathcal{N}} \cap I\right) & \subseteq(x)_{\mathcal{N}}^{2} \cap(x)_{\mathcal{N}} \circ I=\left(x^{2}\right)_{\mathcal{N}} \cap(x)_{\mathcal{N}} \circ I \\
& =(x)_{\mathcal{N}} \cap(x)_{\mathcal{N}} \circ I \subseteq(x)_{\mathcal{N}} \cap H \circ I \\
& \subseteq(x)_{\mathcal{N}} \cap I
\end{aligned}
$$

and $\left((x)_{\mathcal{N}} \cap I\right) \circ(x)_{\mathcal{N}} \subseteq(x)_{\mathcal{N}}^{2} \cap I \circ(x)_{\mathcal{N}} \subseteq(x)_{\mathcal{N}} \cap I \circ H \subseteq(x)_{\mathcal{N}} \cap I$. In addition, if $a \in(x)_{\mathcal{N}} \cap I$ and $b \in(x)_{\mathcal{N}}$ such that $b \leq a$ then, since $b \leq a \in I$ and $I$ is a hyperideal of $H$, we have $b \in I$. Thus we have $b \in(x)_{\mathcal{N}} \cap I$.

Let now $y, z \in(x)_{\mathcal{N}}$ such that $y \circ z \subseteq(x)_{\mathcal{N}} \cap I$. Since $y \circ z \subseteq I$ and $I$ is a prime hyperideal of $H$, we have $y \in I$ or $z \in I$. Hence $y \in(x)_{\mathcal{N}} \cap I$ or $z \in(x)_{\mathcal{N}} \cap I$ and the proof is complete.
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# Symmetry groups and Graovac-Pisanski index of some linear polymers 

Fatemeh Koorepazan-Moftakhar, Ali Reza Ashrafi and Ottorino Ori

Abstract. Suppose $G$ is a graph with vertex set $V(G)$. The Graovac-Pisanski index of $G$ is defined as $G P(G)=\frac{1}{2}|V(G)|^{2} \delta(G)$, where

$$
\delta(G)=\frac{1}{|\Gamma||V(G)|} \sum_{u \in V(G)} \sum_{g \in \Gamma} d(u, g(u))
$$

This is a type of graph invariant that is combined distance and symmetry of molecules under consideration. The aim of this paper is to compute the symmetry groups and Graovac-Pisanski index of some linear polymers.

## 1. Introduction

Throughout this paper all graphs will be assumed to be simple and undirected. This means that they don't have loops, multiple and directed edges. Suppose $G$ is such a graph with vertex set $V(G)$ and edge set $E(G)$. An edge $e \in E(G)$ will be written as $e=x y$, where $x, y \in V(G)$. A graph $G$ is called $r$-regular if degrees of all vertices are equal to $r$.

The molecular graph of a molecule $M$ is a simple graph in which atoms and chemical bonds are in one-to-one correspondences with vertices and edges, respectively. A path $P_{n}$ is a sequence $x_{1}, x_{2}, \ldots, x_{n}$ of different vertices in which $x_{i}$ and $x_{i+1}, 1 \leqslant i \leqslant n-1$, are adjacent. The number of edges in a path is called its length. A cycle graph $C_{n}$ is a graph constructed from the path $P_{n}$ by adding a new edge $x_{1} x_{n}$. The complete graph $K_{n}$ is an $n$-vertex graph in which all pairs of different vertices are adjacent. A graph $G$ is connected if for each vertex $x, y$ in $G$, there exists a path connecting them.

A permutation on a set $X$ is a one-to-one function from $X$ onto $X$. The set of all permutations on a set $X$ is denoted by $S_{X}$. It is well-known that $S_{X}$ is a group under composition of functions. The order of an element $x$ in a group $G$ is denoted by $O(x)$. An element $\theta \in S_{V(G)}$ is said to be an automorphism if the following condition is satisfied:

$$
\forall x, y \in V(G) \quad x y \in E(G) \Longleftrightarrow \theta(x) \theta(y) \in E(G) .
$$

[^3]The set of all automorphisms of $G$ is denoted by $\operatorname{Aut}(G)$ which is a group under composition of functions. It is easy to see that $\operatorname{Aut}(G)$ is a subgroup of $S_{V(G)}$. The graph $G$ is called vertex-transitive if and only if for each $x, y \in V(G)$ there exists an automorphism $g \in \operatorname{Aut}(G)$ such that $g(x)=y$. It is easy to see that vertex-transitive graphs are regular. We refer the interested readers to the famous book of Biggs [3], for more information on this topic.

Suppose $G$ is a group containing two subgroups $H$ and $K$ in such a way that $H \unlhd G,|H \cap K|=1$ and $G=H K=\{x y \mid x \in H, y \in K\}$. Then we say that $G$ is a semi-direct product of $H$ by $K$ and write $G=H: K$. For an example, we consider the set of all permutations on $X=\{1,2,3\}$, i.e., $S_{X}=\{(),(1,2,3),(1,3,2),(1,2),(1,3),(2,3)\}$, where () is the identity permutation. Then by choosing $H=\{(),(1,2,3),(1,3,2)\}$ and $K=\{(),(1,2)\}$, we can see that $H \unlhd S_{X}, K \leqslant S_{X},|H \cap K|=1$ and $S_{X}=H K$. Hence, $S_{X}$ can be written as the semi-direct product $H: K$ of its subgroups.

Suppose $G$ is a graph and $x, y \in V(G)$. The length of a minimum path connecting $x$ and $y$ is denoted by $d(x, y)$. It is easy to see that $(V(G), d)$ is a metric space with distance function $d(-,-)$. If $G$ is connected then the Wiener index $W(G)$ is defined as the sum of distances between all pairs of vertices in $G$ [18].

Graovac and Pisanski [8] in an innovating work applied the symmetry group of the graph under consideration to generalize the Wiener index and obtain a good correlation with some physico-chemical properties of molecules. To explain, we assume that $G$ is a graph, $\Gamma \leqslant \operatorname{Aut}(G)$ and $g \in \Gamma$. Define the distance number of $g, \delta(g)$, to be the average of $d(u, g(u))$ overall vertices $u \in V(G)$ and $\delta(G)=$ $\frac{1}{|\Gamma|} \sum_{g \in G} \delta(g)=\frac{1}{|\Gamma||V(G)|} \sum_{u \in V(G)} \sum_{g \in \Gamma} d(u, g(u))$. The Graovac-Pisanski index ( $G P$ index for short) of $G$ with respect to $\Gamma, G P_{\Gamma}(G)$, is defined as $G P_{\Gamma}(G)=$ $\frac{|V(G)|^{2}}{2|\Gamma|} \sum_{g \in \Gamma} \delta(g)$. If $\Gamma=A u t(G)$ then we write $G P(G)$ as $G P_{\Gamma}(G)$. It is easy to see that the $G P$ index of $G$ can be computed by $G P(G)=\frac{1}{2}|V(G)|^{2} \delta(G)$. Ashrafi and Shabani [2] computed the $G P$ index of graphs that can be represented as some graph operations and in [12], some upper and lower bounds for this graph invariant are presented. In 2016, Ghorbani and Klavžar [7] computed this topological index by cut method and Tratnik [17] generalized their method and calculated the closed formulas for the $G P$ index of zig-zag tubulenes. In [13], the $G P$ index of the cycle $C_{n}$ with respect to all subgroups of $\operatorname{Aut}\left(C_{n}\right)$ and the GP index of $(3,6)$ - and $(5,6)$-fullerene graphs with respect to a subgroup of their symmetry groups are computed. Finally in [15], the Graovac-Pisanski polynomial of a graph was presented by which the authors extended some well-known results from Hosoya polynomial to its symmetry-based version. In the mentioned paper, this polynomial for some classes of chemical graphs containing linear phenylene and its hexagonal squeeze, and the ortho-, meta- and para-polyphenylene chains were calculated.

Phenylenes are polycyclic conjugated molecules possessing both six- and fourmembered rings [9]. Following Došlić and Litz [5], a polymer with phenylene as the basic building block is called a polyphenylene. In the mentioned paper, some
exact formulas for the numbers of matchings and independent sets in three types of uniform chains are given. The authors also presented some results on polyphenylene dendrimers. In this paper, the $G P$ index of the molecular graphs presented in $[6,9]$ are computed. Our calculations are done with the aid of TopoCluj [4], HyperChem [11] and GAP [16]. Our group theory notations are standard and can be taken mainly from $[1,10,14,16]$.

## 2. Main result

The aim of this section is to compute the symmetry groups, their orbits and $G P$ index of the para chain of length $n, 3$-uniform cactus chain, caterpilar $C A T\left(n_{1}, \ldots, n_{r}\right)$, corona product $P_{n} \circ P_{2}$, an ortho-chain of length $n$, ladder graph $L_{n}$ and the 2 -connected linear polymer with triangular faces $R_{n}$. These graphs will be defined later. We start by computing the $G P$ index of a para chain of length $n$, Figure 1.

Suppose $G$ is a group and $X$ is a set. An action of $G$ on $X$ is a function $\star: G \times X \longrightarrow X$ such that for all $g, h \in G$ and $x \in X, e \star x=x$ and $(g h) \star x=$ $g \star(h \star x)$. The orbit of an element $x \in X$ is defined as $G \star x=\{g \star x \mid g \in G\}$. We usually write $g x$ as $g \star x$ when there is no confusion. The size of an orbit is called its length.

Let $G$ be a connected graph, $A \cup B \subseteq V(G)$ and $V_{1}, V_{2}, \ldots, V_{r}$ be the orbits of Aut $(G)$ under its natural action on $V(G)$. Define $d(A, B)=\sum_{u \in A} \sum_{v \in B} d(u, v)$. Then it can easily seen that $W(G)=\frac{1}{2} d(V, V)$. Graovac and Pisanski [8], proved that $G P(G)=|V| \sum_{i=1}^{r} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|}$, where $W\left(V_{i}\right)=\frac{1}{2} d\left(V_{i}, V_{i}\right)$. We apply this result to compute the $G P$ index of all polymers presented in this paper.

Theorem 2.1. The Graovac-Pisanski index of a para chain $Q_{n}$ of length $n$ can be computed as follows:

$$
G P\left(Q_{n}\right)= \begin{cases}\frac{9}{4} n^{3}+\frac{15}{4} n^{2}+\frac{7}{4} n+\frac{1}{4} & n \text { is odd and } n \neq 1 \\ \frac{9}{4} n^{3}+\frac{15}{4} n^{2}+n & n \text { is even } .\end{cases}
$$



Figure 1: A para chain of length $n$.

Proof. The case of $n=1$ is clear. Suppose $n>1$ is even and consider the subset $X=\left\{x_{1}, x_{2}, \ldots, x_{n+1}\right\} \subseteq V\left(Q_{n}\right)$, see Figure 1. It is easy to see that for each automorphism $\alpha, \alpha\left(\left\{x_{1}, x_{n+1}\right\}\right)=\left\{x_{1}, x_{n+1}\right\}$. Hence $\left(\alpha\left(x_{1}\right)=x_{1}\right.$ and $\left.\alpha\left(x_{n+1}\right)=x_{n+1}\right)$ or $\left(\alpha\left(x_{1}\right)=x_{n+1}\right.$ and $\left.\alpha\left(x_{n+1}\right)=x_{1}\right)$. If $\alpha\left(x_{1}\right)=x_{1}$ and $\alpha\left(x_{n+1}\right)=x_{n+1}$ then by definition of graph automorphism, $\left.\alpha\right|_{X}=()$, where $\left.\alpha\right|_{X}$ denotes the restriction of $\alpha$ on the set $X$ and () is the identity permutation. If $\alpha\left(x_{1}\right)=x_{n+1}$ and $\alpha\left(x_{n+1}\right)=x_{1}$ then $\left.\alpha\right|_{X}=\left(x_{1} x_{n+1}\right)\left(x_{2} x_{n}\right) \ldots\left(x_{\frac{n}{2}} x_{\frac{n+4}{2}}\right)$. Define $H=\left\langle\left(a_{1} b_{2}\right), \ldots,\left(a_{n} b_{n}\right)\right\rangle$. There are two permutations $\beta_{1}$ and $\beta_{2}$ induced by the unique automorphism of order two in the path graph $P_{n+1}$ with vertex set $V\left(P_{n+1}\right)=\{1,2, \ldots, n+1\}$ and edge set $E\left(P_{n+1}\right)=\{12,23,34,45, \ldots,(n)(n+1)\}$. These permutations can be defined as follows:

$$
\begin{aligned}
& \beta_{1}=\left\{\begin{array}{ll}
\left(a_{1} a_{n}\right)\left(a_{2} a_{n-1}\right) \ldots\left(a_{\frac{n}{2}} a_{\frac{n+2}{2}}\right) & 2 \mid n . \\
\left(a_{1}\right. & a_{n}
\end{array}\right)\left(a_{2} a_{n-1}\right) \ldots\left(a_{\frac{n-1}{2}} a_{\frac{n+3}{2}}\right) \\
& 2 \nmid n,
\end{aligned}, \quad \begin{aligned}
& \beta_{2}=\left\{\begin{array}{ll}
\left(b_{1} b_{n}\right)\left(b_{2} b_{n-1}\right) \ldots\left(b_{\frac{n}{2}} b_{\frac{n+2}{}}\right) & 2 \mid n, \\
\left(b_{1}\right. & b_{n}
\end{array}\right)\left(b_{2} b_{n-1}\right) \ldots\left(b_{\frac{n-1}{2}} b_{\frac{n+3}{2}}\right) \\
& 2 \nmid n .
\end{aligned} .
$$

It is now easy to prove $\gamma=\alpha \beta_{1} \beta_{2}$ is an automorphism of order 2 in $Q_{n}$. Define $K=\langle\gamma\rangle$. Since all generators of $H$ has order two and they are disjoint permutations,

$$
H \cong \underbrace{Z_{2} \times \cdots \times Z_{2}}_{n \text { times }}
$$

It is clear $|H \cap K|=1$ and for each element $t \in X$ and each automorphism $\gamma \in H$, $\gamma(t)=t$. Thus, $H \unlhd \operatorname{Aut}\left(Q_{n}\right)$. If an automorphism $\gamma \in \operatorname{Aut}\left(Q_{n}\right)$ fixes elementwise each element of $X$ then $\gamma \in H$ and in other case $\gamma$ can be written as the product of an element of $H$ by $\alpha \beta_{1} \beta_{2}$. This proves that $G=H: K \cong\left(Z_{2} \times \cdots \times Z_{2}\right): Z_{2}$. Therefore, the automorphism group of $Q_{n}$ can be generated by automorphisms $\gamma$ and $\left(a_{i} b_{i}\right)$, for $1 \leqslant i \leqslant n$. A similar argument shows that, when $n$ is odd, the group $\operatorname{Aut}\left(Q_{n}\right)$ can be generated by $\alpha \beta_{1} \beta_{2}$ and $n$ permutations ( $a_{i} b_{i}$ ) for $1 \leqslant i \leqslant n$. Therefore,

$$
\operatorname{Aut}\left(Q_{n}\right) \cong\left\{\begin{array}{cc}
(\underbrace{Z_{2} \times \cdots \times Z_{2}}_{\mathrm{n} \text { times }}): Z_{2} & \mathrm{n} \text { is even } \\
Z_{2} \times(\underbrace{\left(Z_{2} \times \cdots \times Z_{2}\right.}_{\mathrm{n}-1 \text { times }}): Z_{2}) & \mathrm{n} \text { is odd and } n \neq 1
\end{array}\right.
$$

This proves that $\left|\operatorname{Aut}\left(Q_{n}\right)\right|=2^{n+1}, n \neq 1$, and $\operatorname{Aut}\left(Q_{1}\right) \cong D_{8}$. If $n$ is even, then the orbits of $\operatorname{Aut}\left(Q_{n}\right)$ on $V\left(Q_{n}\right)$ are $V_{1}=\left\{x_{1}, x_{n+1}\right\}, V_{2}=\left\{a_{1}, b_{1}, a_{n}, b_{n}\right\}$, $V_{3}=\left\{x_{2}, x_{n}\right\}, V_{4}=\left\{a_{2}, b_{2}, a_{n-1}, b_{n-1}\right\}, V_{5}=\left\{x_{3}, x_{n-1}\right\}, \ldots, V_{n-1}=\left\{x_{n / 2}\right.$, $\left.x_{n / 2+2}\right\}, V_{n}=\left\{a_{n / 2}, a_{n / 2+1}, b_{n / 2}, b_{n / 2+1}\right\}$ and $V_{n+1}=\left\{x_{n / 2+1}\right\}$. If $n$ is odd and $n \neq 1$, then the orbits of $\operatorname{Aut}\left(Q_{n}\right)$ on $V\left(Q_{n}\right)$ will be $U_{1}=\left\{x_{1}, x_{n+1}\right\}$,
$U_{2}=\left\{a_{1}, b_{1}, a_{n}, b_{n}\right\}, U_{3}=\left\{x_{2}, x_{n}\right\}, U_{4}=\left\{a_{2}, b_{2}, a_{n-1}, b_{n-1}\right\}, \ldots, U_{n-1}=$ $\left\{a_{(n-1) / 2}, b_{(n-1) / 2}, a_{(n+3) / 2}, b_{(n+3) / 2}\right\}, U_{n}=\left\{x_{(n+1) / 2}, x_{(n+3) / 2}\right\}$ and $U_{n+1}=$ $\left\{a_{(n+1) / 2}, b_{(n+1) / 2}\right\}$. To compute the Graovac-Pisanski index of this graph, we consider the following cases:

1. $n$ is even. In this case, $\operatorname{Aut}\left(Q_{n}\right)$ has exactly $n+1$ orbits under its natural action on $V\left(Q_{n}\right)$. Since $\left|V_{n+1}\right|=1, W\left(V_{n+1}\right)=0$. On the other hand, we have exactly $\frac{n}{2}$ orbits of size 2 and $\frac{n}{2}$ orbits of size 4 . Now a simple calculation shows that $W\left(V_{1}\right)=2 n, W\left(V_{2}\right)=8 n-4, \ldots, W\left(V_{n-3}\right)=8$, $W\left(V_{n-2}\right)=28, W\left(V_{n-1}\right)=4$ and $W\left(V_{n}\right)=4$. Therefore,

$$
\begin{aligned}
G P\left(Q_{n}\right) & =|V| \sum_{i=1}^{n+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(3 n+1)\left(\frac{4+8+\cdots+2 n}{2}+\frac{12+28+\cdots+8 n-4}{4}\right) \\
& =\frac{9}{4} n^{3}+\frac{15}{4} n^{2}+n .
\end{aligned}
$$

2. $n$ is odd and $n \neq 1$. In this case, again $\operatorname{Aut}\left(Q_{n}\right)$ has exactly $n+1$ orbits under its natural action on $V\left(Q_{n}\right)$. On the other hand, by above calculations $\frac{n+3}{2}$ orbits have length 2 and other orbits have length 4 . For orbits of length 2 , we have $W\left(U_{n+1}\right)=2, W\left(U_{n}\right)=2, W\left(U_{n-2}\right)=6, \ldots, W\left(U_{1}\right)=2 n$, and for orbits of length $4, W\left(U_{n-1}\right)=20, W\left(U_{n-3}\right)=36, \ldots, W\left(U_{2}\right)=8 n-4$. Therefore,

$$
\begin{aligned}
G P\left(Q_{n}\right) & =|V| \sum_{i=1}^{n+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(3 n+1)\left(\frac{2}{2}+\frac{2+6+\ldots+2 n}{2}+\frac{20+36+\ldots+8 n-4}{4}\right) \\
& =\frac{9}{4} n^{3}+\frac{15}{4} n^{2}+\frac{7}{4} n+\frac{1}{4}
\end{aligned}
$$

This completes the proof.


Figure 2: A 3-uniform cactus chain $T_{n}$.

Theorem 2.2. The Graovac-Pisanski index of a 3 -uniform cactus chain $T_{n}$, Figure 2, can be computed as follows:

$$
G P\left(T_{n}\right)= \begin{cases}\frac{1}{2} n^{3}+\frac{5}{4} n^{2}+n+\frac{1}{4} & n \text { is odd and } n \neq 1 \\ \frac{1}{2} n^{3}+\frac{5}{4} n^{2}+\frac{3}{2} n+\frac{1}{2} & n \text { is even } .\end{cases}
$$

Proof. If $n$ is odd and $n \neq 1$, then the automorphism group of $T_{n}$ can be generated by $\left(x_{1} a_{n}\right)\left(a_{1} x_{n+1}\right)\left(x_{2} x_{n}\right)\left(x_{3} x_{n-1}\right) \cdots\left(x_{\frac{n+1}{2}} x_{\frac{n+3}{2}}\right)\left(a_{2} a_{n-1}\right) \cdots\left(a_{\frac{n-1}{2}} a_{\frac{n+3}{2}}\right)$, $\left(x_{1} a_{1}\right)$ and $\left(a_{n} x_{n+1}\right)$. Moreover, if $n$ is even, then $\operatorname{Aut}\left(T_{n}\right)$ is generated by $\alpha=$ $\left(x_{1} a_{n}\right)\left(a_{1} x_{n+1}\right)\left(x_{2} x_{n}\right) \cdots\left(x_{\frac{n}{2}} x_{\frac{n}{2}+2}\right)\left(a_{2} a_{n-1}\right) \cdots\left(a_{\frac{n}{2}} a_{\frac{n}{2}+1}\right)$ and $\beta=\left(x_{1} a_{1}\right)$. Since $\alpha \beta \neq \beta \alpha$ and $\alpha \beta$ has order $4, \operatorname{Aut}\left(T_{n}\right) \cong D_{8}$. Note that two non-commuting elements $\delta$ and $\tau$ of order two generate a dihedral group of order $2 O(\delta \tau)$. Therefore,

$$
\operatorname{Aut}\left(T_{n}\right) \cong \begin{cases}S_{3} & n=1 \\ D_{8} & n \neq 1\end{cases}
$$

To compute the $G P$ index of $T_{n}$, we first calculate the orbits of $\operatorname{Aut}\left(T_{n}\right)$ under its natural action on $V\left(T_{n}\right)$. If $n$ is even, then $\operatorname{Aut}\left(T_{n}\right)$ has exactly $n$ orbits containing one orbit of length 1, one orbit of length 4 and $n-2$ orbits of length 2. These are $V_{1}=\left\{x_{\frac{n}{2}+1}\right\}, V_{2}=\left\{a_{1}, x_{1}, a_{n}, x_{n+1}\right\}, V_{i}=\left\{x_{i}, x_{n-i+2}\right\}$ and $V_{i}^{\prime}=$ $\left\{a_{i}, a_{n-i+1}\right\}, 2 \leqslant i \leqslant \frac{n}{2}$. Our calculations show that $W\left(V_{1}\right)=0, W\left(V_{2}\right)=4 n+2$ and $W\left(V_{i}\right)=W\left(V_{i}^{\prime}\right)=n-2 i+2,2 \leqslant i \leqslant \frac{n}{2}$. Therefore,

$$
\begin{aligned}
G P\left(T_{n}\right) & =|V| \sum_{i=1}^{n} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(2 n+1)\left(\frac{4 n+2}{4}+\frac{1}{2} \times 2 \times(2+4+\cdots+(n-2))\right) \\
& =\frac{1}{2} n^{3}+\frac{5}{4} n^{2}+\frac{3}{2} n+\frac{1}{2}
\end{aligned}
$$

We now assume that $n$ is odd. Then we have one orbit of length 1 , one orbit of length 4 and $n-2$ orbits of length 2 . These are $U_{1}=\left\{a_{\frac{n+1}{2}}\right\}, U_{2}=$ $\left\{a_{1}, x_{1}, a_{n}, x_{n+1}\right\}, U_{3}=\left\{x_{\frac{n+1}{2}}, x_{\frac{n+3}{2}}\right\}, U_{4}=\left\{x_{2}, x_{n}\right\}, U_{5}=\left\{a_{2}, a_{n-1}\right\}, U_{6}=$ $\left\{x_{3}, x_{n-1}\right\}, U_{7}=\left\{a_{3}, a_{n-2}\right\}, \ldots, U_{n-1}^{2}=\left\{a_{\frac{n-1}{2}}, a_{\frac{n+3}{2}}\right\}$ and $U_{n}=\left\{x_{\frac{n-1}{2}}, x_{\frac{n+5}{2}}\right\}$. By our calculations, $W\left(U_{1}\right)=0, W\left(U_{2}\right)=4 n+2, W\left(U_{3}\right)=1, W\left(U_{4}\right)=W\left(U_{5}\right)=$ $n-2, W\left(U_{6}\right)=W\left(U_{7}\right)=n-4, \ldots, W\left(U_{n-1}\right)=W\left(U_{n}\right)=3$. Therefore,

$$
\begin{aligned}
G P\left(T_{n}\right) & =|V| \sum_{i=1}^{n} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(2 n+1)\left(\frac{4 n+2}{4}+\frac{1}{2}+\frac{1}{2} \times 2 \times(3+5+\cdots+(n-2))\right) \\
& =\frac{1}{2} n^{3}+\frac{5}{4} n^{2}+n+\frac{1}{4}
\end{aligned}
$$

which completes our proof.

The caterpilar $C A T\left(n_{1}, \ldots, n_{r}\right)$ is a tree with vertex set

$$
\underbrace{\left\{v_{1}, \ldots, v_{r}\right\}}_{A} \cup \underbrace{\left\{v_{11}, \ldots, v_{1 n_{1}}\right\}}_{A_{1}} \cup \ldots \cup \underbrace{\left\{v_{r 1}, \ldots, v_{r n_{r}}\right\}}_{A_{r}}
$$

in which $A$ is the vertex set for a path $v_{1}, v_{2}, \ldots, v_{r}$ and $A_{i}, 1 \leqslant i \leqslant r$, is a set of pendant vertices that all of them are adjacent with $v_{i}$, see Figure 3.


Figure 3: The caterpilar $C A T\left(n_{1}, \ldots, n_{r}\right)$.

Theorem 2.3. The Graovac-Pisanski index of $C A T\left(n_{1}, \ldots, n_{r}\right)$ can be computed as follows:
(1) If for some $i$ and $j$ with $i+j=r+1$, we have $n_{i} \neq n_{j}$ then

$$
G P\left(C A T\left(n_{1}, \ldots, n_{r}\right)\right)=\left(\sum_{i=1}^{r} n_{i}\right)^{2}-r^{2}
$$

(2) If $n_{1}=n_{2}=\cdots=n_{r}=n$, then

$$
G P(C A T(n, \ldots, n))= \begin{cases}f(n, r) & r \text { is even } \\ g(n, r) & r \text { is odd }\end{cases}
$$

where $f(n, r)=\left(\frac{1}{8} r^{3}+r^{2}\right) n^{2}+\left(\frac{1}{2} r^{2}+\frac{1}{4} r^{3}\right) n-\frac{1}{2} r^{2}+\frac{1}{8} r^{3}$ and
$g(n, r)=\left(\frac{1}{8} r^{3}+r^{2}-\frac{1}{8} r\right) n^{2}+\left(-\frac{3}{4} r+\frac{1}{2} r^{2}+\frac{1}{4} r^{3}\right) n-\frac{5}{8} r-\frac{1}{2} r^{2}+\frac{1}{8} r^{3}$.
Proof. Set $\mathcal{L}=C A T\left(n_{1}, \ldots, n_{r}\right)$ and $P$ is the induced subgraph of $A$. It is easy to see that $S_{A_{i}} \leqslant \operatorname{Aut}(\mathcal{L}), 1 \leqslant i \leqslant r$. Since $A_{i} \cap A_{j}=\emptyset, 1 \leqslant i \neq j \leqslant r$, one can easily seen that $S_{A_{1}} S_{A_{2}} \ldots S_{A_{r}} \cong S_{A_{1}} \times S_{A_{2}} \times \cdots \times S_{A_{r}}$ and so $\operatorname{Aut}(\mathcal{L})$ has a subgroup $H$ isomorphic to $S_{A_{1}} \times S_{A_{2}} \times \cdots \times S_{A_{r}}$. Our main proof will consider two separate cases as follows:

1. Suppose for some $i$ and $j$ with $i+j=r+1$, we have $n_{i} \neq n_{j}$. From Figure 3 , one can easily seen that $H=\operatorname{Aut}(\mathcal{L})$ and $H$ has exactly $2 r$ orbits under its natural action on $V(\mathcal{L})$. These orbits are $\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{r}\right\}$ and $A_{1}$, $\ldots, A_{r}$. Since $W\left(A_{i}\right)=n_{i}{ }^{2}-n_{i},\left|A_{i}\right|=n_{i}$ and $|V|=r+\sum_{i=1}^{r} n_{i}$,

$$
\begin{aligned}
G P(\mathcal{L}) & =|V| \sum_{i=1}^{2 r} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =\left(r+\sum_{i=1}^{r} n_{i}\right)\left(\sum_{i=1}^{r} \frac{n_{i}^{2}-n_{i}}{n_{i}}\right) \\
& =\left(\sum_{i=1}^{r} n_{i}\right)^{2}-r^{2} .
\end{aligned}
$$

2. $n_{1}=n_{2}=\cdots=n_{r}=n$. Choose $f$ to be the automorphism of order 2 in $\operatorname{Aut}(P)$ and extend $f$ to an automorphism $\bar{f}$ of $\mathcal{L}$ by defining $f(x)=x$, for each $x \in \bigcup_{i=1}^{r} A_{i}$. If $r$ is even then $\operatorname{Aut}(\mathcal{L})=H \cup \bar{f} H$ and so $\operatorname{Aut}(\mathcal{L}) \cong\left(S_{A_{1}} \times\right.$ $\left.S_{A_{2}} \times \cdots \times S_{A_{r}}\right): Z_{2}$. Furthermore, $\operatorname{Aut}(\mathcal{L})$ can be generated by $\left(v_{i 1} v_{i 2}\right)$, $\left(v_{i 1} v_{i 3}\right), \ldots,\left(v_{i 1} v_{i n_{i}}\right)$ and $\prod\left(v_{i} v_{j}\right)\left(v_{i 1} v_{j 1}\right)\left(v_{i 2} v_{j 2}\right)\left(v_{i 3} v_{j 3}\right) \cdots\left(v_{i n_{i}} v_{j n_{i}}\right)$, where $1 \leqslant i \leqslant \frac{n}{2}, \frac{n}{2}+1 \leqslant j \leqslant n$ and $i+j=r+1$. Therefore, $\operatorname{Aut}(\mathcal{L})$ has exactly $r$ orbits such that $\frac{r}{2}$ of them have length 2 and others have length $2 n$. These are $V_{i}=\left\{v_{i}, v_{j}\right\}$ and $V_{i}^{\prime}=\left\{v_{i 1}, v_{i 2}, v_{i 3}, \ldots, v_{i n}, v_{j 1}, v_{j 2}, v_{j 3}, \ldots, v_{j n}\right\}$, where $1 \leqslant i \leqslant \frac{r}{2}, \frac{r}{2}+1 \leqslant j \leqslant r$ and $i+j=r+1$. Our calculations show that, $W\left(V_{i}\right) \in\{1,3,5,7, \ldots, r-1\}$ and $W\left(V_{i}^{\prime}\right) \in\left\{5 n^{2}-2 n, 5 n^{2}-2 n+\right.$ $\left.2 n^{2}, \ldots,(r+3) n^{2}-2 n\right\}$, where $1 \leqslant i \leqslant \frac{r}{2}$. Therefore,

$$
\begin{aligned}
G P(\mathcal{L}) & =|V| \sum_{i=1}^{r} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(n+1) r\left[\frac{1+3+\cdots+r-1}{2}+\frac{5 n^{2}-2 n+\cdots+(r+3) n^{2}-2 n}{2 n}\right] \\
& =\left(\frac{1}{8} r^{3}+r^{2}\right) n^{2}+\left(\frac{1}{2} r^{2}+\frac{1}{4} r^{3}\right) n-\frac{1}{2} r^{2}+\frac{1}{8} r^{3} .
\end{aligned}
$$

If $r$ is odd then $S_{A_{\frac{r+1}{2}}}$ will be a characteristic subgroup and

$$
\begin{aligned}
\operatorname{Aut}(\mathcal{L}) & \cong\left[\left(S_{A_{1}} \times S_{A_{2}} \times \cdots \times S_{A_{\frac{r-1}{2}}} \times S_{A_{\frac{r+3}{2}}} \times \cdots \times S_{A_{r}}\right): Z_{2}\right] \times S_{A_{\frac{r+1}{2}}} \\
& \cong[\underbrace{\left(S_{n} \times S_{n} \times \cdots \times S_{n} \times S_{n} \times \cdots \times S_{n}\right)}_{\mathrm{r}-1 \text { times }}: Z_{2}] \times S_{n} .
\end{aligned}
$$

Moreover, $\operatorname{Aut}(\mathcal{L})$ can be generated by $\left(v_{i 1} v_{i 2}\right), \ldots,\left(v_{i 1} v_{i n_{i}}\right)$ and $\prod\left(v_{i} v_{j}\right)$ $\left(v_{i 1} v_{j 1}\right) \cdots\left(v_{i n_{i}} v_{j n_{i}}\right)$, where $1 \leqslant i \leqslant \frac{n-1}{2}, \frac{n+3}{2} \leqslant j \leqslant n$ and $i+j=r+1$. On the other hand, $\operatorname{Aut}(\mathcal{L})$ has exactly $r+1$ orbits, one orbit of length 1,
one orbit of length $n, \frac{r-1}{2}$ orbits of length 2 , and $\frac{r-1}{2}$ orbits of length $2 n$. These are $U_{1}=\left\{v_{\frac{r+1}{2}}\right\}, U_{2}=\left\{v_{\frac{r+1}{2} 1}, v_{\frac{r+1}{2} 2}, \cdots, v_{\frac{r+1}{2} n}\right\}, U_{i}=\left\{v_{i}, v_{j}\right\}$ and $U_{i}^{\prime}=\left\{v_{i 1}, v_{i 2}, \ldots, v_{i n}, v_{j 1}, v_{j 2}, \ldots, v_{j n}\right\}$, where $1 \leqslant i \leqslant \frac{r-1}{2}, \frac{r+3}{2} \leqslant j \leqslant r$ and $i+j=r+1$. By our calculations, $W\left(U_{1}\right)=0, W\left(U_{2}\right) \stackrel{2}{=} n(n-1)$, $W\left(U_{i}\right) \in\{2,4, \ldots, r-1\}$ and $W\left(U_{i}^{\prime}\right) \in\left\{6 n^{2}-2 n, 8 n^{2}-2 n, \ldots,(r+3) n^{2}-2 n\right\}$. Therefore,

$$
\begin{aligned}
G P(\mathcal{L})= & |V| \sum_{i=1}^{r+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
=(n+1) r & {\left[\frac{n(n-1)}{n}+\frac{2+4+\cdots+r-1}{2}\right.} \\
& \left.+\frac{6 n^{2}-2 n+\cdots+(r+3) n^{2}-2 n}{2 n}\right] \\
= & \left(\frac{1}{8} r^{3}+r^{2}-\frac{1}{8} r\right) n^{2}+\left(-\frac{3}{4} r+\frac{1}{2} r^{2}+\frac{1}{4} r^{3}\right) n-\frac{5}{8} r-\frac{1}{2} r^{2}+\frac{1}{8} r^{3} .
\end{aligned}
$$

This completes our argument.
Note that our previous theorem covers the case when for some $i, j$ with $i+j=$ $r+1, n_{i}$ is not equal to $n_{j}$ and another case when all $n_{i}$ are the same. It is easy to see that $\operatorname{Aut}(\mathcal{L})=H$ or $H: Z_{2}$. For example, we do not cover the case that $\operatorname{CAT}(2,3,4,3,2)$. Our method shows that $\operatorname{Aut}(\operatorname{CAT}(2,3,4,3,2)) \cong$ $\left(Z_{2} \times S_{3} \times S_{4} \times S_{3} \times Z_{2}\right): Z_{2}$ and a simple GAP program shows that in this case $G P(\mathcal{L})=399$.

Suppose $G$ and $H$ are two graphs. The corona product $G \circ H$ is a graph constructed from $G$ and $|V(G)|$ copies of $H$ by connecting the $i^{t h}$ vertex of $G$ to each vertex of the $i^{t h}$ copy of $H, 1 \leqslant i \leqslant|V(G)|$.


Figure 4: The corona product $P_{n} \circ P_{2}$.

Theorem 2.4. The Graovac-Pisanski index of $P_{n} \circ P_{2}$, Figure 4, can be computed by the following formula:

$$
G P\left(P_{n} \circ P_{2}\right)= \begin{cases}\frac{9}{8} n^{3}+\frac{15}{4} n^{2} & n \text { is even } \\ \frac{9}{8} n^{3}+\frac{15}{4} n^{2}-\frac{27}{8} n & n \text { is odd } \\ 3 & n=1\end{cases}
$$

Proof. Depending on whether $n$ is an even or odd number, our proof will consider two cases.

1. $n$ is even. In this case, the generators of $\operatorname{Aut}\left(P_{n} \circ P_{2}\right)$ are $\left(v_{k 1} v_{k 2}\right), 1 \leqslant k \leqslant n$, and $\prod\left(v_{i} v_{j}\right)\left(v_{i 1} v_{j 1}\right)\left(v_{i 2} v_{j 2}\right), 1 \leqslant i \leqslant \frac{n}{2}, \frac{n}{2}+1 \leqslant j \leqslant n$ and $i+j=n+1$. Our calculations show that the orbits of this action are $V_{i}=\left\{v_{i}, v_{j}\right\}$ and $V_{i}^{\prime}=\left\{v_{i 1}, v_{i 2}, v_{j 1}, v_{j 2}\right\}$. Furthermore, $W\left(V_{1}\right)=n-1, W\left(V_{2}\right)=n-3, \ldots$, $W\left(V_{\frac{n}{2}}\right)=1, W\left(V_{1}^{\prime}\right)=4 n+6, W\left(V_{2}^{\prime}\right)=4 n-2, \ldots, W\left(V_{\frac{n}{2}}^{\prime}\right)=14$. Therefore,

$$
\begin{aligned}
G P\left(P_{n} \circ P_{2}\right) & =|V| \sum_{i=1}^{n} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =3 n\left[\frac{1+3+\cdots+n-1}{2}+\frac{14+22+30+\cdots+4 n+6}{4}\right] \\
& =\frac{9}{8} n^{3}+\frac{15}{4} n^{2} .
\end{aligned}
$$

2. $n$ is odd. The generators of $\operatorname{Aut}\left(P_{n} \circ P_{2}\right)$ are $\left(v_{k 1} v_{k 2}\right), 1 \leqslant k \leqslant n$ and $\prod\left(v_{i} v_{j}\right)\left(v_{i 1} v_{j 1}\right)\left(v_{i 2} v_{j 2}\right), 1 \leqslant i \leqslant \frac{n-1}{2}, \frac{n+3}{2} \leqslant j \leqslant n$ and $i+j=n+1$. This group has exactly $n+1$ orbits under its natural action. These orbits are $U=\left\{v_{\frac{n+1}{2}}\right\}, U^{\prime}=\left\{v_{\frac{n+1}{2} 1}, v_{\frac{n+1}{2} 2}\right\}, \frac{n+1}{2}$ orbits $U_{i}=\left\{v_{i}, v_{j}\right\}$ of size 2 and $\frac{n-1}{2}$ orbits $U_{i}^{\prime}=\left\{v_{i 1}, v_{i 2}, v_{j 1}^{2}, v_{j 2}\right\}^{2}$ of size 4. Moreover, $W(U)=0, W\left(U^{\prime}\right)=1$, $W\left(U_{1}\right)=n-1, W\left(U_{2}\right)=n-3, \ldots, W\left(U_{\frac{n-1}{2}}\right)=2, W\left(U_{1}^{\prime}\right)=4 n+6$, $W\left(U_{2}^{\prime}\right)=4 n-2, \ldots, W\left(U_{\frac{n-1}{2}}^{\prime}\right)=18$. Therefore,

$$
\begin{aligned}
G P\left(P_{n} \circ P_{2}\right) & =|V| \sum_{i=1}^{n+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =3 n\left[0+\frac{1}{2}+\frac{2+4+\cdots+n-1}{2}+\frac{18+26+\cdots+4 n+6}{4}\right] \\
& =\frac{9}{8} n^{3}+\frac{15}{4} n^{2}-\frac{27}{8} n .
\end{aligned}
$$

This completes the proof.
Theorem 2.5. The Graovac-Pisanski index of an ortho-chain $O_{n}$, Figures 5-7, of length $n$ is computed as follows:

$$
G P\left(O_{n}\right)=\left\{\begin{array}{lc}
\frac{9}{8} n^{3}+\frac{33}{8} n^{2}+\frac{17}{4} n+1 & n \text { is even } \\
\frac{9}{8} n^{3}+\frac{33}{8} n^{2}+\frac{19}{8} n+\frac{3}{8} & n \text { is odd }
\end{array}\right.
$$

Proof. There are two possible cases, depending on whether $n$ is even or odd.

1. $n$ is even. It can be proved that the automorphism group $\operatorname{Aut}\left(O_{n}\right)$ is generated by the permutations $\left(1 a_{2}\right),\left(n+1 b_{n-1}\right)$ and $\left(a_{1} b_{n}\right)\left(1 b_{n-1}\right)\left(a_{2} n+\right.$ 1) $(2 n)\left(b_{1} a_{n}\right)\left(a_{3} b_{n-2}\right)(3 n-1)\left(b_{2} a_{n-1}\right)\left(a_{4} b_{n-3}\right) \cdots\left(\frac{n}{2} \frac{n}{2}+2\right)\left(b_{\frac{n}{2}-1} a_{\frac{n}{2}+2}\right)$
$\left(a_{\frac{n}{2}+1} b_{\frac{n}{2}}\right)$. Moreover, the group has exactly $\frac{3 n}{2}$ orbits. These orbits are $U_{1}=\left\{\frac{n}{2}+1\right\}, U_{2}=\left\{a_{\frac{n}{2}+1}, b_{\frac{n}{2}}\right\}, U_{3}=\left\{\frac{n}{2}, \frac{n}{2}+2\right\}, U_{4}=\left\{a_{\frac{n}{2}}, b_{\frac{n}{2}+1}\right\}$, $U_{5}=\left\{\frac{n}{2}-1, \frac{n}{2}+3\right\}, U_{6}^{2}=\left\{b_{\frac{n}{2}-1}, a_{\frac{n}{2}+2}\right\}, U_{7}=\left\{a_{\frac{n}{2}-1}, b_{\frac{n}{2}+2}\right\}, U_{8}=$ $\left\{\frac{n}{2}-2, \frac{n}{2}+4\right\}, U_{9}=\left\{b_{\frac{n}{2}-2}, a_{\frac{n}{2}+3}\right\}, \ldots, U_{\frac{3 n-10}{2}}=\left\{a_{3}, b_{n-2}\right\}, U_{\frac{3 n-8}{2}}=$ $\{2, n\}, U_{\frac{3 n-6}{2}}=\left\{b_{2}, a_{n-1}\right\}, U_{\frac{3 n-4}{2}}=\left\{b_{1}, a_{n}\right\}, U_{\frac{3 n-2}{2}}^{2}=\left\{a_{1}, b_{n}\right\}$ and $U_{\frac{3 n}{2}}^{2}=$ $\left\{1, a_{2}, b_{n-1}, n+1\right\}$. On the other hand, $W\left(U_{1}\right)=0, W\left(U_{2}\right)=W\left(U_{3}\right)=2$, $W\left(U_{4}\right)=W\left(U_{5}\right)=W\left(U_{6}\right)=4, W\left(U_{7}\right)=W\left(U_{8}\right)=W\left(U_{9}\right)=6, W\left(U_{\frac{3 n-10}{2}}\right)$ $=W\left(U_{\frac{3 n-8}{2}}\right)=W\left(U_{\frac{3 n-6}{2}}\right)=n-2, W\left(U_{\frac{3 n-4}{2}}\right)=n, W\left(U_{\frac{3 n-2}{2}}\right)=n+2$ and $W\left(U_{\frac{3 n}{2}}\right)=4 n+4$.
Therefore,

$$
\begin{aligned}
G P\left(O_{n}\right) & =|V| \sum_{i=1}^{\frac{3 n}{2}} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(3 n+1)\left[\frac{0}{1}+\frac{2+2}{2}+\frac{4+4+4}{2}+\frac{6+6+6}{2}\right. \\
& \left.+\cdots+\frac{n-2+n-2+n-2}{2}+\frac{n}{2}+\frac{n+2}{2}+\frac{4 n+4}{4}\right] \\
& =(3 n+1)[0+2+\frac{3}{2}(\underbrace{4+6+\cdots+n-2}_{\frac{n-4}{2}})+\frac{n}{2}+\frac{n+2}{2}+n+1] \\
& =\frac{9}{8} n^{3}+\frac{33}{8} n^{2}+\frac{17}{4} n+1 .
\end{aligned}
$$



Figure 5: An ortho-chain of length $n, n$ is even.
2. $n$ is odd. The generators of $\operatorname{Aut}\left(O_{n}\right)$ are $(11+n)(2 n) \cdots\left(\frac{1+n}{2} \frac{3+n}{2}\right)\left(a_{1} a_{1+n}\right)$ $\left(\begin{array}{ll}a_{2} & a_{n}\end{array}\right) \cdots\left(a_{\frac{1+n}{2}} a_{\frac{3+n}{2}}\right)\left(b_{1} b_{n-1}\right)\left(b_{2} b_{n-2}\right) \cdots\left(b_{\frac{n-1}{2}} b_{\frac{n+1}{2}}\right),\left(\begin{array}{ll}1 & a_{2}\end{array}\right)$ and $\left(1+n a_{n}\right)$. Furthermore, the number of orbits of this group under its natural action is $\frac{3 n-1}{2}$ and the orbits are $V_{1}=\left\{a_{\frac{n+1}{2}}, a_{\frac{n+3}{2}}\right\}, V_{2}=\left\{\frac{n+1}{2}, \frac{n+3}{2}\right\}, V_{3}=$ $\left\{b_{\frac{n-1}{2}}, b_{\frac{n+1}{2}}\right\}, V_{4}=\left\{\frac{n-1}{2}, \frac{n+5}{2}\right\}, V_{5}=\left\{a_{\frac{n-1}{2}}, a_{\frac{n+5}{2}}\right\}, V_{6}=\left\{\frac{n-3}{2}, \frac{n+7}{2}\right\}, V_{7}=$ $\left\{b_{\frac{n-3}{2}}, b_{\frac{n+3}{2}}\right\}, V_{8}=\left\{a_{\frac{n-3}{2}}, a_{\frac{n+7}{2}}\right\}, V_{9}=\left\{\frac{n-5}{2}, \frac{n+9}{2}\right\}, V_{10}=\left\{b_{\frac{n-5}{2}}, b_{\frac{n+5}{2}}\right\}$, $\ldots, V_{\frac{3 n-11}{2}}=\left\{a_{3}, a_{n-1}\right\}, V_{\frac{3 n-9}{2}}=\{2, n\}, V_{\frac{3 n-7}{2}}=\left\{b_{2}, b_{n-2}\right\}, V_{\frac{3 n-5}{2}}=$ $\left\{b_{1}, b_{n-1}^{2}\right\}, V_{\frac{3 n-3}{2}}=\left\{a_{1}, a_{n+1}\right\}^{2}$ and $V_{\frac{3 n-1}{2}}=\left\{1, a_{2}^{2}, 1+n, a_{n}\right\}$.


Figure 6: An ortho-chain of length $n, n \stackrel{4}{\equiv} 1$.


Figure 7: An ortho-chain of length $n, n \stackrel{4}{\equiv} 3$.

To compute the Graovac-Pisanski index of this graph, $n \neq 3$, we note that $W\left(V_{5}\right)=W\left(V_{6}\right)=W\left(V_{7}\right)=5, W\left(V_{8}\right)=W\left(V_{9}\right)=W\left(V_{10}\right)=7, W\left(V_{\frac{3 n-11}{2}}\right)=$ $W\left(V_{\frac{3 n-9}{2}}\right)=W\left(V_{\frac{3 n-7}{2}}\right)=n-2, W\left(V_{\frac{3 n-5}{2}}\right)=n, W\left(V_{\frac{3 n-3}{2}}\right)=n+2, W\left(V_{\frac{3 n-1}{2}}\right)$ $=4 n+4$. Finally, if $n \stackrel{4}{\equiv} 1$ then $W\left(V_{1}\right)=W\left(V_{2}\right)=1, W\left(V_{3}\right)=W\left(V_{4}\right)=3$, and if $n \stackrel{4}{\equiv} 3$ then $W\left(V_{2}\right)=W\left(V_{3}\right)=1$ and $W\left(V_{1}\right)=W\left(V_{4}\right)=3$.
Therefore,

$$
\begin{aligned}
G P\left(O_{n}\right) & =|V| \sum_{i=1}^{\frac{3 n-1}{2}} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(3 n+1)\left[\frac{1+1}{2}+\frac{3+3}{2}+\frac{5+5+5}{2}+\frac{7+7+7}{2}\right. \\
& \left.+\cdots+\frac{n-2+n-2+n-2}{2}+\frac{n}{2}+\frac{n+2}{2}+\frac{4 n+4}{4}\right] \\
& =(3 n+1)\left[1+3+\frac{3}{2}(5+7+\cdots+n-2)+\frac{n}{2}+\frac{n+2}{2}+n+1\right] \\
& =\frac{9}{8} n^{3}+\frac{33}{8} n^{2}+\frac{19}{8} n+\frac{3}{8} .
\end{aligned}
$$

This completes the proof of our theorem.
In the next theorem the Graovac-Pisanski index of ladder graph $L_{n}$, Figures $8-9$, which is also known as the linear polyomino is computed [6].

Theorem 2.6. The Graovac-Pisanski index of the ladder graph $L_{n}$ can be computed as follows:

$$
G P\left(L_{n}\right)= \begin{cases}\frac{n^{3}}{2}+\frac{5 n^{2}}{2}+3 n+1 & n \text { is even } \\ \frac{n^{3}}{2}+\frac{5 n^{2}}{2}+\frac{7 n}{2}+\frac{3}{2} & n \text { is odd }\end{cases}
$$

Proof. We first note that $\operatorname{Aut}\left(L_{1}\right) \cong D_{8}$ and $\operatorname{Aut}\left(L_{n}\right) \cong Z_{2} \times Z_{2}$, for $n \neq 1$. If $n$ is even, then $\operatorname{Aut}\left(L_{n}\right)$ can be generated by $\prod_{k=1}^{n+1}\left(a_{k} b_{k}\right)$ and $\prod_{i=1}^{n-1}\left(a_{i} a_{i+1}\right)\left(b_{i} b_{i+1}\right)$, $i$ is odd. If $n$ is odd, then the permutations $\prod_{t=1}^{n+1}\left(a_{t} b_{t}\right)$ and $\prod_{j=1}^{n}\left(a_{j} a_{j+1}\right)$ $\left(b_{j} b_{j+1}\right)$ will generate the group $\operatorname{Aut}\left(L_{n}\right)$, where $j$ is odd positive integer.


Figure 8: The graph $L_{n}$, when $n$ is even.
If $n$ is even, then this group has $\frac{n}{2}+1$ orbits, and the orbits are $V_{1}=$ $\left\{a_{n+1}, b_{n+1}\right\}$ of length 2 and other orbits which have length 4 are $V_{2}=\left\{a_{1}, b_{1}, a_{2}, b_{2}\right\}$, $V_{3}=\left\{a_{3}, b_{3}, a_{4}, b_{4}\right\}, \ldots, V_{\frac{n}{2}+1}=\left\{a_{n-1}, b_{n-1}, a_{n}, b_{n}\right\}$. On the other hand, $W\left(V_{1}\right)=$ $1, W\left(V_{\frac{n}{2}+1}\right)=12, W\left(V_{\frac{n}{2}}\right)^{2}=20, W\left(V_{\frac{n}{2}-1}\right)=28, \ldots, W\left(V_{2}\right)=4 n+4$. Therefore,

$$
\begin{aligned}
G P\left(L_{n}\right) & =|V| \sum_{i=1}^{\frac{n}{2}+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(2 n+2)\left(\frac{1}{2}+\frac{12+20+28+\cdots+4 n+4}{4}\right) \\
& =\frac{n^{3}}{2}+\frac{5 n^{2}}{2}+3 n+1
\end{aligned}
$$



Figure 9: The graph $L_{n}$, when $n$ is odd.
If $n$ is odd, then this group has $\frac{n+1}{2}$ orbits of length 4 , and the orbits are $V_{1}=$ $\left\{a_{1}, b_{1}, a_{2}, b_{2}\right\}, V_{2}=\left\{a_{3}, b_{3}, a_{4}, b_{4}\right\}, \ldots, V_{\frac{n+1}{2}}=\left\{a_{n}, b_{n}, a_{n+1}, b_{n+1}\right\}$. Furthermore,
$W\left(V_{\frac{n+1}{2}}\right)=8, W\left(V_{\frac{n-1}{2}}\right)=16, W\left(V_{\frac{n-3}{2}}\right)=24, \ldots, W\left(V_{1}\right)=4 n+4$. Therefore,

$$
\begin{aligned}
G P\left(L_{n}\right) & =|V| \sum_{i=1}^{\frac{n+1}{2}} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(2 n+2)\left(\frac{8+16+24+\cdots+4 n+4}{4}\right) \\
& =\frac{n^{3}}{2}+\frac{5 n^{2}}{2}+\frac{7 n}{2}+\frac{3}{2}
\end{aligned}
$$

which completes our argument.
We end this paper by computing the Graovac-Pisanski index of a 2-connected linear polymer with triangular faces $R_{n}$.
Theorem 2.7. The Graovac-Pisanski index of a 2 -connected linear polymer with triangular faces $R_{n}$, Figure 10, is computed as

$$
G P\left(R_{n}\right)= \begin{cases}\frac{n^{3}}{16}+\frac{n^{2}}{2}+\frac{5 n}{4}+1 & n \text { is even } \\ \frac{n^{3}}{16}+\frac{3 n^{2}}{8}+\frac{11 n}{16}+\frac{3}{8} & n \text { is odd }\end{cases}
$$


(a)

(b)

Figure 10: (a) $R_{n}, n$ is odd; (b) $R_{n}, n$ is even.

Proof. It is clear that $\operatorname{Aut}\left(R_{1}\right) \cong S_{3}, \operatorname{Aut}\left(R_{2}\right) \cong Z_{2} \times Z_{2}$ and $\operatorname{Aut}\left(R_{n}\right) \cong Z_{2}$, when $n \geq 3$. To compute the Graovac-Pisanski index, we first assume that $n$ is even. Then $V_{i}=\left\{a_{i}, b_{i}\right\}, 1 \leqslant i \leqslant \frac{n}{2}+1, W\left(V_{1}\right)=\frac{n}{2}+1, W\left(V_{2}\right)=\frac{n}{2}, \ldots, W\left(V_{\frac{n}{2}}\right)=2$ and $W\left(V_{\frac{n}{2}+1}\right)=1$. Therefore,

$$
\begin{aligned}
G P\left(R_{n}\right) & =|V| \sum_{i=1}^{\frac{n}{2}+1} \frac{W\left(V_{i}\right)}{\left|V_{i}\right|} \\
& =(n+2)\left(\frac{1+2+3+\cdots+\frac{n}{2}+1}{2}\right) \\
& =\frac{n^{3}}{16}+\frac{n^{2}}{2}+\frac{5 n}{4}+1
\end{aligned}
$$

If $n$ is odd then $V_{j}=\left\{a_{j}, b_{j}\right\}, 1 \leqslant j \leqslant \frac{n+1}{2}, V_{\frac{n+3}{2}}=\{c\}, W\left(V_{1}\right)=\frac{n+1}{2}$, $W\left(V_{2}\right)=\frac{n-1}{2}, \ldots, W\left(V_{\frac{n-1}{2}}\right)=2, W\left(V_{\frac{n+1}{2}}\right)=1$ and $W\left(V_{\frac{n+3}{2}}\right)=0$. Therefore,

$$
\begin{aligned}
G P\left(R_{n}\right) & =|V| \sum_{j=1}^{\frac{n+3}{2}} \frac{W\left(V_{j}\right)}{\left|V_{j}\right|} \\
& =(n+2)\left(\frac{0}{1}+\frac{1+2+3+\cdots+\frac{n+1}{2}}{2}\right) \\
& =\frac{n^{3}}{16}+\frac{3 n^{2}}{8}+\frac{11 n}{16}+\frac{3}{8}
\end{aligned}
$$
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# Retractive nil-extensions of completely simple semirings 

Sunil Kumar Maity, Rumpa Chatterjee and Rituparna Ghosh


#### Abstract

A semiring $S$ is said to be a quasi completely regular semiring if for any $a \in S$ there exists a positive integer $n$ such that $n a$ is completely regular. The study of completely Archimedean semirings have shown that completely Archimedean semirings are nil-extensions of completely simple semirings. In this paper we introduce retractive nil-extensions of completely simple semirings and establish a relation with completely Archimedean semirings.


## 1. Introduction

In the year 1984, S. Bogdanovic and S. Milic [5] first studied nil-extensions of completely simple semigroups. Decomposition of completely $\pi$-regular semigroups into a semilattice of Archimedean semigroups was discussed by S. Bogdanovic in [1]. The study of nil-extensions of completely regular semigroups has been proven of great importance in semigroup theory. A completely Archimedean semigroup has been proven to be a nil-extension of a completely simple semigroup and furthermore it is Archimedean and completely $\pi$ - regular. Furthermore, characterization of retractive nil-extensions of class of regular semigroups, union of groups and band of groups have been studied in the papers [2], [3] and [4]. Retractive nil-extension of a completely simple semigroup has been proved to be a rectangular band of $\pi$-groups. Therefore, retractive extension of a semigroup has been an area of great attraction in recent years of study.

In recent years, semirings have been studied by many authors, for example, by F. Pastijn, Y. Q. Guo, M. K. Sen, K. P. Shum and others (See [10], [13]). In the paper [13], completely regular semirings were introduced and it was derived that a completely regular semiring is a union of skew-rings and also a b-lattice of completely simple semirings. After this work, many interesting results on completely regular semigroups and inverse semigroups have been extended to semirings by M. K. Sen, S. K. Maity and K. P. Shum in ([12], [14]). Furthermore, extension of completely $\pi$-regular semigroups to quasi completely regular semirings in [9] have further enriched the study of analogous results. It has also been derived that quasi completely regular semiring can be described as the b-lattice of completely Archimedean semirings. In the paper [8], we had shown that a semiring

[^4]is completely Archimedean if and only if it is nil-extension of a completely simple semiring if and only if it is Archimedean and quasi completely regular.

In this paper we further study retractive extension of a semiring. We characterize completely Archimedean semirings as retractive nil-extension of completely simple semirings. Thus we establish a relation between retractive nil-extensions of completely simple semirings and nil-extensions of completely simple semirings. The preliminaries and prerequisites for this article are discussed in section 2 . In section 3 we prove some characterization theorems of completely Archimedean semirings as retractive nil-extensions of completely simple semirings. Further, we study properties on retractive nil-extension of b-lattice of skew-rings.

## 2. Preliminaries

A semiring $(S,+, \cdot)$ has both the additive reduct $(S,+)$ and the multiplicative reduct ( $S, \cdot$ ) as semigroups and multiplication distributes over addition, that is, $a(b+c)=a b+a c$ and $(b+c) a=b a+c a$ for all $a, b, c \in S$. We do not assume that the additive reduct $(S,+$ ) is commutative. An element $a$ of a semiring $S$ is said to be infinite [7] if and only if $a+x=a=x+a$ for all $x \in S$. Infinite element in a semiring is unique and is denoted by $\infty$. An infinite element $\infty$ in a semiring $S$ having the property that $x \cdot \infty=\infty=\infty \cdot x$ for all $x(\neq 0) \in S$ is called strongly infinite [7]. A semiring $S$ is additively regular if for every element $a \in S$ there exists an element $x \in S$ such that $a+x+a=a$. A semiring $S$ is said to be additively quasi regular if for every element $a \in S$ there exists a positive integer $n$ such that the element $n a=\underbrace{a+a+\cdots+a}_{n \text { times }}$ is additively regular. A semiring $S$ is completely regular $[13]$ if for every element $a \in S$, there exists an element $x \in S$ such that $a=a+x+a, a+x=x+a$ and $a(a+x)=a+x$. A semiring $(S,+, \cdot)$ is a quasi completely regular semiring [9] if for every element $a \in S$, there exists a positive integer $n$ such that $n a$ is completely regular, that is, $n a=n a+x+n a$, $n a+x=x+n a$ and $n a(n a+x)=n a+x$ for a suitable element $x \in S$. A semiring $(S,+, \cdot)$ is called a skew-ring if its additive reduct $(S,+)$ is a group, not necessarily an abelian group. In [13] we proved that an element $a$ in a semiring $S$ is completely regular if and only if it is contained in a subskew-ring of $S$. Let $S$ be a semiring and $R$ be a subskew-ring of $S$. If for every $a \in S$ there exists a positive integer $n$ such that $n a \in R$, then $S$ is said to be a quasi skew-ring. A semiring $S$ is said to be a b-lattice [13] if $(S, \cdot)$ is a band and $(S,+)$ is a semilattice. A semiring $S$ is said to be an idempotent semiring if all the elements of $S$ are additive idempotent as well as multiplicative idempotent, i.e., $a+a=a=a^{2}$ for all $a \in S$. An idempotent semiring satisfying the identity $a=a+x+a$ is called a rectangular band semiring. Throughout this paper, we let $E^{+}(S)$ be the set of all additive idempotents of the semiring $S$. We observe that the set $E^{+}(S)$ is non-empty and it forms an ideal of the multiplicative reduct $(S, \cdot)$ of the semiring $S$. If $(S,+, \cdot)$ is a semiring, we denote the Green's relations on the semigroup $(S,+)$ by $\mathscr{L}^{+}, \mathscr{R}^{+}, \mathscr{J}^{+}$, and
$\mathscr{H}^{+}$. In fact, the relations $\mathscr{L}^{+}, \mathscr{R}^{+}, \mathscr{J}^{+}$and $\mathscr{H}^{+}$are all congruences of the multiplicative reduct $(S, \cdot)$. Thus, if any one of these happens to be a congruence on the additive reduct $(S,+)$, it will be a congruence on the semiring $(S,+, \cdot)$. Let $(S,+, \cdot)$ be an additively quasi regular semiring. We consider the relations $\mathscr{L}^{*+}$, $\mathscr{R}^{*+}$, and $\mathscr{J}^{*+}$ on $S$ defined by: for $a, b \in S$,

$$
\begin{gathered}
a \mathscr{L}^{*+} b \text { if and only if } p a \mathscr{L}^{+} q b, \\
a \mathscr{R}^{*+} b \text { if and only if } p a \mathscr{R}^{+} q b, \\
a \mathscr{J}^{*+} b \text { if and only if } p a \mathscr{J}^{+} q b ;
\end{gathered}
$$

where $p$ and $q$ are the smallest positive integers such that $p a$ and $q b$ are respectively additively regular. We also let $\mathscr{H}^{*+}=\mathscr{L}^{*+} \cap \mathscr{R}^{*+}$. A quasi completely regular semiring $(S,+, \cdot)$ is said to be completely Archimedean if $\mathscr{J}^{*+}=S \times S$.

A nonempty subset $I$ of a semiring $(S,+, \cdot)$ is said to be a bi-ideal of $S$ if $a \in I$ and $x \in S$ imply that $a+x, x+a, a x, x a \in I$. Let $I$ be a bi-ideal of a semiring $S$. We define a relation $\rho_{I}$ on $S$ by $a \rho_{I} b$ if and only if either $a, b \in I$ or $a=b$ where $a, b \in S$. It is easy to verify that $\rho_{I}$ is a congruence on $S$. This congruence is said to be Rees congruence on $S$ and the quotient semiring $S / \rho_{I}$ contains a strongly infinite element, namely $I$. This quotient semiring $S / \rho_{I}$ is said to be the Rees quotient semiring and is denoted by $S / I$. In this case the semiring $S$ is said to be an ideal extension of $I$ by the semiring $S / I$. An ideal extension $S$ of a semiring $I$ is a nil-extension of $I$ if for any $a \in S$ there exists a positive integer $n$ such that $n a \in I$.

A subsemiring $T$ of a semiring $S$ is a retract of $S$ if there exists a homomorphism $\phi: S \longrightarrow T$ such that $\phi(t)=t$ for all $t \in T$. Such a homomorphism is called a retraction. A nil-extension $S$ of $T$ is said to be a retractive nil-extension of $T$ if $T$ is a retract of $S$.

## 3. Retractive nil-extension

In this section we characterize completely Archimedean semirings as a retractive nil-extensions of completely simple semirings. For this first we state the following two results.

Theorem 3.1 ([6], [9]). The following conditions on a semiring $(S,+, \cdot)$ are equivalent.
(i) $S$ is a quasi completely regular semiring.
(ii) Every $\mathscr{H}^{*+}$ - class is a quasi skew-ring.
(iii) $S$ is (disjoint) union of quasi skew-rings.
(iv) $S$ is a b-lattice of completely Archimedean semirings.
(v) $S$ is an idempotent semiring of quasi skew-rings.

Theorem 3.2 ([8]). The following conditions on a semiring are equivalent:
(i) $S$ is a completely Archimedean semiring;
(ii) $S$ is a nil-extension of a completely simple semiring;
(iii) $S$ is Archimedean and quasi completely regular.

Remark. Let $a$ be a quasi completely regular element in a semiring $(S,+, \cdot)$. Then there exists a positive integer $n$ such that $n a$ is completely regular and hence na lies in a subskew-ring of $S$. The zero of the subskew-ring containing $n a$ is denoted by $a^{0}$. Here it is interesting to mention that if $S$ is a quasi completely regular semiring then $S$ is (disjoint) union of quasi skew-rings. We know that every quasi skew-ring contains a unique additive idempotent. According to our notation $a^{0}$ is the unique additive idempotent in the quasi skew-ring containing $a$.

Theorem 3.3. Let $S$ be a completely Archimedean semiring. Then $S$ is a retractive nil-extension of a completely simple semiring.
Proof. Since $S$ is a completely Archimedean semiring, hence $S$ is a quasi completely regular semiring. Therefore, $S$ is an idempotent semiring $I$ of quasi skew-rings $S_{i}$, $i \in I$. Let $a, b \in S$. Then $a \in S_{i}$ and $b \in S_{j}$ for some $i, j \in I$. This implies $a+b, 2 a+b, a+2 b \in S_{i+j}$. Since $S_{i+j}$ is a quasi skew-ring, we must have a positive integer $n$ such that $n(a+b) \in(2 a+b)+S+(a+2 b)$. Hence for any two elements $a, b \in S$, there exists a positive integer $n$ such that $n(a+b) \in$ $(2 a+b)+S+(a+2 b) \subseteq 2 a+S+2 b$. Let $a \in S$. Then $a \in S_{i}$ for some $i \in I$. Let $e$ be the unique additive idempotent in the quasi skew-ring $S_{i}$. Let $f \in E^{+}(S)$. We first prove that $a+f=e+a+f$ and $f+a=f+a+e$. First we prove that for every $m \in \mathbb{N}$, there exists $n \in \mathbb{N}$ and $u \in S$ such that $n(a+f)=m a+u+f$. Clearly, the result holds if $m=1$. Let us assume that $n(a+f)=m a+u+f$ for some $n \in \mathbb{N}$ and $u \in S$. Now for the elements $m a$ and $u+f$ there exists a positive integer $k$ and $v \in S$ such that $k(m a+u+f)=2 m a+v+2(u+f)=(m+1) a+w+f$, where $w=(m-1) a+v+u+f+u \in S$. Hence for every $m \in \mathbb{N}$, there exists $n \in \mathbb{N}$ and $u \in S$ such that $n(a+f)=m a+u+f$. Let $r \in \mathbb{N}$ be such that $r a$ is completely regular and hence ra lies in a subskew-ring $R_{i}$. Clearly, $e$ is the zero of $R_{i}$. Then there exists $p \in \mathbb{N}$ and $x \in S$ such that $p(a+f)=r a+x+f$. Now since $S$ is a completely Archimedean semiring, so $S$ is a nil-extension of a completely simple semiring $K$. Clearly, $f \in K$ and since $K$ is a bi-ideal of $S$, it follows $a+f \in K$. Hence $(a+f) \mathscr{H}^{+} p(a+f)$ and $(a+f)=p(a+f)+y$ for some $y \in S$. Therefore, $a+f=p(a+f)+y=r a+x+f+y=e+r a+x+f+y=e+a+f$. Similarly, we can prove that $f+a=f+a+e$. We define a mapping $\phi: S \longrightarrow K$ by $\phi(a)=a^{0}+a$, for all $a \in S$. Let $a, b \in S$. Then $\phi(a+b)=(a+b)^{0}+a+b$ $=(a+b)^{0}+a+a^{0}+b=(a+b)^{0}+a+a^{0}+b+b^{0}=(a+b)^{0}+a+b+b^{0}$ $=a+b+b^{0}=a+b^{0}+b=a^{0}+a+b^{0}+b=\phi(a)+\phi(b)$. Again, $\phi(a) \phi(b)=$ $\left(a^{0}+a\right)\left(b^{0}+b\right)=a^{0} b^{0}+a^{0} b+a b^{0}+a b=(a b)^{0}+a b=\phi(a b)$. Therefore, $\phi$ is a homomorphism and since $\phi(a)=a$ for all $a \in K$, then $\phi$ is a retraction. Hence $S$ is a retractive nil-extension of a completely simple semiring $K$.

Corollary 3.4. The following conditions on a semiring $S$ are equivalent:
(i) $S$ is a completely Archimedean semiring.
(ii) $S$ is a retractive nil extension of a completely simple semiring.
(iii) $S$ is a nil-extension of a completely simple semiring.

Theorem 3.5. A semiring $S$ is a completely Archimedean semiring if and only if $S$ is a rectangular band semiring of quasi skew-rings.

Proof. Let $S$ be a completely Archimedean semiring. Hence $S$ is a quasi completely regular semiring and hence $S$ is an idempotent semiring $I\left(=S / \mathscr{H}^{*+}\right)$ of quasi skew-rings $S_{i}(i \in I)$. To show $I$ is a rectangular band semiring, let $x=a \mathscr{H}^{*+}$, $y=b \mathscr{H}^{*+} \in I$, where $a, b \in S$. Since $S$ is completely Archimedean, we must have $a^{0}=(a+b+a)^{0}$. Then $x=a \mathscr{H}^{*+}=a^{0} \mathscr{H}^{*+}=(a+b+a)^{0} \mathscr{H}^{*+}=$ $(a+b+a) \mathscr{H}^{*+}=a \mathscr{H}^{*+}+b \mathscr{H}^{*+}+a \mathscr{H}^{*+}=x+y+x$. Thus $I$ is a rectangular band semiring and consequently, $S$ is a rectangular band semiring of quasi skewrings.

Conversely, let $S$ be a rectangular band semiring $Y$ of quasi skew-rings, $T_{i}$ $(i \in Y)$. Then clearly $S$ is a quasi completely regular semiring and $Y=S / \mathscr{H}^{*+}$. To show $S$ is completely Archimedean, we only show that $\mathscr{J}^{*+}=S \times S$. Let $a, b \in S$. Then $a \mathscr{H}^{*+}=a \mathscr{H}^{*+}+b \mathscr{H}^{*+}+a \mathscr{H}^{*+}=(a+b+a) \mathscr{H}^{*+}$ implies $a^{0}=(a+b+a)^{0}$. Since $\mathscr{J}^{*+}$ is b-lattice congruence, we have $a \mathscr{J}^{*+}=a^{0} \mathscr{J}^{*+}=$ $(a+b+a)^{0} \mathscr{J}^{*+}=(a+b+a) \mathscr{J}^{*+}=(a+b) \mathscr{J}^{*+}=(b+a+b) \mathscr{J}^{*+}=(b+$ $a+b)^{0} \mathscr{J}^{*+}=b^{0} \mathscr{J}^{*+}=b \mathscr{J}^{*+}$. Therefore, $\mathscr{J}^{*+}=S \times S$ and hence $S$ is a completely Archimedean semiring.

Corollary 3.6. A semiring $S$ is a completely simple semiring if and only if $S$ is a rectangular band semiring of skew-rings.
Theorem 3.7. The following conditions on a semiring $S$ are equivalent:
(i) $S$ is a nil-extension of a b-lattice of skew-rings.
(ii) $S$ is a retractive nil-extension of b-lattice of skew-rings.

Proof. $(i) \Rightarrow(i i)$ : Let $S$ be a nil-extension of $K$, where $K$ is a b-lattice $Y$ of skew-rings $R_{\alpha}(\alpha \in Y)$. Then $(K,+)$ is a semilattice $(Y,+)$ of groups $\left(R_{\alpha},+\right)$ and hence $(K,+)$ is a Clifford semigroup. Thus for any $k \in K$ and $e \in E^{+}(K)$ we must have $e+k=k+e$. Now we define a mapping $\phi: S \longrightarrow K$ by: for $a \in S$,

$$
\phi(a)=a^{0}+a .
$$

Let $a, b \in S$. Then $\phi(a+b)=(a+b)^{0}+(a+b)=\left(a^{0}+b^{0}\right)+(a+b)=$ $\left(b^{0}+a^{0}\right)+(a+b)=b^{0}+\left(a^{0}+a\right)+b=\left(a^{0}+a\right)+\left(b^{0}+b\right)=\phi(a)+\phi(b)$ and $\phi(a) \phi(b)=\left(a^{0}+a\right)\left(b^{0}+b\right)=a^{0} b^{0}+a^{0} b+a b^{0}+a b=(a b)^{0}+a b=\phi(a b)$. Hence $\phi$ is a homomorphism. Moreover for any $x \in K, \phi(x)=x^{0}+x=x$. Consequently, $S$ is a retractive nil-extension of b-lattice of skew-rings $K$.
$(i i) \Rightarrow(i)$ : This part is obvious.
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# Non-commutative finite associative algebras of 3-dimensional vectors 

Dmitriy Moldovyan, Nicolai Moldovyan and Victor Shcherbacov


#### Abstract

Properties of the non-commutative finite associative algebras of 3-dimensional vectors are presented. An interesting feature of these algebras is mutual associativity of all modifications of the defined parameterized multiplication operation and existence of a large set of single-side unit elements. In the ordinary case one unique two-side unit element is connected with every element of the algebra, except the elements that are square roots of zero element. It is shown that the used method suites for defining finite non-commutative associative algebras of arbitrary dimension $m \geqslant 2$. The considered finite associative algebras are interesting for cryptographic applications.


## 1. Introduction

Finite non-commutative associative algebras (FNAAs) are interesting for applications in design of public-key cryptoschemes characterized in using hidden conjugacy search problem (called also discrete logarithm problem in hidden cyclic group) $[2,3,6]$. In literature there are considered different FNAAs defined over finite vector spaces with dimensions $m=4,6$, and 8 . The main attention was paid to the case $m=4$ that provides lower computational difficulty of multiplication operation in the FNAA while defining vector spaces over the same finite field $G F(p)$. Recently it has been introduced the 2-dimension FNAA [4].

In the present paper it is shown that the method for defining 2-dimension FNAA can be generalized and used to define $m$-dimensional FNAAs for an arbitrary value $m \geqslant 2$. Some properties of the FNAA relating to the case $m=3$ are investigated. Other types of 3-dimension non-commutative algebras with associative multiplication operation are defined as well. All investigated FNAAs contain only local unit elements, therefore defining the discrete logarithm problem in a hidden group [2] on the base of such FNAAs has some peculiarities that are discussed in relation of cryptographic application of the considered finite algebras.

[^5]
## 2. Unit elements in 3-dimensional FNAA

Suppose $\mathbf{e}, \mathbf{i}$, and $\mathbf{j}$ are some formal basis vectors and $a, b, c \in G F(p)$, where prime $p \geqslant 3$, to be coordinates. Three-dimensional vectors are denoted as $a \mathbf{e}+b \mathbf{i}+c \mathbf{j}$ or as $(a, b, c)$. Terms $\tau \mathbf{v}$, where $\tau \in G F(p)$ and $\mathbf{v} \in\{\mathbf{e}, \mathbf{i}, \mathbf{j}\}$ are called components of the vector.

Addition of two vectors $(a, b, c)$ and $(x, y, z)$ is defined as addition of the corresponding coordinates, i.e., with the following formula $(a, b, c)+(x, y, z)=$ $(a+x, b+y, c+z)$.

The multiplication operation in finite 3-dimensional vector space is defined with the formula

$$
(a \mathbf{e}+b \mathbf{i}+c \mathbf{j}) \circ(x \mathbf{e}+y \mathbf{i}+z \mathbf{j})=
$$

$$
=a x(\mathbf{e} \circ \mathbf{e})+b x(\mathbf{i} \circ \mathbf{e})+c x(\mathbf{j} \circ \mathbf{e})+a y(\mathbf{e} \circ \mathbf{i})+b y(\mathbf{i} \circ \mathbf{i})+c y(\mathbf{j} \circ \mathbf{i})+a z(\mathbf{e} \circ \mathbf{j})+b z(\mathbf{i} \circ \mathbf{j})+c z(\mathbf{j} \circ \mathbf{j}),
$$

where products of different pairs of formal basis vectors $\mathbf{e}, \mathbf{i}$, and $\mathbf{j}$ are to be replaced by some one-component vector in accordance with the basis-vector multiplication table (BVMT) shown in Table 1. The left basis vector defines the row and the right one defines the column. At the intersection of the row and column we have the value of the product of two formal basis vectors.

Table 1 defines non-commutative associative multiplication of the vectors $V=$ $(a, b, c)=a \mathbf{e}+b \mathbf{i}+c \mathbf{j}$ and $X=(x, y, z)=x \mathbf{e}+y \mathbf{i}+z \mathbf{j}$. The BVMT contains structural coefficients $\mu, \tau, \lambda \in G F(p)$ defining different modifications of the multiplication operation, i.e., the last is parameterized. The defined non-commutative multiplication operation is characterized in the mutual associativity of all its modifications, i.e., for the considered FNAA of 3-dimensional vectors the following statement is valid:
Proposition 1. Suppose $\circ$ and $\star$ are two arbitrary modifications of the vector multiplication operation, which correspond to different triples of structural coefficients $\left(\mu_{1}, \tau_{1}, \lambda_{1}\right)$ and $\left(\mu_{2}, \tau_{2}, \lambda_{2}\right) \neq\left(\mu_{1}, \tau_{1}, \lambda_{1}\right)$. Then for arbitrary three vectors $A, B$, and $C$ the following formula $(A \circ B) \star C=A \circ(B \star C)$ holds.

Proof of this statement consists in straightforward using of the definition of the multiplication operation and Table 1.

Table 1: The BVMT defining associative multiplication in the finite vector space of the dimension $m=3(\mu \neq 0 ; \tau \neq 0 ; \lambda \neq 0)$

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mu \mathbf{e}$ | $\tau \mathbf{e}$ | $\lambda \mathbf{e}$ |
| $\mathbf{i}$ | $\mu \mathbf{i}$ | $\tau \mathbf{i}$ | $\lambda \mathbf{i}$ |
| $\mathbf{j}$ | $\mu \mathbf{j}$ | $\tau \mathbf{j}$ | $\lambda \mathbf{j}$ |

Structure of Table 1 is similar to structure of the BVMT used for defining the 2-dimension FNAA [4] (see Table 2), i.e., every cell in every fixed row contains the
same formal basis vector and every cell in every fixed column contains the same structural coefficient.

Table 2: The basis-vector multiplication table for the case $m=2[4]$

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ |
| :---: | :---: | :---: |
| $\mathbf{e}$ | $\mu \mathbf{e}$ | $\tau \mathbf{e}$ |
| $\mathbf{i}$ | $\mu \mathbf{i}$ | $\tau \mathbf{i}$ |

Finding the right-side unit elements in the considered 3-dimension FNAA is connected with solving the vector equation

$$
\begin{equation*}
(a \mathbf{e}+b \mathbf{i}+c \mathbf{j}) \circ(x \mathbf{e}+y \mathbf{i}+z \mathbf{j})=a \mathbf{e}+b \mathbf{i}+c \mathbf{j}, \tag{1}
\end{equation*}
$$

where $V=a \mathbf{e}+b \mathbf{i}+c \mathbf{j}$ is an arbitrary vector and $X=x \mathbf{e}+y \mathbf{i}+z \mathbf{j}$ is the unknown one.

Equation (1) can be reduced to the following system of three linear equations:

$$
\left\{\begin{array}{l}
\mu a x+\tau a y+\lambda a z=a  \tag{2}\\
\mu b x+\tau b y+\lambda b z=b \\
\mu c x+\tau c y+\lambda c z=c
\end{array}\right.
$$

Solution of the system (2) defines the following set of the local right-side unit elements

$$
\begin{equation*}
E_{r}=(x, y, z)=\left(x, y, \lambda^{-1}(1-\mu x-\tau y)\right), \tag{3}
\end{equation*}
$$

where $x$ and $y$ take on all possible values in $G F(p)$. Every value $E_{r}$ from set (3) represents a global right-side unit element acting on all 3-dimensional vectors of the considered FNAA.

The vector equation

$$
\begin{equation*}
(x \mathbf{e}+y \mathbf{i}+z \mathbf{j}) \circ(a \mathbf{e}+b \mathbf{i}+c \mathbf{j})=a \mathbf{e}+b \mathbf{i}+c \mathbf{j} \tag{4}
\end{equation*}
$$

that defines the left-side unit elements can be reduced to the following system of three linear equations:

$$
\left\{\begin{array}{l}
(\mu a+\tau b+\lambda c) x=a  \tag{5}\\
(\mu a+\tau b+\lambda c) y=b \\
(\mu a+\tau b+\lambda c) z=c
\end{array}\right.
$$

Solving the system (5) one gets the following statement.
Proposition 2. To every vector $V=(a, b, c)$, such that $\mu a+\tau b+\lambda c \neq 0$, there corresponds a unique local left-side unit vector

$$
\begin{equation*}
E_{l}=(x, y, z)=\left(\frac{a}{\mu a+\tau b+\lambda c}, \frac{b}{\mu a+\tau b+\lambda c}, \frac{c}{\mu a+\tau b+\lambda c}\right) \tag{6}
\end{equation*}
$$

It is easy to show that the local left-side unit element is contained in the set (3), i.e., it is equal to the local bi-side unit of the vector $V$.

Let us consider the sequence $V, V^{2}, \ldots, V^{i}$ (for $i=1,2,3, \ldots$ ). If the vector $V$ is not a zero-divisor relatively some of its power (zero-divisors are considered below, where it is shown that vectors satisfying the condition $a \mu+b \tau+c \lambda \neq 0$ are not zero-divisors), then for some two integers $h$ and $k>h$ we have $V^{k}=V^{h}$ and $V^{k}=V^{k-h} \circ V^{h}=V^{h} \circ V^{k-h}=V^{k-h} \circ V^{h}$. Thus, the mentioned sequence is periodic and for some integer $\omega$ (that can be called order of the vector $V$ ) the equality $V^{\omega}=V^{k-h}=E^{\prime}$ holds, where $E^{\prime}$ is a bi-side local unit such that $V^{i} \circ E^{\prime}=E^{\prime} \circ V^{i}=V^{i}$ holds for all integers $i$.

Thus, taking into account that the local right-side unit element corresponding to the vector $V$ is a unique one, we can conclude the following:

Proposition 3. Suppose $V=(a, b, c)$ is a vector such that $a \mu+b \tau+c \lambda \neq 0$. Then the vector $E_{r}$ described with the formula (6) acts as a unique bi-side local unit element $E^{\prime}$ in the subset $\left\{V, V^{2}, \ldots, V^{i}, \ldots\right\}$, and the value $E^{\prime}$ can be computed as some power of $V$.

Thus, the element $E_{l}$ defined by the vector $V=(a, b, c)$ acts on vectors $V, V^{2}, \ldots, V^{i}$ as a local bi-side unit for an arbitrary integer $i \geqslant 1$.
Example. The last fact can be illustrated by the following computations using the values

$$
\begin{gathered}
p=991615146597818046071879, \quad \mu=3176589117, \quad \tau=1, \quad \lambda=8766554, \text { and } \\
\quad N=(a, b, c)=(8654389874321123,35172879913271,185758463523115) .
\end{gathered}
$$

Computation of the value $E^{\prime}$ as $E^{\prime}=N^{p^{2}-1}$ and using formula (6) from Statement 2 gives the same result

$$
\begin{aligned}
& E^{\prime}= \\
& (73697875749428423568471,450511442110889243261952, \\
& 501366196117758720690571) .
\end{aligned}
$$

Finding the right-side zero-divisors for the vector $V=(a, b, c)$ is connected with consideration of the vector equation

$$
(a \mathbf{e}+b \mathbf{i}+c \mathbf{j}) \circ(x \mathbf{e}+y \mathbf{i}+z \mathbf{j})=(0,0,0)
$$

that can be reduced to the following system of equations:

$$
\left\{\begin{array}{l}
(\mu x+\tau y+\lambda z) a=0  \tag{7}\\
(\mu x+\tau y+\lambda z) b=0 \\
(\mu x+\tau y+\lambda z) c=0
\end{array}\right.
$$

Solution of system (7) defines the following set of the right-side zero-divisors

$$
\begin{equation*}
D_{r}=(x, y, z)=\left(x, y, \lambda^{-1}(-\mu x-\tau y)\right), \tag{8}
\end{equation*}
$$

where $x$ and $y$ take on all values in $G F(p)$. Every value $D_{r}$ from set (8) represents a global right-side zero-divisor acting on all 3 -dimensional vectors of the considered FNAA. Formula (8) describes the vectors to which no left-side unit corresponds. Below it is shown that formula (8) describes square roots of zero vector $(0,0,0)$.

The vector equation

$$
(x \mathbf{e}+y \mathbf{i}+z \mathbf{j}) \circ(a \mathbf{e}+b \mathbf{i}+c \mathbf{j})=(0,0,0)
$$

that defines the left-side zero-divisor can be reduced to the following system of three linear equations:

$$
\left\{\begin{align*}
(\mu a+\tau b+\lambda c) x & =0  \tag{9}\\
(\mu a+\tau b+\lambda c) y & =0 \\
(\mu a+\tau b+\lambda c) z & =0
\end{align*}\right.
$$

Solving system (9) one gets the following statement.
Proposition 4. To every vector $V=(a, b, c)$ such that $\mu a+\tau b+\lambda c \neq 0$, there corresponds no left-side zero-divisor, except $(0,0,0)$. Every vector of the considered $F N A A$ acts on vectors $V^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$, such that $\mu a^{\prime}+\tau b^{\prime}+\lambda c^{\prime}=0$, as a left-side zero-divisor.

Consideration of the vector equation

$$
D \circ D=(0,0,0)
$$

where $D=(x, y, z)$ is unknown, leads to solving the system

$$
\left\{\begin{array}{l}
(\mu x+\tau y+\lambda z) x=0 \\
(\mu x+\tau y+\lambda z) y=0 \\
(\mu x+\tau y+\lambda z) z=0
\end{array}\right.
$$

that defines the following set of square roots of the zero vector $(0,0,0)$ :

$$
D=\left(x, y,-\lambda^{-1}(\mu x+\tau y)\right),
$$

where $x$ and $y$ take on all values in $G F(p)$. Thus, vectors $V=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$, coordinates of which satisfy condition $\mu a^{\prime}+\tau b^{\prime}+\lambda c^{\prime}=0$, are square roots of zero.

Taking into account Proposition 4 and finiteness of the considered vector space it is easy to see that the vector $V$, such that $\mu a+\tau b+\lambda c \neq 0$, generates periodic sequence $V, V^{2}, \ldots, V^{i}$, where $i=1,2,3, \ldots$, and for some value $i=\omega$ we have $V^{\omega}=E^{\prime}$, where $E^{\prime}=E_{l}$ is the local bi-side unit determined by coordinates of the vector $V$ in accordance with the formula (6) from Proposition 2.

Like in the case of FNAA of two-dimensional vectors, non-commutative associative multiplication of the 3-dimensional vectors can be defined alternatively with Table 3 that represents transposition of the Table 1. It is easy to see that Table 3 defines the FNAA having the properties very close to the properties of the
considered FNAA of 3-dimensional vectors. Indeed, suppose $V$ and $W$ to be arbitrary 3 -dimensional vectors and $\circ$ and $\star$ to be the vector multiplication operations defined with Table 1 and Table 3 respectively. Then

$$
V \circ W=W \star V
$$

The proof of this fact consists in straightforward using of the definition of the multiplication operation and the indicated two BVMTs.

Table 3: Alternative BVMT defining associative multiplication in the finite vector space of the dimension $m=3$

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mu \mathbf{e}$ | $\mu \mathbf{i}$ | $\mu \mathbf{j}$ |
| $\mathbf{i}$ | $\tau \mathbf{e}$ | $\tau \mathbf{i}$ | $\tau \mathbf{j}$ |
| $\mathbf{j}$ | $\lambda \mathbf{e}$ | $\lambda \mathbf{i}$ | $\lambda \mathbf{j}$ |

## 4. Particular variants of 3-dimensional FNAAs

Except Tables 1 and 3, other particular BVMTs defining 3-dimension FNAAs are possible, which can be attributed to the type of unbalanced BVMTs. If the BVMT is such that while multiplying two input vectors the e-coordinate does not influence the $\mathbf{i}$ - and $\mathbf{j}$-coordinates of the output vector, then the BVMT is called $\mathbf{e}$ unbalanced. Similar definitions can be formulated for $\mathbf{i}$ - and $\mathbf{j}$-unbalanced BVMTs. In such sense the BVMTs presented by Table 1 and 3 can be called balanced. Four different unbalanced BVMTs and formulas for describing local unit elements (leftside $E_{l}$, right-side $E_{r}$, and bi-side $E^{\prime}$ ones) for the vector $V=(a, b, c)$ relating to the FNAAs defined with these BVMTs, are presented bellow.

Table 4: The $\mathbf{j}$-unbalanced BVMT

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mu \mathbf{e}$ | $\mu \mathbf{i}$ | $\mathbf{0}$ |
| $\mathbf{i}$ | $\tau \mathbf{e}$ | $\tau \mathbf{i}$ | $\mathbf{0}$ |
| $\mathbf{j}$ | $\mu \mathbf{j}$ | $\tau \mathbf{j}$ | $\mathbf{0}$ |

Case of Table 4. The set of the left-side local unit elements of the vector $V=(a, b, c)$ such that $\tau \neq 0$ and $\mu a+\tau b \neq 0$, is described as follows:

$$
E_{l}=\left(h, \frac{1-\mu h}{\tau}, \frac{c}{\mu a+\tau b}\right)
$$

where $h=0,1, \ldots, p-1$.
The set of the right-side local units of the vector $V$ is described as follows (where $h=0,1, \ldots, p-1$ ):

$$
E_{r}=\left(\frac{a}{\mu a+\tau b}, \frac{b}{\mu a+\tau b}, h\right)
$$

For the vector $V$ there exists only one local bi-side unit:

$$
E^{\prime}=\left(\frac{a}{\mu a+\tau b}, \frac{b}{\mu a+\tau b}, \frac{c}{\mu a+\tau b}\right) .
$$

Table 5: The e-unbalanced BVMT

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ |
| $\mathbf{i}$ | $\mu \mathbf{e}$ | $\mu \mathbf{i}$ | $\tau \mathbf{i}$ |
| $\mathbf{j}$ | $\tau \mathbf{e}$ | $\mu \mathbf{j}$ | $\tau \mathbf{j}$ |

Case of Table 5. The set of the left-side local units corresponding to the vector $V=(a, b, c)$ such that $\mu b+\tau c \neq 0$, is described by the following formula (where $h=0,1, \ldots, p-1)$ :

$$
E_{l}=\left(h, \frac{b}{\mu b+\tau c}, \frac{c}{\mu b+\tau c}\right)
$$

The set of the right-side local units of the vector $V$ is described by the following formula ( $h=0,1, \ldots, p-1$ ):

$$
E_{r}=\left(\frac{a}{\mu b+\tau c}, h, \frac{1}{\tau}-\frac{\mu}{\tau} h\right)
$$

The single local bi-side unit of the vector $V$ is

$$
E^{\prime}=\left(\frac{a}{\mu b+\tau c}, \frac{b}{\mu b+\tau c}, \frac{c}{\mu b+\tau c}\right) .
$$

Table 6: The i-unbalanced BVMT

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| $\mathbf{i}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ |
| $\mathbf{j}$ | $\mathbf{j}$ | $\mathbf{i}$ | $\mathbf{e}$ |

Case of Table 6. The set of the left-side local units corresponding to the vector $V=(a, b, c)$ such that $a+b \neq 0$, is described by the following formula (where $h=0,1, \ldots, p-1)$ :

$$
E_{l}=(1, h, 0)
$$

There exists only one local right-side unit $E_{r}$ corresponding to the vector $V=$ $(a, b, c)$, which is equal to the local bi-side unit $E^{\prime}$ :

$$
E_{r}=E^{\prime}=\left(1, \frac{b}{a+b}, 0\right)
$$

Table 7: Alternative i-unbalanced BVMT

| $\circ$ | $\mathbf{e}$ | $\mathbf{i}$ | $\mathbf{j}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}$ | $\mu \mathbf{e}$ | $\mu \mathbf{i}$ | $\tau \mathbf{e}$ |
| $\mathbf{i}$ | $\mu \mathbf{i}$ | $\mathbf{0}$ | $\tau \mathbf{i}$ |
| $\mathbf{j}$ | $\mu \mathbf{j}$ | $\tau \mathbf{i}$ | $\tau \mathbf{j}$ |

Case of Table 7. The set of the right-side local units of the vector $V=(a, b, c)$, where $\tau \neq 0$ and $\mu a+\tau c \neq 0$, is described as follows (where $h=0,1, \ldots, p-1$ ):

$$
E_{l}=\left(h, 0, \frac{1}{\tau}-\frac{\mu}{\tau} h\right)
$$

There exists only one local left-side unit $E_{l}$ for the vector $V$, which is equal to the local bi-side unit $E^{\prime}$ :

$$
E_{r}=E^{\prime}=\left(\frac{a}{\mu a+\tau c}, 0, \frac{c}{\mu a+\tau c}\right) .
$$

We note that Tables 1 and 3 define some new unbalanced BMVTs, when one of structural coefficients is equal to zero. For FNAAs defined with every one of the considered unbalanced BVMTs (see Tables 4 to 7 ) Proposition 1 is not valid. However Proposition 1 is valid for FNAAs defined by unbalanced BVMTs obtained by taking one structural coefficient equal to zero in Tables 1 and 3.

## 5. Discussion and potential application

One of the interesting properties of the investigated FNAAs is mutual associativity of all modifications of the parameterized non-commutative multiplication operation.

In the literature, parameterized commutative multiplication operation for the cases $m=2$ and $m=3$ [5] does not possess such property. Like in BVMTs used
in [4] for defining 2-dimensional FNAAs, each of Tables 1 and 3 represents $m$ repetitions of the sequence of $m$ basis vectors which are written as strings or as columns of the table. Every cell of the given column in Table 1 and every cell of the given row in Table 3 contains the same structural coefficient. In general case coefficients relating to different columns in Table 1 and different rows in Table 3 are different.

It is easy to check that BVMT with such structure defines associative noncommutative multiplication in finite vector space having arbitrary dimension $m$. We have preliminary considered the properties of the FNAA of the vectors having dimensions $m=4,5,6$. Properties of such FNAAs resemble the results described in Sections 2 and 3, including mutual associativity of the modifications of the multiplication operation parameterized with different sets of structural coefficients. Detailed consideration of the cases $m>3$ represents interest for independent research. One can expect that for $m>3$ there are significantly more variants of different BVMT defining associative non-commutative multiplication operation. An example relating to the case $m=4$ is presented in [2], though the modifications of the parameterized multiplication operation of that example are not mutually associative.

The FNAA considered in [2] represents a finite non-commutative ring with (global) bi-side unit. One can expect that in the cases $m \geq 4$, when designing different types of BVMTs, it is possible to construct FNAAs having qualitatively different properties.

During execution of the described research we have performed many different computational experiments to check practically the results of analytic consideration. Only results of computing local bi-side unit elements as an integer power of the corresponding vectors have been presented in the paper, since such computational experiment is more interesting due to its indirect connection with the results of analytic consideration of the systems of linear equations defining properties of the multiplication operation.

In the case of FNAA defined with balanced BVMT described by Table 1 one can remark the following. If some vector $V=(a, b, c)$ satisfies the condition $\mu a+\tau b+\lambda c \neq 0$, then for arbitrary integer $i$ the vector $V^{i}$ can not act as the right zero-divisor relatively all 3 -dimensional vectors, except $(0,0,0)$.

Indeed, assumption $D \circ V^{i}=(0,0,0)$ leads to contradiction with Proposition 4. Therefore the sequence $V, V^{2}, \ldots V^{i}, \ldots$, does not contain the vector $(0,0,0)$ and is periodic. The last leads to conclusion that such sequence contains local bi-side unit element $E^{\prime}$ corresponding to $V$, i.e., for some integer $\omega$ we have $V^{\omega}=E^{\prime}$. Thus, the subset $\left\{V, V^{2}, \ldots V^{\omega}\right\}$ of 3-dimensional vectors represents a cyclic finite group contained in the FNAA.

Mutual associativity of the multiplication modifications represent interest as cryptographic primitive for designing secret key cryptoschemes in which operations are used as key elements.

Regarding the public-key cryptoschemes it is interesting to consider designs based on computational complexity of the hidden conjugacy search problem (that
can be called alternatively the discrete logarithm problem in a hidden cyclic subgroup) in FNAAs of 3-dimensional vectors.

Suppose $W$ to be some vector generating commutative finite multiplicative group having sufficiently large order $\omega$, in which the bi-side local unit element $E^{\prime \prime}$ connected with $W$ is the unit of such group.

One can define the following homomorphism $\varphi_{W, t}$ over the subset of elements $\left\{V_{E^{\prime \prime}}\right\}$ of the FNAA which are described as follows $V_{E^{\prime \prime}}=V \circ E^{\prime \prime}$, where $V$ takes on all values in the FNAA.

Like standard automorphisms $\psi_{U}$ of some finite non-commutative ring, which are described by formula $\psi_{U}(V)=U^{-1} \circ V \circ U$, where $U$ is an invertible element of the ring and $V$ takes on all values in the ring, one can define the homomorphism $\varphi_{W, t}$ as follows:

$$
\varphi_{W, t}\left(V_{E^{\prime \prime}}\right)=W^{\omega-t} \circ V_{E^{\prime \prime}} \circ W^{t} .
$$

To construct public-key cryptoschemes, like that described in [2, 3], one can select some vector $G$ generating a cyclic group (that is a subset of elements of the FNAA) having sufficiently large order $g$, which satisfies the condition $G \circ W \neq$ $W \circ G$ and use the formula

$$
Y=W^{\omega-t} \circ\left(G \circ E^{\prime \prime}\right)^{x} \circ W^{t}
$$

where $Y$ is public key and the pair of numbers $(t, x)$ is private key (the integers $t<\omega$ and $x<\omega$ are to be selected at random).

Suppose $Y_{A}$ and $Y_{B}$ are public keys of the users A and B respectively. Then they are able to generate a common secret key

$$
Z_{A B}=W^{\omega-t_{A}} \circ\left(Y_{B}\right)^{x_{A}} \circ W^{t_{B}}=W^{\omega-t_{B}} \circ\left(Y_{A}\right)^{x_{B}} \circ W^{t_{B}},
$$

where $\left(t_{A}, x_{A}\right)$ and $\left(t_{B}, x_{B}\right)$ are private keys of the users A and B respectively.
It should be noted that the used balanced BVMTs for defining 3-dimensional FNAAs are particular cases of the BVMTs for defining $m$-dimensional FNAAs, which are presented as Tables 8 and 9 , where $\mu_{i} \in G F(p),(i=1,2, \ldots, m)$ are structural coefficients.

Proposition 5. The multiplication of the m-dimensional vectors

$$
V=\left(v_{1}, v_{2}, \ldots, v_{i}, \ldots, v_{m}\right)=v_{1} \mathbf{e}_{1}+v_{2} \mathbf{e}_{2}+\ldots+v_{i} \mathbf{e}_{i}+\ldots+v_{m} \mathbf{e}_{m}
$$

for an arbitrary integer $m \geqslant 2$, defined by Tables 8 and 9, is an associative operation.

Table 8: The BVMT for defining $m$-dimensional FNAA

| $\circ$ | $\mathbf{e}_{\mathbf{1}}$ | $\mathbf{e}_{\mathbf{2}}$ | $\ldots$ | $\mathbf{e}_{\mathbf{m}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{e}_{\mathbf{1}}$ | $\mu_{1} \mathbf{e}_{1}$ | $\mu_{2} \mathbf{e}_{1}$ | $\ldots$ | $\mu_{m} \mathbf{e}_{\mathbf{1}}$ |
| $\mathbf{e}_{\mathbf{2}}$ | $\mu_{1} \mathbf{e}_{2}$ | $\mu_{2} \mathbf{e}_{2}$ | $\ldots$ | $\mu_{m} \mathbf{e}_{\mathbf{2}}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\ldots$ |
| $\mathbf{e}_{\mathbf{m}}$ | $\mu_{1} \mathbf{e}_{m}$ | $\mu_{2} \mathbf{e}_{m}$ | $\cdots$ | $\mu_{m} \mathbf{e}_{m}$ |

Table 9: Alternative BVMT for defining $m$-dimensional FNAA

| $\circ$ | $\mathbf{e}_{\mathbf{1}}$ | $\mathbf{e}_{\mathbf{2}}$ | $\ldots$ | $\mathbf{e}_{m}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{e}_{\mathbf{1}}$ | $\mu_{1} \mathbf{e}_{1}$ | $\mu_{1} \mathbf{e}_{2}$ | $\cdots$ | $\mu_{1} \mathbf{e}_{m}$ |
| $\mathbf{e}_{\mathbf{2}}$ | $\mu_{2} \mathbf{e}_{1}$ | $\mu_{2} \mathbf{e}_{2}$ | $\ldots$ | $\mu_{2} \mathbf{e}_{m}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\cdots$ |
| $\mathbf{e}_{m}$ | $\mu_{m} \mathbf{e}_{1}$ | $\mu_{m} \mathbf{e}_{2}$ | $\cdots$ | $\mu_{m} \mathbf{e}_{m}$ |

To prove the last statement it is sufficient to show that for arbitrary ordered set of three basis vectors $\mathbf{e}_{i}, \mathbf{e}_{j}$ and $\mathbf{e}_{k}$ the following formula holds:

$$
\left(\mathbf{e}_{i} \circ \mathbf{e}_{j}\right) \circ \mathbf{e}_{k}=\mathbf{e}_{i} \circ\left(\mathbf{e}_{j} \circ \mathbf{e}_{k}\right) .
$$

In the case of Table 8 we have

$$
\left(\mathbf{e}_{i} \circ \mathbf{e}_{j}\right) \circ \mathbf{e}_{k}=\left(\mu_{j} \mathbf{e}_{i}\right) \circ \mathbf{e}_{k}=\mu_{j} \mu_{k} \mathbf{e}_{i}
$$

and

$$
\mathbf{e}_{i} \circ\left(\mathbf{e}_{j} \circ \mathbf{e}_{k}\right)=\mathbf{e}_{i} \circ\left(\mu_{k} \mathbf{e}_{j}\right)=\mu_{j} \mu_{k} \mathbf{e}_{i} .
$$

In the case of Table 9 we have

$$
\left(\mathbf{e}_{i} \circ \mathbf{e}_{j}\right) \circ \mathbf{e}_{k}=\left(\mu_{i} \mathbf{e}_{j}\right) \circ \mathbf{e}_{k}=\mu_{i} \mu_{j} \mathbf{e}_{k}
$$

and

$$
\mathbf{e}_{i} \circ\left(\mathbf{e}_{j} \circ \mathbf{e}_{k}\right)=\mathbf{e}_{i} \circ\left(\mu_{j} \mathbf{e}_{k}\right)=\mu_{i} \mu_{j} \mathbf{e}_{k} .
$$

## 5. Conclusion

In the present paper, the 3-dimensional FNAAs are introduced. The used BVMTs define the parameterized non-commutative multiplication operation in finite space of 3 -dimensional vectors. They have sufficiently simple structure and represent particular cases of two general-type BVMTs (see Tables 8 and 9) that can be used for defining FNAAs of arbitrary dimension $m \geqslant 2$.

An interesting feature of the considered FNAAs is existence of different sets of elements that act (on some other sets of elements) as the single-side unit elements. Except the elements that are square roots of zero, to every element $W$ of the FNAAs corresponds one two-side unit $E_{W}^{\prime \prime}$. Usually, to different elements correspond different two-side units and therefore the lasts are called local.

For the given local unit $E_{W}^{\prime \prime}$ over the subset $\left\{V \circ E_{W}^{\prime \prime}\right\}$ a homomorphism can be defined and used for constructing public-key cryptoschemes based on computational difficulty of the discrete logarithm problem in a hidden cyclic group of the FNAAs.

Future research in the context of the concerned topic is connected with study of the $m$-dimensional FNAAs for the cases $m \geqslant 4$, which are defined by Tables 8 and 9. It is also interesting to consider other variants of BVMTs for defining 3-dimensional FNAAs and to investigate the properties of the lasts.
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# Torsion-unitary Cayley graph of an R-module as a functor 

Ali Ramin and Ahmad Abbasi


#### Abstract

Let $R$ be a commutative ring with $1 \neq 0$ and $U(R)$ be the set of unit elements. Let $M$ be an R-module and $T(M)$ the set of torsion elements. In this paper, we introduce and investigate the torsion-unitary Cayley graph of $M$, denoted by $\Upsilon_{R}(M)$. It is a simple graph with vertex set $M \times R$, and two elements $(m, r),(n, s) \in M \times R$ are adjacent if and only if $(m, r)-(n, s) \in T(M) \times U(R)$. We observe that $\Upsilon_{R}(-)$ acts as a functor on the category of modules. We also introduce the exact sequence of Cayley graphs and determine the properties of functor $\Upsilon_{R}(-)$.


## 1. Introduction

The Cayley graph introduced by Arthur Cayley in 1878 is a useful tool for connection between group theory and the theory of algebraic graphs. Let $G$ be an abelian additive group, $C$ be a subset of $G$. Whenever $0 \notin C$ and $-C=\{-c \mid c \in C\} \subseteq C$, then the Cayley graph $\operatorname{Cay}(G, C)$ is the graph with vertex set $G$ and edge set $\{\{a, b\} \mid a-b \in C\}$. The Cayley graphs as a subcategory of category of graphs is denoted by $\mathfrak{C}$. We refer the reader to [8] for general properties of Cayley graphs.

In recent years, for a ring R and $M$ as an R -module, Cayley graphs of the abelian group $(R,+)$ and $(M,+)$ with respect to subsets of $R$ and $M$ have received much attention in the literature. Suppose that $Z(R), U(R), J(R)$ and $N i l(R)$ are the set of zero-divisors, the set of unit elements, the Jacobson radical of $R$ and the ideal of nilpotent elements, respectively. In [4] and [12], the authors obtained some basic properties of $\operatorname{Cay}(R, U(R))$, denoted by $G_{R}$, which is usually called the unitary Cayley graph. Also in [11], D. Kiani and M. Molla Haji Aghaei show that if $G_{R} \cong G_{S}$, then $R / J(R) \cong S / J(S)$ where $R$ and $S$ are finite commutative rings. Moreover, in [13], J. Sato and K. Baba studied the chromatic number of $\operatorname{Cay}(R, Z(R) \backslash\{0\})$. In [14], Shekarriz et al. tried to answer the naturally arising question: Under what conditions on a finite commutative ring $R$, do we have $\tau(R) \cong \operatorname{Cay}(R, Z(R) \backslash\{0\})$ ? where $\tau(R)$ is the total graph defined in [5]. Also G. G. Aalipour and S. Akbari continued to investigate the properties of $\operatorname{Cay}(R, Z(R) \backslash\{0\})$ in [1] and [2]. Let $M$ be an R-module where the collection of prime submodules is non-empty. Let $N_{\Lambda}$ be an arbitrary union of prime
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submodules and $T(M)=\{m \in M \mid r m=0$ for some $0 \neq r \in R\}$ be the set of torsion elements of $M$. Also, suppose that $c \in U(R)$ such that $c^{-1}=c$. In [3], we define the extended total graph of $M$ as a simple graph $T \Gamma_{c}\left(M, N_{\Lambda}\right)$ with vertex set $M$, and two distinct elements $x, y \in M$ are adjacent if and only if $x+c y \in N_{\Lambda}$ and study some graph theoretic results of it. Also In [6], the authors show that if $M \neq T(M)$, then $T(M)$ is a union of prime submodules of $M$. Hence in [3], we investigate some properties of $T \Gamma_{-1}(M, T(M))=\operatorname{Cay}(M, T(M) \backslash\{0\})$ too. These provide a motivation to introduce a graph over an R-module as a functor from category of modules to subcategory of graphs.

In this paper, we introduce the torsion-unitary Cayley graph of $M$, denoted by $\Upsilon_{R}(M)$. It is a simple graph with vertex set $M \times R$, and two elements $(m, r),(n, s) \in M \times R$ are adjacent if and only if $(m, r)-(n, s) \in T(M) \times U(R)$. We show that it acts as a functor over an R-module. Also we introduce two functors, unitary Cayley graph and torsion graph and study some category theoretic properties of them. The motivation is based the fact that any ring homomorphism and R-module homomorphism preserves the unit elements and the torsion elements, respectively. Of course, any ring homomorphism preserves idempotent and nilpotent elements too. But to make a simple graph (without loop), the set of unit elements is used in definition.

In Section 2, we determine some basic properties of $\Upsilon_{R}(M)$. In section 3, the graph $\Upsilon_{R}(M)$ will be studied in finite mode. Also in the end of this section, an example will be provided to demonstrate defects of proof given in [14, Theorem 5.2]. It is not counterexample for [14, Theorem 5.2], which is only indicated counting the number of vertices of a maximal clique of $\tau(R)$ is very complicated in this case (a clique in a graph $G$ is a subset of pairwise adjacent vertices). We also show errors underlying their proof. In the last section, we define the functor $\Upsilon_{R}: \mathfrak{M}_{R} \rightarrow \mathfrak{C}$ with $\Upsilon_{R}(M)=\operatorname{Cay}(M \times R, T(M) \times U(R))$ where $\mathfrak{M}_{R}$ is the R-module category. Let $\phi: M \rightarrow N$ be an R-module homomorphism, then $\Upsilon_{R}(\phi): \Upsilon_{R}(M) \rightarrow \Upsilon_{R}(N)$ given by $\Upsilon_{R}(\phi)((m, r))=(\phi(m), r)$ is a homomorphism of graphs. Also let $\mathfrak{R}$ be the category of ring and let $T \Gamma_{R}(M)$ be $\operatorname{Cay}(M, T(M) \backslash\{0\})$ with loop on all vertices. Then $\Upsilon^{u}: \mathfrak{R} \rightarrow \mathfrak{C}$ and $\Upsilon^{t}: \mathfrak{M}_{R} \rightarrow \mathfrak{C}$ are functors, with $\Upsilon^{u}(R)=G_{R}$ and $\Upsilon^{t}(M)=T \Gamma_{R}(M)$ respectively. In this section, we investigate the properties of these functors and introduce an exact sequence of cayley graphs.

Throughout this article, all rings are assumed to be commutative with nonzero identity. Let $R$ be an Artinian ring, the structure theorem [7, Theorem 8.7] implies that $R \cong R_{1} \times \ldots \times R_{t}$, where each $R_{i}$ is a local ring with maximal ideal $\mathfrak{m}_{\mathfrak{i}}$; this decomposition is unique up to permutation of factors. We denote by $k_{i}$ the residue field $R_{i} / \mathfrak{m}_{\mathfrak{i}}$ and $f_{i}=\left|k_{i}\right|$. We also assume (after appropriate permutation of factors) that $f_{1} \leqslant f_{2} \leqslant \ldots \leqslant f_{t}$. As usual, $\mathbb{Z}, \mathbb{Q}, \mathbb{Z}_{n}$, and $\mathbb{F}_{q}$ will denote the integers, rational numbers, integers modulo $n$, and the finite field with $q$ elements, respectively. $R$ is reduced if $\operatorname{Nil}(R)=\{0\}$. For more notations, we refer the reader to [7].

Let $G$ be a graph with the vertex set $V(G)$. A graph $G$ is totally disconnected if no two vertices of $G$ are adjacent. The complement of $G$ is denoted by $\bar{G}$.

For vertices $x$ and $y$ of $G$, the length of a shortest path from $x$ to $y$ is denoted by $d_{G}(x, y)\left(d_{G}(x, x)=0\right.$ and $d_{G}(x, y)=\infty$ if there is no such path). The diameter of $G$ is $\operatorname{diam}(G)=\sup \left\{d_{G}(x, y) \mid x\right.$ and $y$ are vertices of $\left.G\right\}$. The girth of $G$, denoted by $\operatorname{gr}(G)$, is the length of a shortest cycle in $G(\operatorname{gr}(G)=\infty$ if $G$ contains no cycles). The complete graph on $n$ vertices is denoted by $K_{n}$. A graph $G$ is called bipartite if its vertex set can be represented as the union of two disjoint sets $V_{1}$ and $V_{2}$, such that every edge of $G$ connects an element of $V_{1}$ with one of $V_{2}$. We call $V_{1}$, $V_{2}$ a bipartition of $V(G)$. The union of two simple graphs (with loop) $G$ and $H$ is the graph $G \cup H$ with the vertex set $V(G) \cup V(H)$ and the edge set $E(G) \cup E(H)$. Also $\bigcup_{i=1}^{t} G$ is denoted by $t G$. Let $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ be a partition of the vertex set of $G$ into non-empty classes. The quotient $G / \mathcal{P}$ of $G$ by $\mathcal{P}$ is the graph whose vertices are the sets $V_{1}, \ldots, V_{k}$ and whose edges are the pairs $\left[V_{i}, V_{j}\right]$ such that there are $u_{i} \in V_{i}, u_{j} \in V_{j}$ with $\left[u_{i}, u_{j}\right] \in E(G)$. The mapping $\pi_{\mathcal{P}}: V(G) \rightarrow V(G / \mathcal{P})$ defined by $\pi_{\mathcal{P}}(u)=V_{i}$ such that $u \in V_{i}$, is the natural map for $\mathcal{P}$. Quotients often provide a way of deriving the structure of an object from the structure of a larger one. Observe that $\pi_{\mathcal{P}}$ is a homomorphism and it is automatically faithful. If $\varphi$ is a homomorphism of graph from $X$ to $Y$, then the preimages $\varphi^{-1}(y)$ of each vertex $y$ in $Y$ are called the fibres of $\varphi$. The fibres of $\varphi$ determine a partition $\mathcal{K}_{\varphi}$ of $V(X)$ called the kernel of $\varphi$. If $Y$ has no loops, then the kernel is a partition into independent sets. Given a graph $X$ together with a partition $\mathcal{K}_{\varphi}$ of $V(X)$, define a graph $X / \mathcal{K}_{\varphi}$ with vertex set the cells of $\mathcal{K}_{\varphi}$ and with an edge between two cells if there is an edge of $X$ with an endpoint in each cell (and a loop if there is an edge within a cell). The set of finite simple graphs, denoted by $\Theta$. A graph with loop on all vertices, denoted by $G^{\circ}$. The set of finite simple graphs in which loops are admitted is denoted by $\Theta^{\circ}$. The categorical product of $G$ and $H$ is the graph, denoted by $G \times H$, and vertex set $V(G) \times V(H)$, such that vertices $(g, h)$ and $\left(g^{\prime}, h^{\prime}\right)$ are adjacent precisely if $g g^{\prime} \in E(G)$ and $h h^{\prime} \in E(H)$. Other names for the categorical product that have appeared in the literature are tensor product, Kronecker product or direct product. We know that the categorical product is commutative and associative. Let $G_{1}$ and $G_{2}$ be graphs. Also let $G$ be a subgraph of $G_{1}$ and $V \subseteq V\left(G_{2}\right)$ be the set of disjoint vertices, then $G \times V$ is denoted by $G^{V}$.

## 2. Torsion-unitary Cayley graph

In this section, we define the torsion-unitary Cayley graph of $M$ and we obtain some its basic properties and categorical product. Also, the relationship between the torsion-unitary Cayley graph and the unitary Cayley graph will be expressed.

Definition 2.1. Let $R$ be a commutative ring with nonzero identity and $M$ be an R-module. The torsion-unitary Cayley graph of $M$ is a simple graph with vertex set $M \times R$, and two elements $(m, r),(n, s) \in M \times R$ are adjacent if and only if $(m, r)-(n, s) \in T(M) \times U(R)$. This graph is denoted by $\Upsilon_{R}(M)$.

Definition 2.2. Let $R$ be a commutative ring with nonzero identity and $M$ be an R-module. The torsion graph of $M$, denoted by $T \Gamma_{R}(M)$, is the graph, whose vertex set is $M$, and in which $\{m, n\}$ is an edge if and only if $m-n \in T(M)$ (i.e., $\left.T \Gamma_{R}(M) \cong \operatorname{Cay}(M, T(M) \backslash\{0\})^{\circ}\right)$.

In what follows, the some properties of categorical product is recalled.
Remark 2.3. Let $K_{1}^{\circ} \in \Theta^{\circ}$ denote the graph with exactly one vertex, on which there is a loop. Observe that $K_{1}^{\circ} \times G \cong G$ for any $G \in \Theta^{\circ}$. Therefore, under the operations $\times$ and + , the set $\Theta^{\circ}$ is a commutative semiring with unit $K_{1}^{\circ}$. Also if $G$ has no loop at $g$, then $H^{\{g\}}$ is totally disconnected; whereas if $G$ has a loop at $g$, then $H^{\{g\}}$ is isomorphic to $H$. Let $G=G_{1} \times G_{2} \times \cdots \times G_{k}=\prod_{i=1}^{k} G_{i}$. By simple rewording of the definitions, each projection $p_{i}: G \rightarrow G_{i}$ is a homomorphism. Furthermore, given a graph $H$ and a collection of homomorphisms $\varphi_{i}: H \rightarrow G_{i}$, for $1 \leqslant i \leqslant k$, observe that the map $\varphi: x \mapsto\left(\varphi_{1}(x), \varphi_{2}(x), \ldots, \varphi_{k}(x)\right)$ is a homomorphism $H \rightarrow G$. From the two facts just mentioned, we see that every homomorphism $\varphi: H \rightarrow G$ has the form $\varphi: x \mapsto\left(\varphi_{1}(x), \varphi_{2}(x), \ldots, \varphi_{k}(x)\right)$, for homomorphisms $\varphi_{i}: H \rightarrow G_{i}$, where $\varphi_{i}=p_{i} \varphi$. Clearly $\varphi$ is uniquely determined by the $p_{i}$ and $\varphi_{i}$.

Proposition 2.4. [9, Proposition 5.7] Suppose $(g, h)$ and $\left(g^{\prime}, h^{\prime}\right)$ are vertices of a categorical product $G \times H$, and $n$ is an integer for which $G$ has a $g$, $g^{\prime}$-walk of length $n$ and $H$ has an $h, h^{\prime}$-walk of length $n$. Then $G \times H$ has a walk of length $n$ from $(g, h)$ to $\left(g^{\prime}, h^{\prime}\right)$. The smallest such $n$ (if it exists) equals $d_{G \times H}\left((g, h),\left(g^{\prime}, h^{\prime}\right)\right)$. If no such $n$ exists, then $d_{G \times H}\left((g, h),\left(g^{\prime}, h^{\prime}\right)\right)=\infty$.

Proposition 2.5. [9, Proposition 5.8] Suppose $x$ and $y$ are vertices of $G=$ $G_{1} \times G_{2} \times \cdots \times G_{k}$. Then $d_{G}(x, y)=\min \left\{n \in \mathbb{N} \mid\right.$ each factor $G_{i}$ has a walk of length $n$ from $p_{i}(x)$ to $\left.p_{i}(y)\right\}$, where it is understood that $d_{G}(x, y)=\infty$ if no such $n$ exists.

Theorem 2.6. (Weichsel's Theorem, [9, Theorem 5.9]) Suppose $G$ and $H$ are connected nontrivial graphs in $\Theta^{\circ}$. If at least one of $G$ or $H$ has an odd cycle, then $G \times H$ is connected.

In view of the above theorem, we have the following corollary.
Corollary 2.7. A categorical product of connected nontrivial graphs is connected if and only if at most one of the factors is bipartite.

Remark 2.8. (1). $\Upsilon_{R}(M) \cong T \Gamma_{R}(M) \times G_{R}$. Since every vertex $m \in T \Gamma_{R}(M)$ has a loop, every $G_{R}^{\{m\}}$ is isomorphic to $G_{R}$, also since every vertex $r \in G_{R}$ has no loop, every $T \Gamma_{R}(M)^{\{r\}}$ is totally disconnected.
(2). Let $R$ be an Artinian ring and suppose that $f_{1}=2$, then $G_{R}$ is a bipartite graph. Note that $G_{R}=\prod G_{R_{i}}$.

Theorem 2.9. $G_{R}$ is a bipartite graph if and only if $\Upsilon_{R}(M)$ is a bipartite graph.

Proof. Suppose that $G_{R}$ is bipartite. Let $V_{1}$ and $V_{2}$ be bipartition of $V\left(G_{R}\right)$, then $T \Gamma_{R}(M)^{V_{1}}$ and $T \Gamma_{R}(M)^{V_{2}}$ are bipartition of $V\left(\Upsilon_{R}(M)\right)$. Therefore $\Upsilon_{R}(M)$ is bipartite. Conversely, if $G_{R}$ is not bipartite, then it has an odd cycle namely $O$. Hence $O^{\{m\}}$ is an odd cycle in $\Upsilon_{R}(M)$, since $m$ has a loop in $T \Gamma_{R}(M)$, a contradiction. Therefore $G_{R}$ is a bipartite graph.

Proposition 2.10. Let $R$ be a commutative ring with identity and let $T(M) \neq$ $\{0\}$, then $\operatorname{gr}\left(\Upsilon_{R}(M)\right) \leq 4$. In particular, if $T(M)=\{0\}$, then $\Upsilon_{R}(M)$ is the union of $|M|$ disjoint $G_{R}$ 's, and $\operatorname{gr}\left(\Upsilon_{R}(M)\right)=\operatorname{gr}\left(G_{R}\right)$.

Proof. $G_{R}$ is not totally disconnected, also since $T(M) \neq\{0\}, \Upsilon_{R}(M)$ is not totally disconnected too. Since $K_{2}^{\circ} \times K_{2}$ is a cycle of length four, $\operatorname{gr}\left(\Upsilon_{R}(M)\right) \leqslant 4$. In particular, if $T(M)=\{0\}$, then $\Upsilon_{R}(M) \cong \bigcup_{M} K_{1}^{\circ} \times G_{R} \cong \bigcup_{M} G_{R}$ and it is clear that $\operatorname{gr}\left(\Upsilon_{R}(M)\right)=\operatorname{gr}\left(G_{R}\right)$.

By Remark 2.3, $G_{R}^{\{m\}}$ is isomorphic to $G_{R}$ for all $m \in M$. Therefore we have the following corollary in the light of Proposition 2.4.
Corollary 2.11. $\operatorname{gr}\left(\Upsilon_{R}(M)\right) \leqslant \operatorname{gr}\left(G_{R}\right)$. In particular, $\operatorname{gr}\left(\Upsilon_{R}(M)\right)=3$ if and only if $\operatorname{gr}\left(G_{R}\right)=3$. Moreover $\operatorname{gr}\left(\Upsilon_{R}(M)\right)=4$, if $\operatorname{gr}\left(G_{R}\right)=4$.

Lemma 2.12. [8, Lemma 3.7.4] $C a y(G, C)$ is connected if and only if $C$ is a generating set for $G$.

Remark 2.13. Let $\mathcal{G}_{\mathcal{R}}=\left\{V_{1}\left(G_{R}\right), \ldots, V_{k}\left(G_{R}\right)\right\}$ be a partition of the vertex set of $\Upsilon_{R}(M)$ where $V_{i}\left(G_{R}\right)=m_{i} \times R$ for $m_{i} \in M$ and $|M|=k$ ( $k$ can be infinite). Since $m_{i}$ has a loop in $T \Gamma_{R}(M), G_{R}{ }^{\left\{m_{i}\right\}} \cong G_{R}$ by Remark 2.3. Hence the vertices $V_{i}\left(G_{R}\right), V_{j}\left(G_{R}\right) \in \Upsilon_{R}(M) / \mathcal{G}_{\mathcal{R}}$ are adjacent if and only if the vertices $m_{i}, m_{j} \in T \Gamma_{R}(M)$ are adjacent since $\left(m_{i}, 0\right) \in V_{i}\left(G_{R}\right)$ and $\left(m_{j}, 1\right) \in$ $V_{j}\left(G_{R}\right)$ are adjacent in $\Upsilon_{R}(M)$ if and only if $m_{i}-m_{j} \in T(M)$. Therefore, $\Upsilon_{R}(M) / \mathcal{G}_{\mathcal{R}} \cong T \Gamma_{R}(M)$.

As usual, if $A \subseteq M$, then $<A>$ denotes the $\mathbb{Z}$-submodule of $M$ generated by A.

Theorem 2.14. Let $R$ be a commutative ring and $M$ an $R$-module. Then $\Upsilon_{R}(M)$ is connected if and only if $M=<T(M)>$ and $R=<U(R)>$.

Proof. Let $\Upsilon_{R}(M)$ be connected. By Lemma 2.12, $M \times R=<T(M) \times U(R)>$ and so $M=<T(M)>$ and $R=<U(R)>$. Conversely, suppose that $M=<T(M)>$ and $R=<U(R)>$. By Lemma 2.12, $G_{R}$ is connected and also $T \Gamma_{R}(M)$ is connected with loops. Consider $G_{R}{ }^{\left\{m_{i}\right\}}$ for some $m_{i} \in M$, then $G_{R}{ }^{\left\{m_{i}\right\}} \cong G_{R}$ by Remark 2.3. Hence there is a path in $\Upsilon_{R}(M)$ from $\left(m_{i}, r\right)$ to $\left(m_{i}, r^{\prime}\right)$ for $r, r^{\prime} \in R$ since $G_{R}$ is connected. Also since $T \Gamma_{R}(M)$ is connected, there is a path in $\Upsilon_{R}(M) / \mathcal{G}_{\mathcal{R}}$ from $V_{i}\left(G_{R}\right)$ to $V_{j}\left(G_{R}\right)$ for every $m_{j} \in M$ by the above remark. Therefore there is a path from $\left(m_{i}, r\right)$ to $\left(m_{j}, r^{\prime}\right)$ and $\Upsilon_{R}(M)$ is a connected graph.

As an applications of the algebraic graph theory in modules theory, the following corollary hold by Lemma 2.12 and the above theorem.

Corollary 2.15. Let $M$ be an $R$-module, then $M \times R=<T(M) \times U(R)>$ if and only if $M=<T(M)>$ and $R=<U(R)>$.

Theorem 2.16. Let $R$ be a commutative ring and $M$ an $R$-module. Suppose that $\Upsilon_{R}(M)$ is a connected graph (i.e., $M \times R=<T(M) \times U(R)>$ ). If there is $k$ which is a greatest integer $i$ such that $m=n_{1}+n_{2}+\cdots+n_{i}$ where, $m \in M \times R$ and $n_{1}, \ldots, n_{i} \in T(M) \times U(R)$ with $n_{1}+n_{2}+\cdots+n_{i}$ is a shortest representation of $m$, then $\operatorname{diam}\left(\Upsilon_{R}(M)\right)=k$. Otherwise, $\operatorname{diam}\left(\Upsilon_{R}(M)\right)=\infty$. Moreover, if $\Upsilon_{R}(M)$ is a connected graph, then $\operatorname{diam}\left(\Upsilon_{R}(M)\right)=d_{M \times R}(0, m)$.

Proof. The proof is similar to the proof of [3, Theorem 14].
Remark 2.17. Let $u \in U(R)$ and $j \in J(R)$, then $u+j \in U(R)$. Hence, whenever $x$ and $y$ are adjacent vertices in $G_{R}$, then every element of $x+J(R)$ is adjacent to every element of $y+J(R)$. Moreover, $x+\mathfrak{m}$ is a totally disconnected subgraph of $G_{R}$ where $\mathfrak{m}$ is a maximal ideal. Therefore $\bigcup_{m \in M}(x+\mathfrak{m})^{\{m\}}$ is a totally disconnected subgraph of $\Upsilon_{R}(M)$. Also, suppose that $M \neq T(M)$ and $\left\{N_{\lambda}\right\}_{\lambda \in \Omega}$ is the set of all prime submodules of $M$. We know that $T(M)=\bigcup_{\lambda \in \Lambda} N_{\lambda}$ for $\Lambda \subseteq \Omega$ as shown in [6]. Let $N^{\Lambda}=\bigcap_{\lambda \in \Lambda} N_{\lambda}$, then every element of $m+N^{\Lambda}$ is adjacent to every element of $n+N^{\Lambda}$ if $m$ and $n$ are adjacent vertices in $T \Gamma_{R}(M)$. Furthermore, $m+N_{\lambda}$ is a clique with loop in $T \Gamma_{R}(M)$, where $\lambda \in \Lambda$.

Lemma 2.18. Let $R$ be a commutative ring and $M$ be an $R$-module. Then :
(i) $\Upsilon_{R}(M)$ is complete graph if and only if $M=0$ and $R$ is a field,
(ii) $\Upsilon_{R}(M)$ is vertex transitive,
(iii) $\Upsilon_{R}(M)$ is a regular graph of degree $|T(M)| \times|U(R)|$ with isomorphic components.

Proof. Let $\Upsilon_{R}(M)$ is complete graph. Then $M=0$ since $(m, r)$ and $(n, r)$ are not adjacent for every $m, n \in M$ and $r \in R$. Also $R$ is a field since if there exists a nonunit $x \neq 0$ in $R$, then $(m, 0)$ and ( $n, x$ ) are not adjacent. Part (ii) holds for every Cayley graph of a group. To prove the last part, note that under an automorphism of graph $G$, any component of $G$ is isomorphically mapped to another component. Since $\Upsilon_{R}(M)$ is vertex-transitive, we conclude that the components of $\Upsilon_{R}(M)$ are isomorphic and so part (iii) is proved.

## 3. The case when $M$ and $R$ are finite

In this section, all graphs considered to be finite. It is natural to seek the conditions under which $A \times C \cong B \times C$ implies $A \cong B$. We call this the cancellation problem
for the categorical product. In general, cancellation for the categorical product fails dramatically. If $C$ is any bipartite graph, then there are always non-isomorphic graphs $A$ and $B$ for which $A \times C \cong B \times C$. Indeed, just take $A=K_{2}$ and $B=2 K_{1}^{\circ}$ (two loops), then $A \times C \cong 2 C \cong B \times C$. But we say that cancellation holds for the torsion-unitary Cayley graphs in this section. Finally, we examine the validity of the proof of Theorem 5.2 in [14].

Remark 3.1. Let $R$ be a finite commutative ring, then $\Upsilon_{R}(R)={\overline{G_{R}}}^{\circ} \times G_{R}$ since $R$ is an union of zero divisor and unit elements. Therefore if $G_{R} \cong G_{S}$, then $\Upsilon_{R}(R) \cong \Upsilon_{S}(S)$.

Corollary 3.2. Let $R$ be a finite commutative reduced ring and let $S$ be a commutative ring. Then $T \Gamma_{R}(R) \cong T \Gamma_{S}(S)$ if and only if $R \cong S$.

Proof. Let $R$ be a finite commutative ring, then ${\overline{G_{R}}}^{\circ} \cong T \Gamma_{R}(R)$. By [11, Corollary 5.4], $R \cong S$ if and only if $T \Gamma_{R}(R) \cong T \Gamma_{S}(S)$.

Theorem 3.3. Suppose that $R$ and $S$ are commutative ring and let $M$ be an $R$ -S-bimodule. Then $\Upsilon_{S}(M) \cong \Upsilon_{R}(M)$ if and only if $G_{S} \cong G_{R}$ where $\Upsilon_{S}(M) \in \Theta$.

Proof. It is clear by [9, Proposition 9.6].
Corollary 3.4. Suppose that $R$ and $S$ are commutative reduced ring. let $M$ be an $R$-S-bimodule such that $\Upsilon_{R}(M) \in \Theta$. Then $\Upsilon_{S}(M) \cong \Upsilon_{R}(M)$ if and only if $R \cong S$.

Proof. This follow directly from [11, Corollary 5.4] and the above theorem.
Theorem 3.5. Suppose that there is a ring homomorphism $\psi: S \rightarrow R$ and $\Upsilon_{R}(M), \Upsilon_{S}(M) \in \Theta$. Also let $M$ and $N$ be $R$-modules. If $\Upsilon_{R}(M) \cong \Upsilon_{R}(N)$, then $\Upsilon_{S}(M) \cong \Upsilon_{S}(N)$.

Proof. It is clear by [9, Proposition 9.9].
By Theorem 2.9 and [9, Proposition 9.10], if $\Upsilon_{R}(M) \in \Theta$ and it has an odd cycle, then $\Upsilon_{R}(M) \cong \Upsilon_{R}(N)$ if and only if $T \Gamma_{R}(M) \cong T \Gamma_{R}(N)$. Also by Lemma 2.18(iii), if $M$ is a torsion or torsion-free module, then $\Upsilon_{R}(M) \cong \Upsilon_{R}(N)$ if and only if $T \Gamma_{R}(M) \cong T \Gamma_{R}(N)$ since $T \Gamma_{R}(M)$ and $T \Gamma_{R}(N)$ have loop on all vertices and minimum and maximum degree of $T \Gamma_{R}(M)$ and $T \Gamma_{R}(N)$ equal two and $|T(M)|+1$ respectively (a loop is incident to only one vertex, when measuring the degree of such a vertex, the loop is counted twice). By the following theorem, the condition that $\Upsilon_{R}(M)$ has an odd cycle can be omitted.

Theorem 3.6. Let $M$ and $N$ be $R$-modules and let $\Upsilon_{R}(M) \in \Theta$, then

$$
\Upsilon_{R}(M) \cong \Upsilon_{R}(N) \text { if and only if } T \Gamma_{R}(M) \cong T \Gamma_{R}(N)
$$

Proof. Suppose that $\Upsilon_{R}(M) \cong \Upsilon_{R}(N)$. Since $\Upsilon_{R}(M)=T \Gamma_{R}(M) \times G_{R}$ and $\Upsilon_{R}(N)=T \Gamma_{R}(N) \times G_{R},|T(M)|=|T(N)|$ by Lemma 2.18(iii). Hence

$$
T \Gamma_{R}(M) \times G_{R} / \mathcal{G}_{\mathcal{R}} \cong T \Gamma_{R}(N) \times G_{R} / \mathcal{G}_{\mathcal{R}}
$$

where $\mathcal{G}_{\mathcal{R}}$ is as mentioned in Remark 2.13. Therefore $T \Gamma_{R}(M) \cong T \Gamma_{R}(N)$ by Remark 2.13.

Also, by the similar proof, the following corollary is obtained in the cancellation for the categorical product.

Corollary 3.7. Let $A, B, C \in \Theta^{\circ}$. Suppose that $A$ and $B$ have loop on all vertices and $C$ has at least one edge. Then $A \times C \cong B \times C$ if and only if $A \cong B$.

Shekarriz et al. answered the isomorphic question in [14, Theorem 5.2]: Let $R$ be a finite commutative ring, then $\tau(R) \cong \operatorname{Cay}(R, Z(R) \backslash\{0\})$ if and only if at least one of the following conditions is true: (a) $R \cong R_{1} \oplus \cdots \oplus R_{k}$, where $k \geq 1$ and each $R_{i}$ is a local ring of an even order; (b) $R \cong R_{1} \oplus \cdots \oplus R_{k}$, where $k \geq 2$ and each $R_{i}$ is a local ring and $f_{1}=2$. But, they have errors in its proof when they conclude $\tau(R) \not \equiv \operatorname{Cay}(R, Z(R) \backslash\{0\}$ ), supposed (a) and (b) do not hold for a finite commutative ring $R$. In the following, an example will be provided to demonstrate defects of proof given in [14, Theorem 5.2], and we investigate the method of proof too. The equivalence class $Z\left(R_{i}\right)+a_{i}$, is denoted by $\left[a_{i}\right]$.

Example 3.8. Let $R=\mathbb{F}_{4} \oplus \mathbb{F}_{4} \oplus \mathbb{Z}_{3}$ and $(1,1,1),(0,0,-1) \in R$, denoted by 1 and $x$, respectively. Then $\tau\left(\mathbb{F}_{4} \oplus \mathbb{F}_{4} \oplus \mathbb{Z}_{3}\right)$ has five maximal cliques, all containing the edge $\{1, x\}$, which are given separately as follows:
(a). Let $c_{1}=\left([1],[0], \mathbb{Z}_{3}\right), c_{2}=\left(\mathbb{F}_{4},[0],[-1]\right)$ and $c_{3}=\left([1], \mathbb{F}_{4},[1]\right)$, then $c_{1} \cup c_{2} \cup c_{3}$ forms a maximal clique, where $\left|c_{1} \cup c_{2} \cup c_{3}\right|=\left|c_{1}\right|+\left|c_{2}\right|+\left|c_{3}\right|-\mid c_{1} \cap$ $c_{2}\left|-\left|c_{1} \cap c_{3}\right|-\left|c_{2} \cap c_{3}\right|+\left|c_{1} \cap c_{2} \cap c_{3}\right|=3+4+4-1-1-0+0=9\right.$.

By permuting the first two components, a new maximal clique will be generated: $\left([0],[1], \mathbb{Z}_{3}\right) \cup\left([0], \mathbb{F}_{4},[-1]\right) \cup\left(\mathbb{F}_{4},[1],[1]\right)$. Since, $|R| / f_{1}=|R| / f_{2}$, these two cliques will be equal in size. Moreover, in these maximal cliques, vertices 1 and $x$ are already counted.
(b). Let $c_{1}=\left([1], \mathbb{F}_{4},[1]\right)$ and $c_{2}=\left([0], \mathbb{F}_{4},[-1]\right)$, then $c_{1} \cup c_{2}$ forms a maximal clique, where $\left|c_{1} \cup c_{2}\right|=\left|c_{1}\right|+\left|c_{2}\right|-\left|c_{1} \cap c_{2}\right|=4+4-0=8$. By permuting the first two components, a new maximal clique will be generated:

$$
\left(\mathbb{F}_{4},[1],[1]\right) \cup\left(\mathbb{F}_{4},[0],[-1]\right)
$$

Since, in this example, $|R| / f_{1}=|R| / f_{2}$, these two cliques will be equal in size. Moreover, in these maximal cliques, vertices 1 and $x$ are already counted.
$(c)$. Let $c_{1}=([1],[0],[0]), c_{2}=([0],[1],[0]), c_{3}=([1],[1],[1])$ and $c_{4}=$ ( $[0],[0],[-1]$ ), then $c_{1} \cup c_{2} \cup c_{3} \cup c_{4}$ forms a clique of maximal size 4 . It should be noted that, the mutual intersection of every pair of $c_{i}$ 's is empty, for $i=1, \ldots, 4$, and vertices 1 and $x$ are already counted.

Remark 3.9. Note that this example is not contra example for [14, Theorem 5.2], this is an example which determines the method of counting the number of vertices of a maximal clique of $\tau(R)$ is not true. Let $R=R_{1} \oplus R_{2} \oplus R_{3}$ where $R_{1}$ and $R_{2}$ are even such that $R_{i} / Z\left(R_{i}\right) \cong \mathbb{F}_{2^{t}}$, for $i=1,2$ and $t \geqslant 2$, and $R_{3}$ is odd. Then the layouts of equivalence classes of maximal cliques containing the edge $\{1, x\}$ are as the above example.

Now, let us return to the main subject concerning the flaws in the proof of [14, Theorem 5.2].

The findings discussed in the proof are well-reasoned until they were going to show that for $i=1, \ldots, k$, the edge $\{1, x\}$ does not belong to a maximal $\left(|R| / f_{i}\right)$ clique in $\tau(R)$. In that proof, it is supposed that $\left\{y_{s} \mid s \in S\right\}$ is a set of elements of $R$ of maximal size which are adjacent to both 1 and $x$ and also to themselves. It is also cited that if $\left\{y_{s} \mid s \in S\right\} \cup\{1, x\}$ forms a clique of maximal size $|R| / f_{i}$, then there must be $1 \leqslant m_{1}<m_{2}<\cdots<m_{q} \leqslant k ; 0 \leqslant q \leqslant k$ such that all $y_{s}$ 's belong to

$$
R_{1} \oplus \cdots \oplus R_{m_{1}-1} \oplus\left[a_{m_{1}}\right] \oplus R_{m_{1}+1} \oplus \cdots \oplus R_{m_{q}-1} \oplus\left[a_{m_{q}}\right] \oplus R_{m_{q}+1} \oplus \cdots \oplus R_{k} .
$$

Now, according to this direct sum and ambiguity in the assumption, $y_{s}$ 's could be chosen in three following ways:
(1) $y_{s}$ 's belong to (1) in which $a_{m_{i}}$ and $m_{i}$ are fixed for all $i=1, \ldots, q$. Based on maximal cliques in the example 3.8(a), 3.8(b) and 3.8(c), $\left\{y_{s} \mid s \in S\right\} \cup\{1, x\}$ is not a maximal clique. It shows that the argument can not be true.
(2) $y_{s}$ 's belong to (1) in which only $m_{i}$ are fixed for all $i=1, \ldots, q$. Now, example 3.8(a) shows that $\left\{y_{s} \mid s \in S\right\} \cup\{1, x\}$ is not a maximal clique.
(3) $y_{s}$ 's belong to (1) in such away $a_{m_{i}}, m_{i}$ and $q$ can vary. Thus $q$ will be replaced with $q_{\lambda}$ in (1), for some $\lambda \in \Lambda$ such that $1 \leqslant q_{\lambda} \leqslant k$, and $y_{S_{\lambda}}=\left\{y_{s} \mid s \in S_{\lambda}\right\}$ 's are contained in the representation (1), where $S_{\lambda} \subseteq S$ such that for all $s \in S_{\lambda}$, the elements of $y_{S_{\lambda}}$ in (1) have a fixed representation (i.e., $m_{i_{\lambda}}$ and $q_{\lambda}$ are fixed). In Example 3.8, $y_{S_{\lambda}}$ is the set of vertices of a clique $c_{i}$. Based on deduction in [14, Theorem 5.2], $q_{\lambda} \neq 1$. If $q_{\lambda} \geqslant 2$, then $\left|y_{S_{\lambda}}\right|=\frac{|R|}{\prod_{i=1}^{q_{\lambda}} f_{m_{i}}}$, and the required number is calculated by $\left|\bigcup y_{S_{\lambda}}\right|$ as in Example 3.8.

The counting method given in [14, Theorem 5.2] implies that the authors have considered either conditions (1) or (2). Moreover, in the proof, where it is supposed that $2 \leqslant q \leqslant k$, if $\left[a_{m_{p}}\right]=\left[-1_{m_{p}}\right]$ and $\left[a_{m_{v}}\right]=\left[-x_{m_{v}}\right]$ for some $v \neq p, 1 \leqslant p \leqslant j$ and $j+1 \leqslant v \leqslant k$, then 1 may belong to $\left\{y_{s} \mid s \in S\right\}$. Correspondingly, if $1 \leqslant v \leqslant j$ and $j+1 \leqslant p \leqslant k$, then $x$ may belong to $\left\{y_{s} \mid s \in S\right\}$. Therefore, it is generally incorrect to add 2 in counting the total number of vertices of maximal cliques.

## 4. Torsion-unitary Cayley functor

In this section, we define torsion-unitary Cayley functor and determine some of its categorical properties.

Definition 4.1. Let $R$ be a commutative ring with nonzero identity and $M$ be an R-module. The functor $\Upsilon_{R}: \mathfrak{M}_{R} \rightarrow \mathfrak{C}$ with $\Upsilon_{R}(M)=\operatorname{Cay}(M \times R, T(M) \times U(R))$ is a covariant functor. It is easily verified that if $\phi: M \rightarrow N$ is an R-module homomorphism, then $\Upsilon_{R}(\phi): \Upsilon_{R}(M) \rightarrow \Upsilon_{R}(N)$ given by $\Upsilon_{R}(\phi)((m, r))=(\phi(m), r)$ is a homomorphism of graph.

Remark 4.2. In general, let $R$ and $S$ be commutative rings, $\psi: S \rightarrow R$ a ring homomorphism. Suppose that $M_{R}$ and $N_{R}$ are R-modules and $\phi: M \rightarrow$ $N$ is an R-module homomorphism. Then $M_{R} \times S$ and $N_{R} \times S$ are S-modules, $\Upsilon_{R}(\underline{\phi}, \underline{\psi}): \Upsilon_{S}\left(M_{R}\right) \rightarrow \Upsilon_{R}\left(N_{R}\right)$ given by $\Upsilon_{S}(\underline{\phi}, \underline{\psi})((m, r))=(\underline{\phi}(m), \underline{\psi}(r))$ is a homomorphism of graph ( $\left(\underline{\phi}, \underline{i d_{R}}\right)$ replace by $(\underline{\phi}, \underline{\psi})$ in the above definition) and the following diagram commutes:

where, $(\longrightarrow)$ denotes S-module homomorphisms, ( $\longrightarrow$ ) denotes homomorphisms of graph and $(\cdots)$ denotes functors.

By Remark 2.3, if $R=M=0$, then $G_{R}=T \Gamma_{R}(M)=K_{1}^{\circ}$. So the followings hold:
(a) Let $M=0$, then $M \times R \cong R, \Upsilon_{R}(M) \cong G_{R}, \Upsilon_{-}(0)$ is a functor from category of rings to unitary Cayley graphs as a subcategory of graphs category, denoted by $\Upsilon^{u}(-)$, and the following diagram commutes:

(b) Let $M$ be an R-module, then $\Upsilon_{0}(-)$ is a functor from $\mathfrak{M}_{R}$ to torsion graphs as a subcategory of category of graphs, denoted by $\Upsilon^{t}(-)$. Note that, in this case, graphs are not simple such that every vertex has a loop.

We say that a functor $F: C \rightarrow D$ preserves a property $\mathfrak{P}$ of a morphism $f$ in $C$ if $F(f)$ in $D$ also has the property $\mathfrak{P}$. We say that $F$ reflects a property $\mathfrak{P}$ if $f$ has $\mathfrak{P}$ in $C$ whenever $F(f)$ has $\mathfrak{P}$ in $D$. Analogous definitions can be made with respect to properties of objects. It is clear that every functor preserves commutative diagrams. A homomorphism from $G$ to $f(G) \subseteq H$ is called a retraction if there exists an injective homomorphism $g$ from $f(G)$ to $G$ such that $f g=i d_{f(G)}$. In this case $f(G)$ is called a retract of $G$, and then $G$ is called a coretract of $f(G)$ while $g$ is called a coretraction. According to the definition of the functor $\Upsilon$, we have the following corollary.

Corollary 4.3. The functor $\Upsilon$ preserves and reflects injective mappings and surjective mappings. It preserves retractions and coretractions.

A homomorphism $\varphi: G \rightarrow H$ is called faithful if $\varphi(G)$ is an induced subgraph of $H$. It will be called full if $\left\{g, g^{\prime}\right\} \in E(G)$ if and only if $\left\{\varphi(g), \varphi\left(g^{\prime}\right)\right\} \in E(H)$. Let $G$ be a simple graph and $\varphi$ a full homomorphism, then $\varphi^{-1}(h) \cup \varphi^{-1}\left(h^{\prime}\right)$ induces a complete bipartite graph whenever $\left\{h, h^{\prime}\right\} \in E(H)$.

Corollary 4.4. Let $S$ be a commutative ring and $M$ be an $R$-module. Suppose that $\psi^{\prime}: S \rightarrow S / J(S)$ and $\phi^{\prime}: M \rightarrow M / N^{\Lambda}$ are the canonical homomorphism, where $N^{\Lambda}$ is as mentioned in Remark 2.17. Then $\Upsilon^{u}\left(\psi^{\prime}\right)$ and $\Upsilon^{t}\left(\phi^{\prime}\right)$ are full homomorphism of graph.

Let $m^{\prime} \in T(M)$, then $\sigma_{m^{\prime}}: G_{R} \rightarrow T \Gamma_{R}(M)$ given by $\underline{\sigma_{m^{\prime}}}(r)=r m^{\prime}$ is a homomorphism since $\operatorname{Im}\left(\underline{\sigma_{m^{\prime}}}\right)$ is a complete graph with loop.

Proposition 4.5. Let $m \in M \backslash T(M)$ such that $U(R)=R \backslash(T(M): m)$, then $\phi_{m}: G_{R} \rightarrow \overline{T \Gamma_{R}(M)}$ given by $\phi_{m}(r)=r m$ is a full homomorphism. In partic$\overline{u l a r}$, if $R$ is a finite commutative ring, then $\phi_{m}$ is a full homomorphism for all $m \in M \backslash T(M)$.

Proof. It is clear that $\phi_{m}$ is a homomorphism of graphs. Suppose that $\left\{r_{1} m, r_{2} m\right\}$ is an edge in $\overline{T \Gamma_{R}(M)}$ for some $r_{1}, r_{2} \in R$, then $u=r_{2}-r_{1} \in U(R)$ since $u m \in T(M)$ if and only if $u \in R \backslash U(R)=(T(M): m)$ for $m \in M \backslash T(M)$. Therefore $\phi_{m}$ is full. For the "in particular" statement, suppose that $R$ is finite. Hence $U(\overline{R)}=R \backslash(T(M): m)$ for all $m \in M \backslash T(M)$ since every regular element of a finite commutative ring is a unit.

Remark 4.6. In Remark $4.2, \psi$ is a faithful homomorphism if and only if $\psi^{-1}(\psi(s)) \cap$ $U(S) \neq \varnothing$ for all $\psi(s) \in U(R) \overline{\text { b }}$ ecause if $\left\{\psi\left(s_{1}\right), \psi\left(s_{2}\right)\right\}$ is an edge in $G_{R}$ for some $s_{1}, s_{2} \in S$, then $\left(s_{2}+k_{2}\right)-\left(s_{1}+k_{1}\right) \in U \overline{(S)}$ for some $k_{1}, k_{2} \in \operatorname{Ker}(\psi)$. According to the same reason, $\phi$ is a faithful homomorphism if and only if $\phi^{-1}(\phi(s)) \cap$ $T(M) \neq \varnothing$ for all $\phi(s) \bar{\in} T(N)$. Also, $\underline{\psi}$ is a full homomorphism if and only if $\psi^{-1}(\psi(s)) \subseteq U(S)$ for all $\psi(s) \in U(R)$ because if $\psi(s) \in U(R)$, then $\{\psi(s), \psi(0)\}$ is a edge in $G_{R}$ and so $s-0 \in U(S)$ since $\underline{\psi}$ is a full homomorphism. According to the same reason, $\underline{\phi}$ is a full homomorphism if and only if $\phi^{-1}(\phi(m)) \subseteq T(M)$
for every $\phi(m) \in T(N)$. Moreover, the homomorphism $(\underline{\phi}, \underline{\psi})$ is faithful (full) if and only if each of $\underline{\phi}$ and $\underline{\psi}$ is faithful (full).
Proposition 4.7. Let $\psi: S \rightarrow R$ be a ring homomorphism such that the induced map $\operatorname{Spec}(R) \rightarrow \operatorname{Spec}(S)$ is surjective. Then $\underline{\psi}: G_{S} \rightarrow G_{R}$ is a full homomorphism.
Proof. Let $\psi(x)$ is an unit, then $\psi(x) \notin \mathfrak{q}$ for all $\mathfrak{q} \in \operatorname{Spec}(R)$. Hence $x \notin \psi^{-1}(\mathfrak{q})$ for all $\mathfrak{q} \in \operatorname{Spec}(R)$. Since induced map is surjective, $x$ is an unit and $\psi$ is full homomorphism by the above remark.

Theorem 4.8. In Remark 4.2, $\underline{\psi}$ is a surjective full homomorphism of graph if and only if $\psi$ is surjective and $\overline{\operatorname{Ke}} r(\psi) \subseteq J(S)$. In particular, if $\psi$ is a surjective ring homomorphism and $S$ is a local commutative ring, then $\psi$ is a full surjective homomorphism.

Proof. Suppose that $\psi$ is full. Hence, $\psi^{-1}(\psi(s)) \subseteq U(S)$ for all $\psi(s) \in U(R)$ by Remark 4.6. Let $s \in \bar{K} e r(\psi)$. Then $\psi\left(1+s s^{\prime}\right)=1$ for all $s^{\prime} \in S$, hence $1+s s^{\prime}$ has inverse and it follows that $s \in J(S)$. Therefore $\operatorname{Ker}(\psi) \subseteq J(S)$ and $\psi$ is a surjective ring homomorphism by Corollary 4.3. Conversely, let $\psi(s) \in U(R)$, then there is $s^{\prime} \in S$ such that $\left(s^{\prime}+\operatorname{Ker}(\psi)\right)(s+\operatorname{Ker}(\psi))=1+\operatorname{Ker}(\psi)$ since $S / \operatorname{Ker}(\psi) \cong R$. Hence $s s^{\prime}-1 \in \operatorname{Ker}(\psi)$ and so $\left(s s^{\prime}-1\right) \in J(S)$ since $\operatorname{Ker}(\psi) \subseteq J(S)$. Therefore $s s^{\prime} \in U(S)$ and so $s \in U(S)$ since $1+J(R) \subseteq U(R)$ and $U(S)$ is a saturated multiplicatively closed subset of $S$. Moreover, if $\psi$ is surjective, then $\underline{\psi}$ is surjective too by Corollary 4.3. The "in particular" statement is clear since $\operatorname{Ker}(\psi) \subseteq J(S)=\mathfrak{m}_{S}$, where $\mathfrak{m}_{S}$ is a maximal ideal.
Corollary 4.9. Let $\psi: S \rightarrow R$ be a surjective ring homomorphism. Then $\psi: G_{S} \rightarrow G_{R}$ is a full homomorphism if and only if the map $\psi^{*}: \operatorname{Max}(R) \rightarrow$ $\bar{M} \operatorname{ax}(S)$ is surjective.

Proof. Let $\underline{\psi}$ be a surjective full homomorphism. Then $\operatorname{Ker}(\psi) \subseteq J(S)$ by the above theorem. Now, $\psi^{*}$ is a surjective map because if $\operatorname{Ker}(\psi)$ contained in the every maximal ideal and $\psi$ is surjective, then $\psi\left(\mathfrak{m}_{S}\right)$ and $\psi^{-1}\left(\mathfrak{m}_{R}\right)$ are maximal ideals for $\mathfrak{m}_{S} \in \operatorname{Max}(S)$ and $\mathfrak{m}_{R} \in \operatorname{Max}(R)$. Conversely, by the proof of Proposition 4.7, $\underline{\psi}$ is a full homomorphism.

Recall that a ring homomorphism $S \rightarrow R$ is called flat (faithfully flat) if $R$ is flat(faithfully flat) as an S-module.
Theorem 4.10. Let $\psi: S \rightarrow R$ be a surjective flat homomorphism. Then $\underline{\psi}: G_{S} \rightarrow G_{R}$ is full if and only if $\psi$ is faithfully flat.
Proof. Let $\psi$ be a surjective full homomorphism, then $\operatorname{Ker}(\psi) \subseteq J(S)$, by Theorem 4.8. Also, $\psi^{*}: \operatorname{Max}(R) \rightarrow \operatorname{Max}(S)$ is surjective and so for all $\mathfrak{m} \in \operatorname{Max}(S)$, $R / \psi(\mathfrak{m})$ is nonzero by Corollary 4.9. Therefore, by [10, Lemma 10.38.15], $\psi: S \rightarrow$ $R$ is faithfully flat. Conversely, the induced map on Spec is surjective by [10, Lemma 10.38.16]. Therefore, by Proposition 4.7, $\underline{\psi}$ is a full homomorphism.

Lemma 4.11. If $\phi$ in Remark 4.2 is an injective homomorphism of modules, then $\phi$ is a full injective homomorphism of graphs. Moreover, $\Upsilon_{R}(\phi)$ is a full injective $\bar{h}$ omomorphism of graphs too.

Proof. It is clear by Corollary 4.3 and Remark 4.6.
Theorem 4.12. Let $M$ and $N$ be $R$-modules where $R$ is an integral domain and let $\phi: M \rightarrow N$ be an $R$-module homomorphism. Then $\operatorname{Ker}(\phi) \subseteq T(M)$ if and only if $\Upsilon^{t}(\phi)=\underline{\phi}: T \Gamma_{R}(M) \rightarrow T \Gamma_{R}(N)$ is a full homomorphism of graph.
Proof. Suppose $\phi(m) \in T(N)$ for some $m \in M$. Then $r \phi(m)=\phi(r m)=0$ for some $r \in R$. Hence $r m \in T(M)$ since $\operatorname{Ker}(\phi) \subseteq T(M)$. Therefore $m \in$ $T(M)$ since $R$ is an integral domain. Conversely, if $\phi$ is full, then inverse map of any torsion elements of $N$ is a torsion element in $\bar{M}$ by Remark 4.6. Hence, $\phi^{-1}(0)=K e r(\phi) \subseteq T(M)$.

Remark 4.13. A homomorphism $\varphi$ of a graph $G$ into $H$ gives rise to an equivalence relation $\equiv_{\varphi}$. In other words, the kernel of $\varphi$, defined on $V$ by $u \equiv_{\varphi} v$ if and only if $\varphi(u)=\varphi(v)$. Therefore, a homomorphism of graphs $\varphi: G \rightarrow H$ is surjective and faithful if and only if $\omega: G / \mathcal{K}_{\varphi} \rightarrow H$ is an isomorphism.
Theorem 4.14. According to the assumptions of Remark 4.2, let $\underline{\psi}$ and $\underline{\phi}$ be faithful homomorphisms of graphs. Then
(1) $\Upsilon^{u}(S / \operatorname{Ker}(\psi)) \cong G_{S} / \mathcal{K}_{\underline{\psi}}$,
(2) $\Upsilon^{t}(M / \operatorname{Ker}(\phi)) \cong T \Gamma_{R}(M) / \mathcal{K}_{\underline{\phi}}$,
(3) $\Upsilon_{R}(M / \operatorname{Ker}(\phi)) \cong \Upsilon_{R}(M) / \mathcal{K}_{\underline{\phi \times i d}}$.

Proof. (1). By the above remark, if $\psi: G_{S} \rightarrow G_{R}$ is a faithful homomorphism, then $G_{S} / \mathcal{K}_{\psi} \cong \underline{\psi}\left(G_{S}\right)$. Since the diagram commutes in Remark 4.2(a), $\underline{\psi}\left(\Upsilon^{u}(S)\right)=\Upsilon^{u}(\psi(\bar{S}))$. Therefore $G_{S} / \mathcal{K}_{\underline{\psi}} \cong \underline{\psi}\left(G_{S}\right) \cong \Upsilon^{u}(S / \operatorname{Ker}(\psi))$.
(2) The proof is similar to the proof of part (1).
(3) Let $\phi$ be faithful and $\phi \times \underline{i d}: \Upsilon_{R}(M) \rightarrow \Upsilon_{R}(N)$ be the graph homomorphism induced by $\phi$. Then $\underline{\phi} \times \underline{i d}$ is faithful by Remark 4.6. Hence

$$
(\underline{\phi} \times \underline{i d})\left(\Upsilon_{R}(M)\right) \cong \Upsilon_{R}(M) / \mathcal{K}_{\underline{\phi} \times \underline{i d}},
$$

by the above remark. Since the diagram is commutative in Remark 4.2,

$$
(\underline{\phi} \times \underline{i d})\left(\Upsilon_{R}(M)\right)=\Upsilon_{R}(\phi(M)) \cong \Upsilon_{R}(M / \operatorname{Ker}(\phi)) .
$$

Therefore $\Upsilon_{R}(M / \operatorname{Ker}(\phi)) \cong \Upsilon_{R}(M) / \mathcal{K}_{\underline{\phi} \times \underline{i d}}$.
Corollary 4.15. Let $\mathcal{I}$ and $\mathcal{N}$ be the partitions of ring $S$ and $R$-module $M$ which generated by the equivalence relation modulo $I$ as an ideal of $S$ and $N$ as a submodule of $M$, respectively. Let $\underline{\psi}: G_{S} \rightarrow G_{S / I}$ and $\underline{\phi}: T \Gamma_{R}(M) \rightarrow T \Gamma_{R}(M / N)$ be faithful. Then
(1) $\Upsilon^{u}(S / I) \cong G_{S} / \mathcal{I}$,
(2) $\Upsilon^{t}(M / N) \cong T \Gamma_{R}(M) / \mathcal{N}$,
(3) $\Upsilon_{R}(M / N) \cong T \Gamma_{R}(M) / \mathcal{N} \times G_{R}$.

Proof. Let $\psi: S \rightarrow S / I$ and $\phi: M \rightarrow M / N$ are ring and module homomorphism, respectively. Then $\mathcal{I}=\mathcal{K}_{\underline{\psi}}$ and $\mathcal{N}=\mathcal{K}_{\underline{\phi}}$. Hence the three parts are clear by the above theorem.

Example 4.16. (a). Let $n \geq 4$ be an integer and $\psi: \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}$ be a ring homomorphism. Then $\psi^{-1}(\bar{m}) \cap U(\mathbb{Z})=\varnothing$, where $-1,1 \neq \bar{m} \in U\left(\mathbb{Z}_{n}\right)$. Hence $\underline{\psi}: G_{\mathbb{Z}} \rightarrow G_{\mathbb{Z}_{n}}$ is not faithful by Remark 4.6.
(b). Let $\theta: \mathbb{Z}_{6} \rightarrow \mathbb{Z}_{6} / 3 \mathbb{Z}_{6}$ be the canonical homomorphism of rings. Then $\theta^{-1}(\bar{m}) \cap U\left(\mathbb{Z}_{6}\right) \neq \varnothing$ and $\theta^{-1}(\bar{m}) \nsubseteq U\left(\mathbb{Z}_{6}\right)$ for $m=1,2$. Hence the graph homomorphism $\underline{\theta}: G_{\mathbb{Z}_{6}} \rightarrow G_{\mathbb{Z}_{3}}$ is faithful, but is not full by Remark 4.6. Also, consider $\theta$ as a homomorphism of $\mathbb{Z}_{6}$-modules, then $\theta^{-1}(\bar{m}) \cap T\left(\mathbb{Z}_{6}\right) \neq \varnothing$ and $\theta^{-1}(\bar{m}) \nsubseteq T\left(\mathbb{Z}_{6}\right)$ for $m=0,1,2$. Therefore, $\underline{\theta}: T \Gamma_{\mathbb{Z}_{6}}\left(\mathbb{Z}_{6}\right) \rightarrow T \Gamma_{\mathbb{Z}_{6}}\left(\mathbb{Z}_{3}\right)$ is faithful, but is not full by Remark 4.6. Moreover, let $\underline{\theta} \times i d_{\mathbb{Z}_{6}}: \Upsilon_{\mathbb{Z}_{6}}\left(\mathbb{Z}_{6}\right) \rightarrow \Upsilon_{\mathbb{Z}_{6}}\left(\mathbb{Z}_{3}\right)$. Since $i d_{\mathbb{Z}_{6}}$ is a full homomorphism of graph and $\underline{\theta}$ is faithful, $\underline{\theta} \times \underline{i d_{\mathbb{Z}_{6}}}$ is a faithful homomorphism of graph by Remark 4.6.
(c). Let $R$ be a Noetherian ring and let $f=\sum_{n=0}^{\infty} a_{n} x^{n} \in R[[x]]$, where $a_{n}$ is nilpotent and Let $\mathcal{R}$ be the partition of ring $R[[x]]$ which generated by the equivalence relation modulo $\operatorname{Nil}(R)$ as an ideal of nilpotent elements. Then $\left\{f \mid a_{n} \in \operatorname{Nil}(R)\right\}=\operatorname{Nil}(R[[x]]) \subseteq J(R[[x]])=\sum_{n=0}^{\infty} b_{n} x^{n}$ where $b_{0} \in J(R)$ by Exercise 2 in [7, p. 84] and Exercise 5 in [7, p. 11]. Therefore $\underline{\psi}: G_{R[[x]]} \rightarrow G_{R[[x]]} / \mathcal{R}$ is a full homomorphism of graphs by Theorem 4.8 and Corollary 4.15.

Let $C$ and $D$ be categories. A covariant functor $F: C \rightarrow D$ is said to be faithful if the mapping $\operatorname{Hom}_{C}\left(A, A^{\prime}\right) \rightarrow \operatorname{Hom}_{D}\left(F(A), F\left(A^{\prime}\right)\right)$ is injective for all $A, A^{\prime} \in C$, and it will be called full if this mapping is surjective.

Example 4.17. Let $\phi: \mathbb{Z}_{2} \rightarrow \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ be an $\mathbb{Z}_{2}$-module homomorphism and let $\varphi: \Upsilon_{\mathbb{Z}_{2}}\left(\mathbb{Z}_{2}\right) \rightarrow \Upsilon_{\mathbb{Z}_{2}}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ be a graph homomorphism with $\varphi\left(x_{0}\right)=a_{0}$, $\varphi\left(x_{1}\right)=a_{2}$ and $\varphi\left(y_{i}\right)=a_{1}$ for $i=1,2$ by the following figure:

then there is not a module homomorphism such that $\underline{\phi} \times \underline{i d_{\mathbb{Z}_{2}}}=\varphi$ since $\operatorname{Im}(\phi)$ is a submodule of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

Corollary 4.18. The functor $\Upsilon_{R}: \mathfrak{M}_{R} \rightarrow \operatorname{Cay}(G, C)$ is faithful. But is not full.
Proof. The first part follows directly from the definition. By the above example, a homomorphism of graph is not a module homomorphism in general. Therefore the functor $\Upsilon$ is not full.

Let $R_{i}$ be a commutative ring for $1 \leqslant i \leqslant t$. The element $\left(u_{1}, u_{2}, \ldots, u_{t}\right)$ is a unit of $\bigoplus R_{i}$ if and only if each $u_{i}$ is a unit element in $R_{i}$. Hence $G_{\oplus R_{i}} \cong \prod G_{R_{i}}$.

Remark 4.19. (1). Note that unlike in group theory, the inverse of a bijective homomorphism of graph need not be a homomorphism. For example, any bijective homomorphism from $\bar{K}_{n}$ to $K_{n}$. A faithful bijective homomorphism is an isomorphism of graphs.
(2). Since $T(N \oplus M) \subseteq T(N) \times T(M)$, the map

$$
i: T \Gamma_{R}(N \oplus M) \rightarrow T \Gamma_{R}(N) \times T \Gamma_{R}(M)
$$

is a graph homomorphism.
Proposition 4.20. Let $R$ be an integral domain and let $M$ and $N$ be $R$-modules. Then $\Upsilon_{R}(N \oplus M) \cong T \Gamma_{R}(N) \times \Upsilon_{R}(M)$.
Proof. Consider the map $\iota: \Upsilon_{R}(N \oplus M) \rightarrow T \Gamma_{R}(N) \times \Upsilon_{R}(M)$ given by $\iota(n, m, r)=$ $(n,(m, r))$. Hence by Remark 4.19(2), it is a bijective homomorphism of graph. Since $R$ is an integral domain, $(n, m) \in T(N \oplus M)$ if and only if $n \in T(N)$ and $m \in T(M)$. Therefore $\iota$ is faithful and $\Upsilon_{R}(N \oplus M) \cong T \Gamma_{R}(N) \times \Upsilon_{R}(M)$.

Definition 4.21. Suppose that $\left\{G_{i}\right\}_{i \in \mathbb{Z}}$ is a family of groups where $e_{i}$ is the identity element of $G_{i}$. A sequence of Cayley graphs

$$
\begin{equation*}
\cdots \rightarrow \operatorname{Cay}\left(G_{i-1}, C_{i-1}\right) \xrightarrow{\varphi_{i-1}} \operatorname{Cay}\left(G_{i}, C_{i}\right) \xrightarrow{\varphi_{i}} \operatorname{Cay}\left(G_{i+1}, C_{i+1}\right) \rightarrow \cdots \tag{2}
\end{equation*}
$$

is called exact if $\varphi_{i}^{-1}\left(e_{i+1}\right)=\operatorname{Im}\left(\varphi_{i-1}\right)$ and $\varphi_{j}\left(C_{j}\right) \subseteq C_{j+1}$ for all $i, j \in \mathbb{Z}$. In particular, the short exact sequence of Cayley graph is an exact sequence in the form

$$
\operatorname{Cay}\left(G_{1}, C_{1}\right) \xrightarrow{\varphi_{1}} \operatorname{Cay}\left(G_{2}, C_{2}\right) \xrightarrow{\varphi_{2}} \operatorname{Cay}\left(G_{3}, C_{3}\right),
$$

such that $\varphi_{1}$ and $\varphi_{2}$ are injective and surjective, respectively.
The above definition may be extended to the Cayley graph with loop on all vertices (i.e., $e_{i} \in C_{i}$ ).

Remark 4.22. By the above definition and Corollary 4.3, the functors $\Upsilon^{u}$ and $\Upsilon^{t}$ are exact. Let

$$
\cdots \rightarrow M_{i-1} \xrightarrow{\phi_{i-1}} M_{i} \xrightarrow{\phi_{i}} M_{i+1} \rightarrow \cdots
$$

is an exact sequence of R-modules and R-homomorphisms, then

$$
\cdots \rightarrow \Upsilon_{R}\left(M_{i-1}\right) \xrightarrow{\phi_{i-1}} \Upsilon_{R}\left(M_{i}\right) \xrightarrow{\phi_{i}} \Upsilon_{R}\left(M_{i+1}\right) \rightarrow \cdots
$$

is not the exact sequence since $\operatorname{Ker}\left(\underline{\phi_{i}}\right) \varsubsetneqq \operatorname{Im}\left(\underline{\phi_{i-1}}\right)$, where $\underline{\phi}=(\phi, i d)$. Also if (2) is the sequence of Cayley graphs such that $\overline{\operatorname{Im}}\left(\varphi_{i-1}\right)=\bar{\varphi}_{i}^{-1}\left(g_{i+1}\right)$ for some $g_{i+1} \in G_{i+1}$ and every $i \in \mathbb{Z}$, then it can be turned into an exact sequence whenever $\varphi_{i}$ 's replace with $\sigma_{i+1} \varphi_{i} \sigma_{i}^{-1}$, where $\sigma_{i}$ is an automorphism of vertex transitive graph $\operatorname{Cay}\left(G_{i}, C_{i}\right)$ with $\sigma_{i}\left(g_{i}\right)=e_{i+1}$, for all $i \in \mathbb{Z}$.

Theorem 4.23. Let $R$ be a commutative ring and

a commutative diagram of $R$-modules and $R$-module homomorphisms such that each row is a short exact sequence. Consider the commutative diagram:

(1) If $\eta_{1}$ and $\eta_{3}$ are injective then so is ( $\left.\eta_{2}, \underline{i d_{R}}\right)$.
(2) If $\eta_{1}$ and $\eta_{3}$ are surjective then so is $\left(\underline{\eta_{2}}, \underline{i d_{R}}\right)$.
(3) If $\eta_{1}$ and $\eta_{3}$ are isomorphism of module then $\left(\eta_{2}, \underline{\left.i d_{R}\right)}\right.$ is an isomorphism of graph.

Proof. Parts (1) and (2) follow directly from Corollary 4.3 and Short Five Lemma (Note that by the above remark, rows of the second diagram in this theorem is not the short exact sequences of Cayley graphs).
(3). This follows directly from parts above, Lemma 4.11 and Remark 4.6.

Let $R$ be a ring and let $0 \rightarrow M_{1} \xrightarrow{\phi_{1}} M_{2} \xrightarrow{\phi_{2}} M_{3} \rightarrow 0$ be a short exact sequence of R-modules. The sequence is said to be split if $\phi_{1}\left(M_{1}\right)$ is a direct summand of $M_{2}$. Up to isomorphism, one has $M_{2}=M_{1} \oplus M_{3}$.

Theorem 4.24. Let

$$
\begin{equation*}
0 \rightarrow M_{1} \xrightarrow{\phi_{1}} M_{2} \xrightarrow{\phi_{2}} M_{3} \rightarrow 0 \tag{3}
\end{equation*}
$$

be a split short exact sequence of $R$-modules and let $T\left(M_{2}\right)$ be a submodule of $M_{2}$. Then

$$
\Upsilon_{R}\left(M_{2}\right) \cong T \Gamma_{R}\left(M_{1}\right) \times \Upsilon_{R}\left(M_{3}\right) \cong T \Gamma_{R}\left(M_{3}\right) \times \Upsilon_{R}\left(M_{1}\right)
$$

Proof. Since (3) is a split short exact sequence of R-module, there are R-module homomorphisms $\psi_{1}: M_{2} \rightarrow M_{1}$ and $\psi_{2}: M_{3} \rightarrow M_{2}$ such that $\psi_{1} \circ \phi_{1}=i d_{M_{1}}$ and $\phi_{2} \circ \psi_{2}=i d_{M_{3}}$. Consider map $\varphi: \Upsilon_{R}\left(M_{2}\right) \rightarrow T \Gamma_{R}\left(M_{1}\right) \times \Upsilon_{R}\left(M_{3}\right)$ given by $\varphi\left(m_{2}, r\right)=\left(\underline{\psi_{1}}\left(m_{2}\right), \underline{\phi_{2}} \times \underline{\left.i d_{R}\left(m_{2}, r\right)\right) \text {. Since } \underline{\psi_{1}} \text { and } \underline{\phi_{2}} \times \underline{i d_{R}} \text { are homomor- }{ }^{2}\left(m_{2}\right) r}\right.$ phisms of graph, so is $\varphi$. Let $\varphi\left(m_{2}, r\right)=\varphi\left(m_{2}^{\prime}, r^{\prime}\right)$, then $\underline{\psi}_{1}\left(m_{2}\right)=\psi_{1}\left(m_{2}^{\prime}\right)$ and $\underline{\phi_{2}} \times \underline{i d_{R}}\left(m_{2}, r\right)=\underline{\phi_{2}} \times \underline{i d_{R}}\left(m_{2}^{\prime}, r^{\prime}\right)$. So $\psi_{1}\left(m_{2}-m_{2}^{\prime}\right)=0, m_{2}-m_{2}^{\prime} \bar{\in} \operatorname{Ker}\left(\phi_{2}\right)$ $\overline{\text { and }} \overline{r=} r^{\prime}$ since $\left(\overline{\phi_{2}}\left(m_{2}\right), r\right)=\left(\phi_{2}\left(m_{2}^{\prime}\right), r^{\prime}\right)$. Hence $m_{2}-m_{2}^{\prime} \in \operatorname{Im}\left(\phi_{1}\right)$ since (3) is a short exact sequence of R -modules. So $m_{2}=m_{2}^{\prime}$ since $\psi_{1} \circ \phi_{1}=i d_{M_{1}}$ and $\psi_{1}\left(m_{2}-m_{2}^{\prime}\right)=0$. Therefore $\left(m_{2}, r\right)=\left(m_{2}^{\prime}, r^{\prime}\right)$ and $\varphi$ is injective. Moreover, $\varphi$ is a surjective homomorphism of graph because if $\left(m_{1},\left(m_{3}, r\right)\right) \in T \Gamma_{R}\left(M_{1}\right) \times \Upsilon_{R}\left(M_{3}\right)$, then $\varphi\left(\phi_{1}\left(m_{1}\right)+\psi_{2}\left(m_{3}\right)-\phi_{1} \circ \psi_{1} \circ \psi_{2}\left(m_{3}\right), r\right)=\left(m_{1},\left(m_{3}, r\right)\right)$ since $\phi_{2} \circ \phi_{1}=0$, $\psi_{1} \circ \phi_{1}=i d_{M_{1}}$ and $\phi_{2} \circ \psi_{2}=i d_{M_{3}}$. Also we need to prove that $\varphi$ is faithful for being an isomorphism of graphs. Suppose that vertices $a=\left(\psi_{1}\left(m_{2}\right), \phi_{2} \times i d_{R}\left(m_{2}, r\right)\right)$ and $b=\left(\underline{\psi_{1}}\left(m_{2}^{\prime}\right), \phi_{2} \times i d_{R}\left(m_{2}^{\prime}, r^{\prime}\right)\right)$ are adjacent in $T \overline{\Gamma_{R}}\left(M_{1}\right) \times \Upsilon_{R} \overline{\left(M_{3}\right)}$, then $m_{1}^{\prime}=\psi_{1}\left(\overline{m_{2}}-m_{2}^{\prime}\right) \in T \overline{\left(M_{1}\right)}$ and $m_{3}^{\prime}=\phi_{2}\left(m_{2}-m_{2}^{\prime}\right) \in T\left(M_{3}\right)$. Since $T\left(M_{2}\right)$ is a submodule of $M_{2},\left(\phi_{1}\left(m_{1}^{\prime}\right)+\psi_{2}\left(m_{3}^{\prime}\right)-\phi_{1} \circ \psi_{1} \circ \psi_{2}\left(m_{3}^{\prime}\right) \in T\left(M_{2}\right)\right.$. Therefore the vertices $\varphi^{-1}(a)=\left(\phi_{1} \circ \psi_{1}\left(m_{2}\right)+\psi_{2} \circ \phi_{2}\left(m_{2}\right)-\phi_{1} \circ \psi_{1} \circ \psi_{2} \circ \phi_{2}\left(m_{2}\right), r\right)$ and $\varphi^{-1}(b)=\left(\phi_{1} \circ \psi_{1}\left(m_{2}^{\prime}\right)+\psi_{2} \circ \phi_{2}\left(m_{2}^{\prime}\right)-\phi_{1} \circ \psi_{1} \circ \psi_{2} \circ \phi_{2}\left(m_{2}^{\prime}\right), r^{\prime}\right)$ are adjacent in $\Upsilon_{R}\left(M_{2}\right)$.

Corollary 4.25. Let (3) be a split short exact sequence of $R$-module and $T\left(M_{2}\right)$ is a submodule of $M_{2}$. Then

$$
\Upsilon_{R}\left(M_{2}\right) \cong \Upsilon_{R}\left(M_{1} \oplus M_{3}\right) \cong T \Gamma_{R}\left(M_{1}\right) \times \Upsilon_{R}\left(M_{3}\right) \cong T \Gamma_{R}\left(M_{3}\right) \times \Upsilon_{R}\left(M_{1}\right)
$$

Proof. By Theorem 4.23 and the above theorem, it is clear.
Example 4.26. Let $T(M)$ be a proper submodule of R -module $M$ such that $|T(M)|=\alpha$ and $|M / T(M)|=\beta$. If $R$ is a principal ideal domain, then the short exact sequence of R-modules

$$
\begin{equation*}
0 \rightarrow T(M) \rightarrow M \rightarrow M / T(M) \rightarrow 0 \tag{4}
\end{equation*}
$$

splits, so $M \cong T(M) \oplus M / T(M)$ as a direct sum of a torsion module and a free module. Then

$$
\Upsilon_{R}(M) \cong T \Gamma_{R}(T(M)) \times T \Gamma_{R}(M / T(M)) \times G_{R}=\beta K_{\alpha}^{\circ} \times G_{R}
$$

by the above corollary and $[3$, Theorem $7(1)]$. But if ring $R$ is not a domain, then $M / T(M)$ is torsion by [6, Theorem 2.8]. By [3, Theorem $7(1)], T \Gamma_{R}(M)=$
$K_{\alpha}^{\circ} \times \beta K_{1}^{\circ}=\beta K_{\alpha}^{\circ}$. Hence $\Upsilon^{t}(M) \nsubseteq T \Gamma_{R}(T(M)) \times T \Gamma_{R}(M / T(M))$ because if ring $R$ is not a domain, then $T \Gamma_{R}(T(M)) \times T \Gamma_{R}(M / T(M))=K_{\alpha}^{\circ} \times K_{\beta}^{\circ}$ (let $K_{\alpha}^{\circ} \times K_{\beta}^{\circ}=K_{\alpha}^{\circ} \times \beta K_{1}^{\circ}$. By [9, Proposition 9.6], $K_{\beta}^{\circ}=\beta K_{1}^{\circ}$, so $\beta=1$ and $M=T(M)$ ).

As an applications of the algebraic graph theory in modules theory, the following corollary hold by the above example.

Corollary 4.27. Suppose that the short exact sequence of $R$-modules (4) splits, then $R$ is a domain.
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# Action of the group $\left\langle x, y: x^{2}=y^{6}=1\right\rangle$ on imaginary quadratic fields 

Abdul Razaq


#### Abstract

Let $H=<x, y: x^{2}=y^{6}=1>$ be acting on $\mathbb{Q}(\sqrt{-n})$ and denote the subset $\left\{\frac{a+\sqrt{-n}}{3 c}: a, \frac{a^{2}+n}{3 c}, c \in \mathbb{Z} \backslash\{0\}\right\}$ of $\mathbb{Q}(\sqrt{-n})$ by $\mathbb{Q}^{*}(\sqrt{-n})$. Also $d(n)$ denotes the arithmetic function which is defined as the number of positive divisors of $n$ which are multiple of 3 . In this


 paper, we show that the total number of orbits of $\mathbb{Q}^{*}(\sqrt{-n})$ under the action of $H$ are$$
\begin{cases}4 & \text { if } n=3 \\ d(n) & \text { if } n \equiv 0(\bmod 3), \text { but } n \neq 3 \\ 2 d(n+1) & \text { if } n \equiv 2(\bmod 3) .\end{cases}
$$

## 1. Introduction

Let $F$ be an extension field of degree two over the field $\mathbb{Q}$ of rational numbers. Then any element $x \in F \backslash \mathbb{Q}$ is of degree two over $\mathbb{Q}$ and is a primitive element of $F$ (that is $F=\mathbb{Q}[x]$ and $\{1, x\}$ is a base of $F$ over $\mathbb{Q}$ ). Let $p(x)=x^{2}+b x+c$, where $b, c \in \mathbb{Q}$, be the minimal polynomial of such an element $x \in F$. Then $2 x=-b \pm \sqrt{b^{2}-4 c}$ and so, $F=\mathbb{Q}\left(\sqrt{b^{2}-4 c}\right)$. Since $b^{2}-4 c$ is a rational number $\frac{u}{v}=\frac{u v}{v^{2}}$ with $u, v \in \mathbb{Z}$, we obtain $F=\mathbb{Q}(\sqrt{u v})$. In fact it is possible to write $F=\mathbb{Q}(\sqrt{n})$, where $n$ is a square-free integer. If $n$ is a negative square-free integer, then $\mathbb{Q}(\sqrt{n})$ is called an imaginary quadratic field and the elements of $\mathbb{Q}(\sqrt{n})$ are of the form $a+b \sqrt{n}$ with $a, b \in \mathbb{Q}$. The imaginary quadratic fields are usually denoted by $\mathbb{Q}(\sqrt{-n})=\{a+b \sqrt{-n}: a, b \in \mathbb{Q}\}$, where $n$ is a square-free positive integer. Imaginary quadratic fields are the only type (apart from $\mathbb{Q})$ with a finite unit group. This group has order 4 for $\mathbb{Q}(\sqrt{-1})$ (and generator $\sqrt{-1}$ ), order 6 for $\mathbb{Q}(\sqrt{-3})$ (and generator $\frac{1+\sqrt{-3}}{2}$ ), and order 2 (and generator -1 ) for all other imaginary quadratic fields. We denote the subset $\left\{\frac{a+\sqrt{-n}}{3 c}: a, \frac{a^{2}+n}{3 c} \in \mathbb{Z}\right.$ and $\left.c \in \mathbb{Z} \backslash\{0\}\right\}$ of $\mathbb{Q}(\sqrt{-n})$ by $\mathbb{Q}^{*}(\sqrt{-n})$. Some fundamental properties of imaginary quadratic fields have been discussed in [2] and [3].

Let $G$ be a group generated by the linear fractional transformations $x$ and $y$ satisfying the relations $x^{2}=y^{m}=1$. If $y: z \longrightarrow \frac{a z+b}{c z+d}$ is to act on all imaginary
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quadratic fields, then $a, b, c, d$ must be rational numbers and can taken to be integers, so that $\frac{(a+d)^{2}}{a d-b c}$ is rational. But if $y: z \longrightarrow \frac{a z+b}{c z+d}$ is of order $m$, one must have $\frac{(a+d)^{2}}{a d-b c}=w+w^{-1}+2$, where $w$ is a primitive $m$ th root of unity. Now $w+w^{-1}$ is rational, for a primitive $m t h$ root $w$, only if $m=1,2,3,4$ or 6 . So these are the only possible orders of $y$. The group $<x, y>$ is cyclic of order 2 , when $m=1$. When $m=2$, it is an infinite dihedral group and does not give inspiring information while studying its action on imaginary quadratic numbers. For $m=3$, the group $\langle x, y>$ is the modular group $P S L(2, \mathbb{Z})$ and its action on real quadratic numbers has been discussed in detail in [4] and [5].

In this paper, we are interested in the action of the group $H=<x, y: x^{2}=$ $y^{6}=1>$, where $(z) x=\frac{-1}{3 z}$ and $(z) y=\frac{-1}{3(z+1)}$ are linear fractional transformations, on $\mathbb{Q}^{*}(\sqrt{-n})=\left\{\frac{a+\sqrt{-n}}{3 c}: a, \frac{a^{2}+n}{3 c} \in \mathbb{Z}\right.$ and $\left.c \in \mathbb{Z} \backslash\{0\}\right\}$. Note that, $\mathbb{Q}^{*}(\sqrt{-n})$ remains invariant under the action of $H$. We show that the total number of orbits of $\mathbb{Q}^{*}(\sqrt{-n})$ under the action of $H$ are

$$
\begin{cases}4 & \text { if } n=3 \\ d(n) & \text { if } n \equiv 0(\bmod 3), \text { but } n \neq 3 \\ 2 d(n+1) & \text { if } n \equiv 2(\bmod 3)\end{cases}
$$

## 2. Coset Diagrams

We use coset diagrams for the group $H$ and study its action on the projective line over imaginary quadratic fields. The coset diagrams for the group $H$ are defined as follows. The six cycles of transformation $y$ are represented by six unbroken edges of a hexagon (may be irregular) permuted counter-clockwise by $y$. Any two vertices which are interchanged by involution $x$, is joined by an edge. The fixed points of $x$ and $y$, if they exist, are denoted by heavy dots. This graph can be interpreted as a coset diagram, with the vertices identified with the cosets of $S t a b_{v}(H)$, the stabilizer of some vertex $v$ of the graph, or as 1-skeleton of the cover of the fundamental complex of the presentation which corresponds to the subgroup $\operatorname{Stab}_{v}(H)$. For more details about coset diagrams, one can refer to $[1],[6],[7]$ and [8].

A general fragment of the coset diagram of the action of $H$ on $\mathbb{Q}^{*}(\sqrt{-n})$ will look as follows.


Definition 2.1. If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in \mathbb{Q}^{*}(\sqrt{-n})$ is such that $a c<0$ then $\alpha$ is called a totally negative imaginary quadratic number and it is called a totally positive imaginary quadratic number if $a c>0$.

As $d=\frac{a^{2}+n}{3 c}$, so $d c$ is always positive. Thus $d$ and $c$ will have the same sign. Hence an imaginary quadratic number $\alpha=\frac{a+\sqrt{-n}}{3 c} \in \mathbb{Q}^{*}(\sqrt{-n})$ is totally negative if either $a<0$ and $d, c>0$ or $a>0$ and $d, c<0$. Similarly $\alpha=\frac{a+\sqrt{-n}}{3 c} \in$ $\mathbb{Q}^{*}(\sqrt{-n})$ is totally positive if either $a, d, c>0$ or $a, d, c<0$.

For $\alpha=\frac{a+\sqrt{-n}}{3 c} \in \mathbb{Q}^{*}(\sqrt{-n})$, norm of $\alpha$ is denoted by $\|\alpha\|$ and $\|\alpha\|=|a|$.

## 3. Main results

Theorem 3.1. If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$, then $n$ does not change its value in the orbit $\alpha H$.

Proof. Let $\alpha=\frac{a+\sqrt{-n}}{3 c}$ and $d=\frac{a^{2}+n}{3 c}$. Since $(\alpha) x=\frac{-1}{3 \alpha}=\frac{-1}{3\left(\frac{a+\sqrt{-n}}{3 c}\right)}=\frac{-c}{a+\sqrt{-n}}=$ $=\frac{-c(a-\sqrt{-n})}{a^{2}+n}=\frac{-a+\sqrt{-n}}{3 d}$, therefore the new values of $a$ and $c$ for $(\alpha) x$ are $-a$ and $d$ respectively. The new value of $d$ for $(\alpha) x$ is $\frac{a^{2}+n}{3 d}=\frac{a^{2}+n}{3\left(\frac{a^{2}+n}{3 c}\right)}=c$. Since $(\alpha) y=$ $\frac{-1}{3(\alpha+1)}=\frac{-1}{3\left(\frac{a+\sqrt{-n}}{3 c}+1\right)}=\frac{-1}{3\left(\frac{a+\sqrt{-n}+3 c}{3 c}\right)}=\frac{-3 c(a+3 c-\sqrt{-n})}{3\left[(a+3 c)^{2}+n\right]}=\frac{-a-3 c+\sqrt{-n}}{3(2 a+d+3 c)}$, therefore the new values of $a$ and $c$ for $(\alpha) y$ are $-a-3 c$ and $(2 a+d+3 c)$ respectively. Moreover, the new value of $d$ for $(\alpha) y$ is $\frac{(-a-3 c)^{2}+n}{3(2 a+d+3 c)}=\frac{a^{2}+n+9 c^{2}+6 a c}{3(2 a+d+3 c)}=c$. Similarly we can calculate the new values of $a, d$ and $c$ for $(\alpha) y^{j}$, where $j=2,3,4,5$.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | $-a$ | $c$ | $3 d$ |
| $(\alpha) y$ | $-a-3 c$ | $c$ | $3(2 a+d+3 c)$ |
| $(\alpha) y^{2}$ | $-5 a-3 d-6 c$ | $2 a+d+3 c$ | $3(4 a+3 d+4 c)$ |
| $(\alpha) y^{3}$ | $-7 a-6 d-6 c$ | $4 a+3 d+4 c$ | $3(4 a+4 d+3 c)$ |
| $(\alpha) y^{4}$ | $-5 a-6 d-3 c$ | $4 a+4 d+3 c$ | $3(2 a+3 d+c)$ |
| $(\alpha) y^{5}$ | $-a-3 d$ | $2 a+3 d+c$ | $3 d$ |
| $(\alpha) y x$ | $a+3 c$ | $(2 a+d+3 c)$ | $3 c$ |
| $(\alpha) y^{2} x$ | $5 a+3 d+6 c$ | $4 a+3 d+4 c$ | $3(2 a+d+3 c)$ |
| $(\alpha) y^{3} x$ | $7 a+6 d+6 c$ | $4 a+4 d+3 c$ | $3(4 a+3 d+4 c)$ |
| $(\alpha) y^{4} x$ | $5 a+6 d+3 c$ | $2 a+3 d+c$ | $3(4 a+4 d+3 c)$ |
| $(\alpha) y^{5} x$ | $a+3 d$ | $d$ | $3(2 a+3 d+c)$ |
| $(\alpha) x y$ | $a-3 d$ | $d$ | $3(-2 a+3 d+c)$ |
| $(\alpha) x y^{2}$ | $5 a-6 d-3 c$ | $-2 a+3 d+c$ | $3(-4 a+4 d+3 c)$ |
| $(\alpha) x y^{3}$ | $7 a-6 d-6 c$ | $-4 a+4 d+3 c$ | $3(-4 a+3 d+4 c)$ |
| $(\alpha) x y^{4}$ | $5 a-3 d-6 c$ | $-4 a+3 d+4 c$ | $3(-2 a+d+3 c)$ |
| $(\alpha) x y^{5}$ | $a-3 c$ | $-2 a+d+3 c$ | $3 c$ |

From above information we see that all the elements in $\alpha H$ are of the form $\frac{a+\sqrt{-n}}{3 c}$. Hence non square positive integer $n$ does not change its value in $\alpha H$.

Theorem 3.2. The fixed points under the action of $H$ on $Q^{*}(\sqrt{-n})$ exist only if $n=3$.

Proof. Let $g$ be a linear fractional transformation in $H$. Therefore $(z) g$ can be taken as $\frac{a z+b}{c z+d}$, where $a d-b c=1$ or 3 . Let $\frac{a z+b}{c z+d}=z$ which yields quadratic equation $c z^{2}+(d-a) z-b=0$. It has imaginary roots only if $(a+d)^{2}-4(a d-b c)<0$. If $a d-b c=1$, then $(a+d)^{2}<4$ implies $a+d=0, \pm 1$, and if $a d-b c=3$, then $(a+d)^{2}<12$ implies $a+d=0, \pm 1, \pm 2, \pm 3$. Hence we have the following cases.
(i) If $a+d=\operatorname{trace}(g)=0$, then $g$ is involution and hence it is conjugate to the linear fractional transformation $x$ or $y^{3}$.
(ii) If $\operatorname{trace}(g)= \pm 1$ and $\operatorname{det}(g)=1$, then $(\operatorname{trace}(g))^{2}=\operatorname{det}(g)$ implying that order of $g$ is 3 and hence $g$ is conjugate to $y^{2}$ or $y^{4}$.
(iii) If trace $(g)= \pm 3$ and $\operatorname{det}(g)=3$, then $(\operatorname{trace}(g))^{2}=3 \operatorname{det}(g)$ implying that order of $g$ will be six and hence it is conjugate to the linear fractional transformation $y$ or $y^{5}$.
(iv) If $\operatorname{trace}(g)= \pm 1, \operatorname{det}(g) \neq 1$ or $\operatorname{trace}(g)= \pm 3, \operatorname{det}(g) \neq 3$ or trace $(g)=$ $\pm 2$, then the order of $g$ is infinite and it is conjugate to the linear fractional transformation $(x y)^{n}$.

Hence fixed points of $g$ are imaginary if it is conjugate to the linear fractional transformation $x, y, y^{2}, y^{3}, y^{4}$ or $y^{5}$. Since fixed points of $x$ and $y$ are $\pm \frac{\sqrt{-3}}{3}$ and $\frac{-3 \pm \sqrt{-3}}{6}$ respectively, and the conjugates of $x$ and $y$ having the same discriminant. Hence fixed points exist only if $n=3$.

Example 3.3. Let $g=x y x \in H$. Then $(z) g=z$ yields the quadratic equation $3 z^{2}-3 z+1=0$, which has roots $\frac{3 \pm \sqrt{-3}}{6}$ which are fixed points of $g=x y x$.
Example 3.4. Let $g=y x y^{-1} \in H$. Then $(z) g=z$ yields the quadratic equation $3 z^{2}+6 z+4=0$. This equation has roots $\frac{-3 \pm \sqrt{-3}}{3}$, which are fixed points of $g=y x y^{-1}$.

## Theorem 3.5.

(i) $x$ maps a totally negative imaginary quadratic number onto a totally positive imaginary quadratic number and vice versa.
(ii) If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$ is totally positive imaginary quadratic number, then $(\alpha) y^{j}$ is totally negative imaginary quadratic number for $j=1,2,3,4,5$.
Proof. (i) Let $\alpha$ be a totally negative imaginary quadratic number, then $a c<0$ implies that either $a>0$ and $c, d<0$ or $a<0$ and $c, d>0$. Now we have the following table.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | $-a$ | $c$ | $3 d$ |

If $a<0$ and $c, d>0$, then from above information we can see that new values of $a, d, c$ for $(\alpha) x$ are all positive. This implies that $(\alpha) x$ is totally positive imaginary quadratic number.

On the other hand, if $a>0$ and $c, d<0$ then new values of $a, d, c$ are all negative. So $(\alpha) x$ is a totally positive imaginary quadratic number.

Similarly $x$ maps a totally positive imaginary quadratic number to a totally negative imaginary quadratic number.
(ii) Following table gives the new values of $a, d, c$ for $(\alpha) y^{j}$, where $j=1,2,3,4,5$.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) y$ | $-a-3 c$ | $c$ | $3(2 a+d+3 c)$ |
| $(\alpha) y^{2}$ | $-5 a-3 d-6 c$ | $2 a+d+3 c$ | $3(4 a+3 d+4 c)$ |
| $(\alpha) y^{3}$ | $-7 a-6 d-6 c$ | $4 a+3 d+4 c$ | $3(4 a+4 d+3 c)$ |
| $(\alpha) y^{4}$ | $-5 a-6 d-3 c$ | $4 a+4 d+3 c$ | $3(2 a+3 d+c)$ |
| $(\alpha) y^{5}$ | $-a-3 d$ | $2 a+3 d+c$ | $3 d$ |

Since $\alpha$ is a totally positive, so either $a, d, c>0$ or $a, d, c<0$. If $a, d, c>0$, then $(\alpha) y^{j}$ are all totally negative imaginary quadratic numbers. Now if $a, d, c<0$, then again from above table, we can see $(\alpha) y^{j}$ are all totally negative imaginary quadratic numbers. Thus $(\alpha) y^{j}$ are all totally negative imaginary quadratic numbers.

## Theorem 3.6.

(i) If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$, then $\|\alpha\|=\|(\alpha) x\|$.
(ii) If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$ is totally positive imaginary quadratic number, then $\|\alpha\|<\left\|(\alpha) y^{j}\right\|$ for $j=1,2,3,4,5$.

Proof. (i) Consider the following table.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | $-a$ | $c$ | $3 d$ |

which implies $\|\alpha\|=|a|=\|(\alpha) x\|$.
(ii) The values of $(\alpha) y^{j}$ for $j=1,2,3,4,5$ are given in the following table.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) y$ | $-a-3 c$ | $c$ | $3(2 a+d+3 c)$ |
| $(\alpha) y^{2}$ | $-5 a-3 d-6 c$ | $2 a+d+3 c$ | $3(4 a+3 d+4 c)$ |
| $(\alpha) y^{3}$ | $-7 a-6 d-6 c$ | $4 a+3 d+4 c$ | $3(4 a+4 d+3 c)$ |
| $(\alpha) y^{4}$ | $-5 a-6 d-3 c$ | $4 a+4 d+3 c$ | $3(2 a+3 d+c)$ |
| $(\alpha) y^{5}$ | $-a-3 d$ | $2 a+3 d+c$ | $3 d$ |

Since $\alpha$ is a totally positive imaginary quadratic number, so $a c>0$. Therefore either $a, d, c>0$ or $a, d, c<0$. This implies $\|(\alpha) y\|=|a+c|>|a|$. Also, $\left\|(\alpha) y^{2}\right\|=|5 a+3 d+2 c|>|a|, \quad\left\|(\alpha) y^{3}\right\|=|7 a+6 d+2 c|>|a|, \quad\left\|(\alpha) y^{4}\right\|=$ $|5 a+6 d+c|>|a|, \quad\left\|(\alpha) y^{5}\right\|=|a+3 d|>|a|$.

Thus $\|\alpha\|<\left\|(\alpha) y^{j}\right\|$ for $j=1,2,3,4,5$.

Theorem 3.7. If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$, then denominator of every element in $\alpha H$ has the same sign.

Proof. Consider the following table.

| $\alpha$ | $a$ | $d$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | $-a$ | $c$ | $3 d$ |
| $(\alpha) y$ | $-a-3 c$ | $c$ | $3(2 a+d+3 c)$ |
| $(\alpha) y^{2}$ | $-5 a-3 d-6 c$ | $2 a+d+3 c$ | $3(4 a+3 d+4 c)$ |
| $(\alpha) y^{3}$ | $-7 a-6 d-6 c$ | $4 a+3 d+4 c$ | $3(4 a+4 d+3 c)$ |
| $(\alpha) y^{4}$ | $-5 a-6 d-3 c$ | $4 a+4 d+3 c$ | $3(2 a+3 d+c)$ |
| $(\alpha) y^{5}$ | $-a-3 d$ | $2 a+3 d+c$ | $3 d$ |

If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$ with $c>0$, then $d$ is also positive. So it can be easily observed from the above information that every element in $\alpha H$ has positive denominator. If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$ with $c<0$, then d is also negative. So it can be easily observed from the above information that every element in $\alpha H$ has negative denominator.
Theorem 3.8. If $\alpha=\frac{a+\sqrt{-n}}{3 c} \in Q^{*}(\sqrt{-n})$, then there exists a sequence of positive integers $\left\|\alpha_{0}\right\|,\left\|\alpha_{1}\right\|,\left\|\alpha_{2}\right\|, \ldots,\left\|\alpha_{m}\right\|$ such that $\left\|\alpha_{0}\right\|>\left\|\alpha_{1}\right\|>\left\|\alpha_{2}\right\|>\ldots>\left\|\alpha_{m}\right\|$, where $\left\|\alpha_{m}\right\|=\left\{\begin{array}{ll}0,3 & \text { if } n=3 \\ 0 & \text { if } n \equiv 0(\bmod 3), \text { but } n \neq 3 \\ 1 & \text { if } n \equiv 2(\bmod 3)\end{array}\right.$.
Proof. Let $\alpha=\alpha_{1}$ be a totally positive imaginary quadratic number so $\left(\alpha_{1}\right) x$ is a totally negative imaginary quadratic number and $\left\|\left(\alpha_{1}\right) x\right\|=\left\|\alpha_{1}\right\|$. Since $\left(\alpha_{1}\right) x$ is a totally negative imaginary quadratic number, then by Theorem 3.5 (ii), one of $\left(\alpha_{1}\right) x y^{j}$ for $j=1,2,3,4,5$ is a totally positive imaginary quadratic number. If $(\alpha) x y^{j}=\alpha_{2}$ is a totally positive imaginary quadratic number, then by Theorem 3.6 $\left\|\alpha_{2}\right\|<\left\|\left(\alpha_{1}\right) x\right\|=\left\|\alpha_{1}\right\|$. Similarly, we obtain another totally positive imaginary quadratic number $\alpha_{3}$ in the adjacent hexagon to that containing $\alpha_{2}$ such that $\left\|\alpha_{0}\right\|>\left\|\alpha_{1}\right\|>\left\|\alpha_{2}\right\|$. Ultimately, we get a decreasing sequence of positive integers $\left\|\alpha_{0}\right\|,\left\|\alpha_{1}\right\|,\left\|\alpha_{2}\right\|, \ldots,\left\|\alpha_{m}\right\|$ such that $\|\alpha\|=\left\|\alpha_{0}\right\|>\left\|\alpha_{1}\right\|>\left\|\alpha_{2}\right\| \ldots>\left\|\alpha_{m}\right\|$. After a finite number of steps it must terminate.
(i) If $n=3$, then after a finite number of steps we reach to $\alpha_{m}$ such that $\left\|\alpha_{m}\right\|=0$ or 3. If $\alpha_{m}=\frac{-3 \pm \sqrt{-3}}{6}$, then because $\frac{-3 \pm \sqrt{-3}}{6}$ are fixed points of $y$, therefore, we can not reach at an imaginary quadratic number whose norm is equal to zero. Otherwise we reach at $\alpha_{m}=\frac{\sqrt{-3}}{ \pm 3}$.
(ii) If $n \equiv 0(\bmod 3)$, but $n \neq 3$, then we reach at an imaginary quadratic number $\alpha_{m}$ such that $\left\|\alpha_{m}\right\|=0$.
(iii) If $n \equiv 2(\bmod 3)$, then we reach at an imaginary quadratic number $\alpha_{m}$ such that $\left\|\alpha_{m}\right\|=1$.

Example 3.9. Let $\alpha_{1}=\frac{7+\sqrt{-2}}{3}$, which is totally positive imaginary quadratic number. Then $\left(\alpha_{1}\right) x=\frac{-7+\sqrt{-2}}{51}$, which is totally negative imaginary quadratic
number. Also in the hexagon containing $\left(\alpha_{1}\right) x,\left(\alpha_{1}\right) x y^{5}=\frac{4+\sqrt{-2}}{3}$ is totally positive imaginary quadratic number. Take $\alpha_{1}=\frac{4+\sqrt{-2}}{3}$, so $\left\|\alpha_{1}\right\|>\left\|\alpha_{2}\right\|$. Now $\left(\alpha_{2}\right) x=\frac{-4+\sqrt{-2}}{18}$ is totally negative imaginary quadratic number, then in the hexagon containing $\left(\alpha_{2}\right) x,\left(\alpha_{2}\right) x y^{5}=\frac{1+\sqrt{-2}}{3}$ is totally positive imaginary quadratic number. Take $\alpha_{3}=\frac{1+\sqrt{-2}}{3}$, implying that $\left\|\alpha_{0}\right\|>\left\|\alpha_{1}\right\|>\left\|\alpha_{3}\right\|$.
Theorem 3.10. There are exactly four orbits of $Q^{*}(\sqrt{-3})$ under the action of H.

Proof. Since we know that there exists a sequence of positive integers $\left\|\alpha_{0}\right\|,\left\|\alpha_{1}\right\|$, $\left\|\alpha_{2}\right\|, \ldots,\left\|\alpha_{m}\right\|$ such that $\left\|\alpha_{0}\right\|>\left\|\alpha_{1}\right\|>\left\|\alpha_{2}\right\|>\left\|\alpha_{3}\right\|>\left\|\alpha_{4}\right\|>\ldots>\left\|\alpha_{m}\right\|$, where $\left\|\alpha_{m}\right\|=0$ or 3 . If $\alpha_{m}= \pm \frac{\sqrt{-3}}{3}$ or $\frac{-3 \pm \sqrt{-3}}{6}$, then $\pm \frac{\sqrt{-3}}{3}$ and $\frac{-3 \pm \sqrt{-3}}{6}$ are fixed points of $x$ and $y$ respectively. Therefore in this case there are four orbits of $Q^{*}(\sqrt{-3})$. That is, $\frac{\sqrt{-3}}{3} H, \frac{-\sqrt{-3}}{3} H, \frac{-3+\sqrt{-3}}{6} H$ and $\frac{3+\sqrt{-3}}{-6} H$. Hence there are exactly four orbits of $Q^{*}(\sqrt{-3})$ under the action of $H$.
Theorem 3.11. Let $\alpha \in Q^{*}(\sqrt{-n})$, where $n \neq 3$.
(i) If $\alpha=\frac{\sqrt{-n}}{3}$, where $n \equiv 0(\bmod 3)$ then $\frac{\sqrt{-n}}{3}$ and $\frac{\sqrt{-n}}{n}$ lie in $\alpha H$.
(ii) If $\alpha=\frac{1+\sqrt{-n}}{3}$, where $n \equiv 2(\bmod 3)$ then $\frac{1+\sqrt{-n}}{3}$ and $\frac{-1+\sqrt{-n}}{n+1}$ lie in $\alpha H$.
(iii) If $\alpha=\frac{-1+\sqrt{ }-n}{3}$, where $n \equiv 2(\bmod 3)$ then $\frac{-1+\sqrt{ }-n}{3}$ and $\frac{1+\sqrt{ }-n}{n+1}$ lie in $\alpha H$.
(iv) If $\alpha=\frac{\sqrt{-n}}{3 c}$, where $n \equiv 0(\bmod 3)$ and $c \neq \pm 1, \pm \frac{n}{3}, n=3 c c_{1}$ then $\frac{\sqrt{-n}}{3 c}$ and $\frac{\sqrt{-n}}{3 c_{1}}$ lie in $\alpha H$.
(v) If $\alpha=\frac{1+\sqrt{-n}}{3 c}$ where $n \equiv 2(\bmod 3)$ and $n+1=3 c c_{1}$, then $\frac{1+\sqrt{-n}}{3 c}$ and $\frac{-1+\sqrt{-n}}{3 c_{1}}$ lie in $\alpha H$.
(vi) If $\alpha=\frac{-1+\sqrt{-n}}{3 c}$ where $n \equiv 2(\bmod 3)$ and $n+1=3 c c_{1}$, then $\frac{-1+\sqrt{-n}}{3 c}$ and $\frac{1+\sqrt{-n}}{3 c_{1}}$ lie in $\alpha H$.
Proof. (i) If $\alpha=\frac{\sqrt{-n}}{3}$, then we have the following information.

| $\alpha$ | 0 | $\frac{n}{3}$ | 3 |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | 0 | 1 | $n$ |
| $(\alpha) y$ | -3 | 1 | $n+9$ |
| $(\alpha) y^{2}$ | $-6-n$ | $\frac{n+9}{3}$ | $3(4+n)$ |
| $(\alpha) y^{3}$ | $-2 n-6$ | $4+n$ | $9+4 n$ |
| $(\alpha) y^{4}$ | $-2 n-3$ | $\frac{9+4 n}{3}$ | $3(n+1)$ |
| $(\alpha) y^{5}$ | $-n$ | $n+1$ | $n$ |

Hence from the above table, we see that $\frac{\sqrt{-n}}{3}$ and $\frac{\sqrt{-n}}{n}$ lie in the same orbit.
(ii) If $\alpha=\frac{1+\sqrt{-n}}{3}$, then we have the following information.

| $\alpha$ | 1 | $\frac{n+1}{3}$ | 3 |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | -1 | 1 | $1+n$ |
| $(\alpha) y$ | -4 | 1 | $16+n$ |
| $(\alpha) y^{2}$ | $-12-n$ | $\frac{16+n}{3}$ | $27+3 n$ |
| $(\alpha) y^{3}$ | $-15-2 n$ | $9+n$ | $25+4 n$ |
| $(\alpha) y^{4}$ | $-10-2 n$ | $\frac{25+4 n}{3}$ | $12+3 n$ |
| $(\alpha) y^{5}$ | $-2-n$ | $4+n$ | $1+n$ |

Hence from the above table, we see that $\frac{1+\sqrt{-n}}{3}$ and $\frac{-1+\sqrt{-n}}{n+1}$ lie in $\alpha H$.
(iii) If $\alpha=\frac{-1+\sqrt{-n}}{3}$, then we have the following information.

| $\alpha$ | -1 | $\frac{n+1}{3}$ | 3 |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | 1 | 1 | $1+n$ |
| $(\alpha) y$ | -2 | 1 | $4+n$ |
| $(\alpha) y^{2}$ | $-2-n$ | $\frac{4+n}{3}$ | $3(1+n)$ |
| $(\alpha) y^{3}$ | $-1-2 n$ | $1+n$ | $1+4 n$ |
| $(\alpha) y^{4}$ | $-2 n$ | $\frac{1+4 n}{3}$ | $3 n$ |
| $(\alpha) y^{5}$ | $-n$ | $n$ | $n+1$ |

Hence from the above table, we see that $\frac{-1+\sqrt{-n}}{3}$ and $\frac{1+\sqrt{-n}}{n+1}$ lie in the same orbit.
(iv) If $\alpha=\frac{\sqrt{-n}}{3 c}$, then we have the following information.

| $\alpha$ | 0 | $c_{1}$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | 0 | $c$ | $3 c_{1}$ |
| $(\alpha) y$ | $-3 c$ | $c$ | $3\left(3 c+c_{1}\right)$ |
| $(\alpha) y^{2}$ | $-6 c-3 c_{1}$ | $3 c+c_{1}$ | $3\left(4 c+3 c_{1}\right)$ |
| $(\alpha) y^{3}$ | $-6 c-6 c_{1}$ | $4 c+3 c_{1}$ | $3\left(3 c+4 c_{1}\right)$ |
| $(\alpha) y^{4}$ | $-3 c-6 c_{1}$ | $3 c+4 c_{1}$ | $3\left(c+3 c_{1}\right)$ |
| $(\alpha) y^{5}$ | $-3 c_{1}$ | $c+3 c_{1}$ | $3 c_{1}$ |

Hence from the above table, we see that $\frac{\sqrt{-n}}{3 c}$ and $\frac{\sqrt{-n}}{3 c_{1}}$ lie in the same orbit.
$(v)$ If $\alpha=\frac{1+\sqrt{-n}}{3 c}$, then we have the following information.

| $\alpha$ | 1 | $c_{1}$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | -1 | $c$ | $3 c_{1}$ |
| $(\alpha) y$ | $-1-3 c$ | $c$ | $3\left(2+3 c+c_{1}\right)$ |
| $(\alpha) y^{2}$ | $-5-6 c-3 c_{1}$ | $2+3 c+c_{1}$ | $3\left(4+4 c+3 c_{1}\right)$ |
| $(\alpha) y^{3}$ | $-7-6 c-6 c_{1}$ | $4+4 c+3 c_{1}$ | $3\left(4+3 c+4 c_{1}\right)$ |
| $(\alpha) y^{4}$ | $-5-3 c-6 c_{1}$ | $4+3 c+4 c_{1}$ | $3\left(2+c+3 c_{1}\right)$ |
| $(\alpha) y^{5}$ | $-1-3 c_{1}$ | $2+c+3 c_{1}$ | $3 c_{1}$ |

Hence from the above table, we see that $\frac{1+\sqrt{-n}}{3 c}$ and $\frac{-1+\sqrt{-n}}{3 c_{1}}$ lie in $\alpha H$.
(vi) If $\alpha=\frac{-1+\sqrt{-n}}{3 c}$, then we have the following information.

| $\alpha$ | -1 | $c_{1}$ | $3 c$ |
| :--- | :--- | :--- | :--- |
| $(\alpha) x$ | 1 | $c$ | $3 c_{1}$ |
| $(\alpha) y$ | $1-3 c$ | $c$ | $3\left(2+3 c+c_{1}\right)$ |
| $(\alpha) y^{2}$ | $5-6 c-3 c_{1}$ | $2+3 c+c_{1}$ | $3\left(4+4 c+3 c_{1}\right)$ |
| $(\alpha) y^{3}$ | $7-6 c-6 c_{1}$ | $4+4 c+3 c_{1}$ | $3\left(4+3 c+4 c_{1}\right)$ |
| $(\alpha) y^{4}$ | $5-3 c-6 c_{1}$ | $4+3 c+4 c_{1}$ | $3\left(2+c+3 c_{1}\right)$ |
| $(\alpha) y^{5}$ | $1-3 c_{1}$ | $2+c+3 c_{1}$ | $3 c_{1}$ |

Hence from the above table, we see that $\frac{-1+\sqrt{-n}}{3 c}$ and $\frac{1+\sqrt{-n}}{3 c_{1}}$ lie in $\alpha H$.
Example 3.12. By using Theorem 9, the orbits of $Q^{*}(\sqrt{-30})$ are
(i) $\frac{\sqrt{-30}}{3}$ and $\frac{\sqrt{-30}}{30}$ lie in $\frac{\sqrt{-30}}{3} H$.
(ii) $\frac{\sqrt{-30}}{-3}$ and $\frac{\sqrt{-30}}{-30}$ lie in $\frac{\sqrt{-30}}{-3} H$.
(iii) $\frac{\sqrt{-30}}{6}$ and $\frac{\sqrt{-30}}{15}$ lie in $\frac{\sqrt{-30}}{6} H$.
(iv) $\frac{\sqrt{-30}}{-6}$ and $\frac{\sqrt{-30}}{-15}$ lie in $\frac{\sqrt{-30}}{-6} H$.

So, there are four orbits of $Q^{*}(\sqrt{-30})$.
Example 3.13. By using Theorem 9 , the orbits of $Q^{*}(\sqrt{-11})$ are
(i) $\frac{1+\sqrt{-11}}{3}$ and $\frac{-1+\sqrt{-11}}{12}$ lie in $\frac{1+\sqrt{-11}}{3} H$.
(ii) $\frac{1+\sqrt{-11}}{-3}$ and $\frac{-1+\sqrt{-11}}{-12}$ lie in $\frac{1+\sqrt{-11}}{-3} H$.
(iii) $\frac{-1+\sqrt{-11}}{3}$ and $\frac{1+\sqrt{-11}}{12}$ lie in $\frac{-1+\sqrt{-11}}{3} H$.
(iv) $\frac{-1+\sqrt{-11}}{-3}$ and $\frac{1+\sqrt{-11}}{-12}$ lie in $\frac{-1+\sqrt{-11}}{-3} H$.
(v) $\frac{1+\sqrt{-11}}{6}$ and $\frac{-1+\sqrt{-11}}{6}$ lie in $\frac{1+\sqrt{-11}}{6} H$.
(vi) $\frac{1+\sqrt{-11}}{-6}$ and $\frac{-1+\sqrt{-11}}{-6}$ lie in $\frac{1+\sqrt{-11}}{-3} H$.

So, there are six orbits of $Q^{*}(\sqrt{-11})$.
Definition 3.14. If $n$ is a positive integer, then $d(n)$ denotes the arithmetic function defined by the number of positive divisors of $n$ which are multiple of 3 .

Theorem 3.15. If $n \neq 3$ then the total number of orbits of $Q^{*}(\sqrt{-n})$ under the action of $H$ are

$$
\begin{cases}d(n) & \text { if } n \equiv 0(\bmod 3), \text { but } n \neq 3 . \\ 2 d(n+1) & \text { if } n \equiv 2(\bmod 3) .\end{cases}
$$

Proof. If $n \equiv 0(\bmod 3)$, then the divisors of $n$ which are multiples of 3 are $\pm 3, \pm m_{1}, \pm m_{2}, \pm m_{3}, \ldots, \pm n$. Then by Theorem $3.11(i)$ there exist two orbits of $Q^{*}(\sqrt{-n})$ corresponding to the divisors $\pm 3, \pm n$ of $n$. We therefore left with
$2 d(n)-4$ divisors of $n$. Then by Theorem 3.11 (iv), there exist $\frac{2 d(n)-4}{2}$ orbits corresponding to the remaining $2 d(n)-4$ divisors of $n$. Hence there are $2+\frac{2 d(n)-4}{2}=d(n)$ orbits of $Q^{*}(\sqrt{-n})$.

If $n \equiv 2(\bmod 3)$, then the divisors of $n+1$ which are multiples of 3 are $\pm 3, \pm n_{1}$, $\pm n_{2}, \pm n_{3}, \ldots, \pm(n+1)$. By Theorem 3.11 (ii) and (iii), there exist four orbits corresponding to the divisors $\pm 3, \pm(n+1)$ of $n+1$. Thus we are left with $2 d(n+1)-4$ divisors of $n+1$. By Theorem $3.11(v)$ and (vi) corresponding to the remaining $2 d(n+1)-4$ divisors of $n+1$, there exist $2 d(n+1)-4$ orbits. Hence there are $4+2 d(n+1)-4=2 d(n+1)$ orbits of $Q^{*}(\sqrt{-n})$.

Example 3.16. Consider $Q^{*}(\sqrt{-30})$. Then the positive divisors of 30 which are multiple of 3 are $3,6,15,30$. Therefore $d(30)=4$, which implies that the total number of orbits are four.

Example 3.17. In $Q^{*}(\sqrt{-11})$. The number of positive divisors of 12 which are multiple of three are $3,6,12$. Therefore $d(12)=3$. Hence the total number of orbits are $2 d(12)=2 \times 3=6$.

Corollary 3.18. The action of $H$ on $Q^{*}(\sqrt{-n})$ is intransitive.
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# On bi-ideals of ordered semigroups 
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#### Abstract

The concepts of strongly quasi-prime, quasi-prime, quasi-semiprime, strongly irreducible and irreducible bi-ideals of an ordered semigroup are introduced. Moreover, we characterize regular and intra-regular ordered semigroups using bi-ideals, and investigate the ordered semigroups in which every bi-ideal is strongly quasi-prime.


## 1. Introduction and preliminaries

Ideal theory play an important role in characterizations of semigroups and ordered semigroups. Lajos first introduced the concept of bi-ideals in semigroups (see [7]). Li and He characterized the semigroups whose all bi-ideals are prime in [8]; the semigroups whose all bi-ideals are strongly prime were determined by Shabir in [9]. Kehayopulu did much work on characterizations of regular and intra-regular ordered semigroups by ideals, quasi-ideals and bi-ideals (see [1, 2, 3, 4, 5, 6]). The characterizations of regular and intra-regular ordered semigroups in terms of fuzzy subsets were given by Xie and Tang in [10]. In this paper, we first introduce the notions of strongly quasi-prime, quasi-prime, quasi-semiprime, strongly irreducible and irreducible bi-ideals in ordered semigroups, and then characterize regular and intra-regular ordered semigroups by bi-ideals. Finally, we characterize those ordered semigroups in which all bi-ideals are strongly quasi-prime.

We recall some basic notions in ordered semigroups. An ordered semigroup is a semigroup $(S, \cdot)$ endowed with an order relation $\leqslant$ such that

$$
(\forall a, b, x \in S) a \leqslant b \Rightarrow x a \leqslant x b \text { and } a x \leqslant b x
$$

Let $(S, \cdot, \leqslant)$ be an ordered semigroup. A non-empty subset $B$ of $S$ is called a bi-ideal of $S$ if it satisfies the following conditions: (1) $B S B \subseteq B$; (2) $a \in B$ and $b \in S, b \leqslant a$ implies $b \in B$. For a nonempty subset $H$ of $S$, we denote

$$
(H]=\{t \in S \mid t \leqslant h \text { for some } h \in H\}
$$

[^6]It is well known that the intersection of any number of bi-ideals of $S$ is either empty or a bi-ideal of $S$. For any bi-ideals $B_{1}, B_{2}$ of $S,\left(B_{1} B_{2}\right]$ is a bi-ideal of $S$.

An ordered semigroup $S$ is called regular ( $[2,5]$ ) if for every $a \in S$ there exists $x \in S$ such that $a \leqslant a x a$. Equivalent definitions: (1) $A \subseteq(A S A](\forall A \subseteq S)$; (2) $a \in(a S a](\forall a \in S)$. An ordered semigroup $S$ is called intra-regular ([2, 3]) if for every $a \in S$ there exist $x, y \in S$ such that $a \leqslant x a^{2} y$. Equivalent definitions: (1) $A \subseteq\left(S A^{2} S\right](\forall A \subseteq S)$; (2) $a \in\left(S a^{2} S\right](\forall a \in S)$.

## 2. Several classes of bi-ideals

In this section, we mainly introduce and study quasi-prime, strongly quasi-prime, quasi-semiprime, irreducible and strongly irreducible bi-ideals in ordered semigroups.
Definition 2.1. Let $S$ be an ordered semigroup and $B$ a bi-ideal of $S$. $B$ is called quasi-prime (strongly quasi-prime) if $B_{1} B_{2} \subseteq B\left(\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \subseteq B\right)$ implies $B_{1} \subseteq B$ or $B_{2} \subseteq B$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$. B is called quasi-semiprime if $B_{1}^{2} \subseteq B$ implies $B_{1} \subseteq B$ for any bi-ideal $B_{1}$ of $S$.
Remark 2.2. From Definition 2.1, we know that every strongly quasi-prime biideal of an ordered semigroup $S$ is quasi-prime, and every quasi-prime bi-ideal is quasi-semiprime. However, a quasi-prime bi-ideal is not necessarily strongly quasi-prime and a quasi-semiprime bi-ideal is not necessarily quasi-prime.
Example 2.3. (See [2]) Consider the ordered semigroup $S=\{a, b, c, d, e\}$ with the multiplication "." and the order" $\leqslant$ " below:

| $\cdot$ | a | b | c | d | e |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a | a | a | a | a | a |
| b | a | b | a | d | a |
| c | a | e | c | c | e |
| d | a | b | d | d | b |
| e | a | e | a | c | a |

$$
\leqslant:=\{(a, a),(a, b),(a, c),(a, d),(a, e),(b, b),(c, c),(d, d),(e, e)\}
$$

We can deduce that the bi-ideals of $S$ are

$$
\{a\},\{a, b\},\{a, c\},\{a, d\},\{a, e\},\{a, b, d\},\{a, c, d\},\{a, b, e\},\{a, c, e\}, S
$$

It is easy to see that the bi-ideal $\{a, b, e\}$ is quasi-prime. But it is not strongly quasi-prime. Indeed: we have

$$
\begin{aligned}
& (\{a, c\}\{a, d\}]=(\{a, c\}]=\{a, c\} ; \\
& (\{a, d\}\{a, c\}]=(\{a, d\}]=\{a, d\} ; \\
& \{a, c\} \cap\{a, d\}=\{a\} \subseteq\{a, b, e\} .
\end{aligned}
$$

But neither $\{a, c\}$ nor $\{a, d\}$ is contained in $\{a, b, e\}$.

Example 2.4. (See [2]) Consider the ordered semigroup $S=\{a, b, c, d, e\}$ with the multiplication "." and the order " $\leqslant$ " below:
$\left.\begin{array}{rl}\cdot & \mathrm{a} \\ \hline \mathrm{a} & \mathrm{b} \\ \mathrm{a} & \mathrm{c} \\ \mathrm{b} & \mathrm{a} \\ \mathrm{b} & \mathrm{a} \\ \mathrm{a} & \mathrm{a} \\ \mathrm{c} & \mathrm{a} \\ \mathrm{a} & \mathrm{a} \\ \mathrm{a} & \mathrm{a} \\ \mathrm{d} & \mathrm{a} \\ \mathrm{a} & \mathrm{c} \\ \mathrm{e} & \mathrm{a} \\ \mathrm{e} & \mathrm{a} \\ \mathrm{a} & \mathrm{b} \\ \mathrm{a} & \mathrm{a} \\ \mathrm{a} & \mathrm{a} \\ \mathrm{a}\end{array}\right]=\{(a, a),(a, b),(b, b),(c, a),(c, b),(c, c)(d, a),(d, b),(d, d),(e, e)\}$.

We can obtain that the bi-ideals of $S$ are

$$
\{a, c, d\},\{a, b, c, d\},\{a, c, d, e\}, S
$$

It is easy to deduce that the bi-ideal $\{a, c, d\}$ is quasi-semiprime. But it is not quasi-prime. Indeed: we have

$$
\{a, b, c, d\}\{a, c, d, e\}=\{a, c, d\} .
$$

However, neither $\{a, b, c, d\}$ nor $\{a, c, d, e\}$ is contained in $\{a, c, d\}$.
Definition 2.5. A bi-ideal $B$ of an ordered semigroup $S$ is called irreducible (strongly irreducible) if $B_{1} \cap B_{2}=B\left(B_{1} \cap B_{2} \subseteq B\right)$ implies $B_{1}=B$ or $B_{2}=B$ ( $B_{1} \subseteq B$ or $B_{2} \subseteq B$ ) for any bi-ideals $B_{1}$ and $B_{2}$ of $S$.
Remark 2.6. Clearly, every strongly irreducible bi-ideal of an ordered semigroup is irreducible. The following example shows that the converse is not true.
Example 2.7. Consider the ordered semigroup $S$ in Example 2.3. The bi-ideal $\{a, b, d\}$ is irreducible but not strongly irreducible because

$$
\{a, c\} \cap\{a, e\}=\{a\} \subseteq\{a, b, d\}
$$

But neither $\{a, c\}$ nor $\{a, e\}$ is contained in $\{a, b, d\}$.
Proposition 2.8. The intersection of any family of quasi-prime bi-ideals of an ordered semigroup is either empty or a quasi-semiprime bi-ideal.
Proof. Let $\Gamma$ be a family of quasi-prime bi-ideals and $B$ a bi-ideal. It is wellknown that $\bigcap_{\alpha \in \Gamma} B_{\alpha}$ is either empty or a bi-ideal. Suppose that $\bigcap_{\alpha \in \Gamma} B_{\alpha} \neq \emptyset$ and $B^{2} \subseteq \bigcap_{\alpha \in \Gamma} B_{\alpha}$. Then $B^{2} \subseteq B_{\alpha}$ for every $\alpha \in \Gamma$. Since $B_{\alpha}$ is quasi-prime, we have $B \subseteq B_{\alpha}$. Thus $B \subseteq \bigcap_{\alpha \in \Gamma} B_{\alpha}$ and so $\bigcap_{\alpha \in \Gamma} B_{\alpha}$ is quasi-semiprime.

Proposition 2.9. Let $B$ be a strongly irreducible quasi-semiprime bi-ideal of an ordered semigroup $S$. Then $B$ is strongly quasi-prime.
Proof. Let $B_{1}, B_{2}$ be two bi-ideals of $S$ such that $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \subseteq B$. Since $\left(B_{1} \cap B_{2}\right)^{2} \subseteq B_{1} B_{2}$ and $\left(B_{1} \cap B_{2}\right)^{2} \subseteq B_{2} B_{1}$, we have $\left(B_{1} \cap B_{2}\right)^{2} \subseteq B_{1} B_{2} \cap$ $B_{2} B_{1} \subseteq\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \subseteq B$. Moreover, since $B$ is a quasi-semiprime bi-ideal, $B_{1} \cap B_{2} \subseteq B$. In addition, from the strong irreducibility of $B$, we have $B_{1} \subseteq B$ or $B_{2} \subseteq B$. Thus $B$ is a strongly prime bi-ideal of $S$.

## 3. Regular and intra-regular ordered semigroups

In this section, we mainly characterize regular and intra-regular ordered semigroups by bi-ideals, and investigate the ordered semigroups in which all bi-ideals are strongly quasi-prime.

Theorem 3.1. Let $S$ be an ordered semigroup. Then the following statements are equivalent:
(i) $S$ is both regular and intra-regular;
(ii) $\left(B^{2}\right]=B$ for every bi-ideal $B$ of $S$;
(iii) $\quad B_{1} \cap B_{2}=\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]$ for all bi-ideals $B_{1}$ and $B_{2}$ of $S$;
(iv) Every bi-ideal of $S$ is quasi-semiprime.

Proof. $(i) \Rightarrow(i i)$. Let $B$ be a bi-ideal of $S$. Then $B S B \subseteq B$. Since $S$ is regular and intra-regular, $B \subseteq(B S B]$ and $B \subseteq\left(S B^{2} S\right]$. Thus $B \subseteq(B S B] \subseteq((B S B](S B]]=$ $(B S B S B] \subseteq\left((B S]\left(S B^{2} S\right](S B]\right] \subseteq\left(B S S B^{2} S S B\right] \subseteq(B S B B S B] \subseteq\left(B^{2}\right]$. Also, $\left(B^{2}\right] \subseteq((B S B](B S B]]=(B S B B S B] \subseteq(B S B] \subseteq(B]=B$.
$(i i) \Rightarrow(i)$. Let $a \in S$. Then $B(a)=(a \cup a S a]$. Since $B=\left(B^{2}\right]$ for every bi-ideal $B$ of $S$, we have $a \in B(a)=\left(B^{2}(a)\right]=\left(\left(B^{2}(a)\right](B(a)]\right]=\left(B^{3}(a)\right]=$ $((a \cup a S a](a \cup a S a](a \cup a S a]] \subseteq((a \cup a S a)(a \cup a S a)(a \cup a S a)] \subseteq(a S a]$. Hence $S$ is regular.

Similarly, we have $a \in B(a)=\left(B^{2}(a)\right]=\left(\left(B^{2}(a)\right]\left(B^{2}(a)\right]\right]=\left(B^{4}(a)\right]=((a \cup$ $a S a](a \cup a S a](a \cup a S a](a \cup a S a]] \subseteq((a \cup a S a)(a \cup a S a)(a \cup a S a)(a \cup a S a)] \subseteq\left(S a^{2} S\right]$. Thus $S$ is intra-regular.
$(i i) \Rightarrow(i i i)$. Let $B_{1}$ and $B_{2}$ be two bi-ideals of $S$. Then $B_{1} \cap B_{2}$ is either empty or a bi-ideal of $S$.

CASE 1). Suppose that $B_{1} \cap B_{2}=\emptyset$. Next we prove that $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]=\emptyset$. Otherwise, $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]$ is a bi-ideal (Since $\left(B_{1} B_{2}\right]$ and ( $\left.B_{2} B_{1}\right]$ are bi-ideals). Thus $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]=\left(\left(\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]\right)\left(\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]\right)\right] \subseteq\left(\left(B_{1} B_{2}\right]\left(B_{2} B_{1}\right]\right] \subseteq$ $\left(\left(B_{1} B_{2} B_{2} B_{1}\right]\right]=\left(B_{1} B_{2} B_{2} B_{1}\right] \subseteq\left(B_{1} S B_{1}\right] \subseteq\left(B_{1}\right]=B_{1}$. Similarly, $\left(B_{1} B_{2}\right] \cap$ $\left(B_{2} B_{1}\right] \subseteq B_{2}$. Hence $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \subseteq B_{1} \cap B_{2}=\emptyset$, which is impossible.

Case 2). Suppose that $B_{1} \cap B_{2} \neq \emptyset$. By hypothesis, $B_{1} \cap B_{2}=\left(\left(B_{1} \cap B_{2}\right)^{2}\right]=$ $\left(\left(B_{1} \cap B_{2}\right)\left(B_{1} \cap B_{2}\right)\right] \subseteq\left(B_{1} B_{2}\right]$. In the same way, we have $B_{1} \cap B_{2} \subseteq\left(B_{2} B_{1}\right]$. Thus,

$$
\begin{equation*}
B_{1} \cap B_{2} \subseteq\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] . \tag{1}
\end{equation*}
$$

Hence $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \neq \emptyset$ and so $\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right]$ is a bi-ideal. Similar to the proof of Case 1), we have

$$
\begin{equation*}
\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] \subseteq B_{1} \cap B_{2} . \tag{2}
\end{equation*}
$$

By (1) and (2), we obtain that

$$
B_{1} \cap B_{2}=\left(B_{1} B_{2}\right] \cap\left(B_{2} B_{1}\right] .
$$

(iii) $\Rightarrow($ iv $)$. Let $B_{1}$ and $B$ be two bi-ideals of $S$ such that $B_{1}^{2} \subseteq B$. By hypothesis, $B_{1}=B_{1} \cap B_{1}=\left(B_{1}^{2}\right] \cap\left(B_{1}^{2}\right]=\left(B_{1}^{2}\right]$. Thus, we have $B_{1}=\left(B_{1}^{2}\right] \subseteq$ $(B]=B$. Hence every bi-ideal of $S$ is quasi-semiprime.
$(i v) \Rightarrow(i i)$. Let $B$ be a bi-ideal of $S$. Then $\left(B^{2}\right]$ is a bi-ideal. By hypothesis, ( $B^{2}$ ] is quasi-semiprime. Since $B^{2} \subseteq\left(B^{2}\right]$, we have $B \subseteq\left(B^{2}\right]$. Furthermore, $\left(B^{2}\right] \subseteq\left(\left(B^{2}\right](B]\right]=\left(B^{3}\right] \subseteq(B S B] \subseteq(B]=B$. Hence $B=\left(B^{2}\right]$.

The following result can be directly obtained from Theorem 3.1.
Proposition 3.2. Let $S$ be a regular and intra-regular ordered semigroup and $B$ a bi-ideal of $S$. Then the following statements are equivalent:
(i) $B$ is strongly irreducible;
(ii) $B$ is strongly quasi-prime.

Next we characterize those ordered semigroups in which every bi-ideal is strongly quasi-prime and also those ordered semigroups in which every bi-ideal is strongly irreducible.

Lemma 3.3. Let $S$ be an ordered semigroup. Then the following statements are equivalent:
(i) The set of bi-ideals of $S$ is totally ordered under inclusion;
(ii) Every bi-ideal of $S$ is strongly irreducible and $B_{1} \cap B_{2} \neq \emptyset$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$;
(iii) Every bi-ideal of $S$ is irreducible and $B_{1} \cap B_{2} \neq \emptyset$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$.

Proof. $(i) \Rightarrow(i i)$. By condition (i), it is obvious that $B_{1} \cap B_{2} \neq \emptyset$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$. Let $B$ be a bi-ideal of $S$ and $B_{1}, B_{2}$ two bi-ideals such that $B_{1} \cap B_{2} \subseteq B$. Since the set of bi-ideals of $S$ is totally ordered, either $B_{1} \subseteq B_{2}$ or $B_{2} \subseteq B_{1}$. Thus either $B_{1} \cap B_{2}=B_{1}$ or $B_{1} \cap B_{2}=B_{2}$. Hence $B_{1} \cap B_{2} \subseteq B$ implies that $B_{1} \subseteq B$ or $B_{2} \subseteq B$. This shows that $B$ is strongly irreducible.
$(i i) \Rightarrow(i i i)$. The conclusion is obvious.
(iii) $\Rightarrow(i)$. Let $B_{1}$ and $B_{2}$ be two bi-ideals of $S$. Since $B_{1} \cap B_{2} \neq \emptyset, B_{1} \cap B_{2}$ is a bi-ideal. By hypothesis, either $B_{1}=B_{1} \cap B_{2}$ or $B_{2}=B_{1} \cap B_{2}$, that is, $B_{1} \subseteq B_{2}$ or $B_{2} \subseteq B_{1}$. Hence the set of bi-ideals of $S$ is totally ordered.

Theorem 3.4. Let $S$ be an ordered semigroup. Then every bi-ideal of $S$ is strongly quasi-prime and $B_{1} \cap B_{2} \neq \emptyset$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$ if and only if $S$ is regular, intra-regular and the set of bi-ideals of $S$ is totally ordered.

Proof. $(\Rightarrow)$. Let every bi-ideal of $S$ be strongly quasi-prime. Then every bi-ideal of $S$ is quasi-semiprime. From Theorem 3.1, we have $S$ is regular and intraregular. Furthermore, we know that every bi-ideal of $S$ is strongly irreducible from Proposition 3.2. Thus by Lemma 3.3, the set of bi-ideals of $S$ is totally ordered under inclusion.
$(\Leftarrow)$. Since the set of bi-ideals of $S$ is totally ordered under inclusion, we have $B_{1} \cap B_{2} \neq \emptyset$ for any bi-ideals $B_{1}$ and $B_{2}$ of $S$ and every bi-ideal of $S$ is strongly irreducible from Lemma 3.3. Since $S$ is regular and strongly regular, from Proposition 3.2, we obtain that every bi-ideal of $S$ is strongly quasi-prime.
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