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On April 19, 2010 Galina Borisovna Belyavskaya turned 70. Presentlyshe is a leading researher in the Institute of Mathematis and ComputerSiene of the Aademy of Sienes of the Republi of Moldova. She hasmade a signi�ant ontribution to the development of binary and n-aryquasigroup theory and published about 70 researh works in mathematialjournals.For more than 20 years Galina was the Sienti� seretary of the Speial-ized Counil for onferring sienti� degree at the Institute of Mathematisof the Aademy of Sienes of Moldova.G. Belyavskaya was born in Ust'-Kamenogorsk, the apital of the East-Kazakhstan Region of former USSR (now Oskemen in Kazakhstan). Herparents, born in Altai Region (Siberia) were engineers. Her father workedas a trees rafter on Siberian rivers. Both were Russian. The father's mother



106 W. A. Dudek and V. Shherbaovhad re-married after her �rst husband died. G. Belyavskaya's father tookpolish sounding surname after her stepfather. Galina stayed with this sur-name. In the middle �fties the family moved to Gomel (Belarus) and thento Kishinev where her father beame a teaher.After her father she also inherited the love to play hess. In her youthshe played hess and beame a junior hess hampion of Moldova.In 1957 she began study at the Faulty of Physis and Mathematis ofthe Kishinev State University whih she graduated with honors in 1962. Inthe same year she joined the newly established Institute of Mathematisof the Aademy of Sienes of the Republi of Moldova, that was then abranh of the Aademy of Sienes of the USSR. She still works there today.Initially she worked in the omputer laboratory and develop new pro-gramming languages, algorithms and software. Her paper [1℄ is from thatperiod. In this paper one simple riterium for lassi�ations of partiallysymmetri boolean funtions is presented.Sine 1967, Belyavskaya begins ooperation with V. D. Belousov. Her�rst papers devoted to quasigroups are onneted with the problem of aprolongation (extension) of quasigroups, i.e., a onstrution of a quasigroupon (n + 1)-th order from a quasigroup of n-th order, and with the problemof a ontration (ompression), i.e., a onstrution of a quasigroups of n-th order from quasigroups of (n + 1)-th order. Neessary and su�ientonditions under whih two ontration of a given quasigroup are isotopiare found in [2℄ and [3℄. A new method of a prolongation is presented in[5℄. Neessary and su�ient ondition of isotopy of suh two prolongationsof a given quasigroup are found too. The problem of onstrution anddeomposition of quasigroups was investigated in many of her papers (f.[12℄, [27℄ and [33℄).Next she studied the systems of binary operations ontaining two pro-jetions, all quasigroup operations de�ned on a �xed set Q and satisfyingthe generalized Stein's identity ([7℄, [8℄ and [13℄). Properties of suh systemsare desribed by means of balaned inomplete blok design. A method foronstruting suh systems is presented in [7℄. Later she generalized thoseresults to the systems of n-ary quasigroup operations (see [49℄ and [61℄).Many papers of G. B. Belyavskaya are onneted with the problem ofortogonality of binary and n-ary quasigroups. She start with a harate-rization of r-orthogonal quasigroups, i.e., quasigroups Q(·), Q(◦) for whihthe set {(x ·y, x◦y) : x, y ∈Q} ontains exatly r di�erent ordered pairs. In[16℄ it is proved that for any n > 4 there exist (n+k)-orthogonal quasigroups



Galina B. Belyavskaya's 70th birthday 107for any k with 2 6 k 6 [n/2]. Neessary and su�ient onditions for a �nitequasigroup to have an r-orthogonal quasigroup are found in [17℄. Abeliangroups of order n > 2, n 6= 4, have no (n2 − 2)−, (n3 − 3)− or (n2 − 5)-orthogonal quasigroups. Groups of prime order n have no (n+2)−, (n+3)−,
(n + 4)− or (n + 5)-orthogonal quasigroups. A method of onstrution of
(n2 − 2)-orthogonal quasigroups of even order n, where n 6= 1(mod 3), bymeans of extensions of abelian groups is given in [21℄. The set of possiblevalues of r for whih there exist pairs of r-orthogonal quasigroups of order
n is desribed in [23℄, [25℄ and [37℄. The lass of self-orthogonal n-arygroupoids is haraterized in [31℄; pairwise orthogonality of n-ary operationsin [53℄.A new and more general version of orthogonality for n-ary operationsis presented in [53℄ and [57℄. It is onneted with hyperubes whih are ageneralization of Latin squares to higher dimensions.A series of her papers is devoted to admissible quasigroups Q(·), i.e.,quasigroups with m elements ontaining a sequene of m elements fromdi�erent rows and olumns of the multipliation table of Q(·). If this se-quene has exatly t distint elements, then we say that a quasigroup Q(·)is t-admissible. The main results of Belyavskaya on suh quasigroups areontained in [15℄, [18℄ and [24℄. For example, all numbers t suh that ayli group G is t-admissible are determined in [15℄. For an arbitrary �nitegroup similar result is obtained in [24℄. Admissible n-ary quasigroups arestudied in [19℄, [20℄ and [22℄.In the early seventies of last entury Belyavskaya investigated semisym-metri Stein quasigroups, for whih she proved that a semisymmetri Steinquasigroup is invariant under parastrophy [9℄. In this paper she also showsthat a semisymmetri Stein quasigroup is isotopi to a group if and only ifit is distributive.In the late eighties Belyavskaya's sienti� interest has been foused onthe study of algebrai problems of quasigroups. In that time she introduedseveral new onepts and has reeived many important results. To the mostimportant onepts should be inluded the onept of hain isotopi quasi-groups [4℄, the onept of the entre and the new onept of nulei that haveled to many signi�ant results (f. [29℄, [30℄, [34℄, [36℄, [40℄, [41℄). Commu-tators and assoiators of quasigroups introdued and desribed by her (f.[44℄, [45℄, [46℄ and [47℄) are useful during investigations of quasigroups.A large yle of her works is devoted to T -quasigroups and quasigroupswhih are linear or alinear over groups (f. [38℄, [39℄, [42℄ and [43℄). The



108 W. A. Dudek and V. Shherbaovharaterization of T -quasigroups, linear and alinear quasigroups with thehelp of identities is one of the most important results in the theory ofquasigroups whih are linear over groups.The last papers of G. Belyavskaya are onneted with universal-algebraiproblems of the theory of quasigroups and with appliation of binary and
n-ary quasigroups in oding theory. In [65℄ she suggest a general method ofthe onstrution of seret-sharing shemes based on orthogonal systems ofpartial (in partiular, everywhere determined) k-ary operations whih ge-neralizes some known methods of the onstrution of suh shemes by �nite�elds and point out the orthogonal systems of k-ary operations respetiveof these known shemes.Galina Belyavskaya was a supervisor of �ve PhD thesis (S. Murathud-jaev, A. Lumpov, P. Syrbu, L. Ursu, A. Tabarov). Many sientists fromMoldova and other ountries were trained under her supervision. She wasthe sienti� adviser of graduate students from the Kishinev State Univer-sity.Sine 1971 G. B. Belyavskaya was the assistant of V. D. Belousov inthe setor of the theory of quasigroups. After his death she has headed theresearh team of the theory of quasigroups at the Institute of Mathematisof the Aademy of Sienes of Moldova.She is an Advisory Editor of the international journal Quasigroups andRelated Systems, and also a member of the Editorial Board of the BulletinulAademiei de �tiinµe a Republiii Moldova, Matematia.G. B. Belyavskaya is kind, sympatheti, deliate, trustworthy, very disi-plined, honest and modest woman. She is a good wife, mother, grandmotherand great grandmother. Reently she has beame interested in esoteri andshe published two books on this topi.Dear Galina Borisovna: The authors of this note heartily ongratulateyou on your 70th birthday and wish you ontinuing suess in your sienti�and pedagogial work, strong health, and many long years of life. Thankyou for all that you have done for us. Wieslaw A. DudekVitor Shherbaov
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Interval-valued (∈,∈ ∨qm̃)− fuzzy subquasigroups

Muhammad Akram and Wieslaw A. Dudek

Abstract. In this paper we introduce the notion of interval-valued (∈,∈ ∨qm̃)− fuzzy
subquasigroups and present some of their properties. We characterize interval-valued
(∈,∈ ∨qm̃)− fuzzy subquasigroups by their level subsets. The implication-based such
new fuzzy subquasigroups are also established.

1. Introduction

The notion of interval-valued fuzzy sets was �rst introduced by Zadeh [21]
as an extension of fuzzy sets in which the values of the membership degrees
are intervals of numbers instead of the numbers. Thus, interval-valued fuzzy
sets provide a more adequate description of uncertainty than the traditional
fuzzy sets. It is therefore important to use interval-valued fuzzy sets in ap-
plications, such as fuzzy control. One of the computationally most intensive
part of fuzzy control is defuzzi�cation. Since interval-valued fuzzy sets are
widely studied and used, we describe brie�y the work of Gorzalczany on
approximate reasoning [10, 11], Roy and Biswas on medical diagnosis [16]
and Turksen on multivalued logic [17].

Murali [12] proposed a de�nition of a fuzzy point belonging to a fuzzy
subset under a natural equivalence on a fuzzy set. The idea of quasi-
coincidence of a fuzzy point with a fuzzy set, which is mentioned in [13]
played a vital role to generate some di�erent types of fuzzy subgroups. A
new type of fuzzy subgroups, (∈,∈ ∨q)-fuzzy subgroups, was introduced in
earlier paper Bhakat and Das [5] by using the combined notions of belongines
and quasi-coincidence of fuzzy point and fuzzy set. In fact, (∈,∈ ∨q)-fuzzy
subgroup is an important and useful generalization of Rosenfeld's fuzzy
subgroup. On the other hand, Akram and Dudek applied this concept to
subquasigroup in [2] and studied some of its properties. Further, it was
discussed by same authors in [3]. In this paper we introduce the notion of

2010 Mathematics Subject Classi�cation: 20N15, 94D05
Keywords: Interval-valued (∈,∈ ∨qm̃)− fuzzy subquasigroup, implication-based fuzzy
subquasigroup.
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interval-valued (∈,∈ ∨qm)− fuzzy subquasigroups and present some of their
properties. We characterize interval-valued (∈,∈ ∨qm)− fuzzy subquasi-
groups by their level subsets. The implication-based such fuzzy subquasi-
groups are also established. Some recent results obtained by Akram-Dudek
[3] are extended and strengthened.

2. Preliminaries

A groupoid (G, ·) is called a quasigroup if for any a , b ∈ G each of the
equations a · x = b, x · a = b has a unique solution in G. A quasigroup may
be also de�ned as an algebra (G, ·, \, /) with three binary operations ·, \, /
satisfying the following identities:

(x · y)/y = x, x \ (x · y) = y,

(x/y) · y = x, x · (x \ y) = y.

Such de�ned quasigroup is called an equasigroup.
A nonempty subset S of a quasigroup G = (G, ·, \, /) is called a sub-

quasigroup if it is closed with respect to these three operations.
In this paper G always denotes an equasigroup (G, ·, \, /); G always

denotes a nonempty set.

De�nition 2.1. An interval number D is an interval [a−, a+] with 0 6
a− 6 a+ 6 1. Denote the set of all interval numbers by D[0, 1]. Then the
interval [a, a] can be simply identi�ed with the number a ∈ [0, 1]. For any
two given interval numbers D1 = [a−1 , b+

1 ] and D2 = [a−2 , b+
2 ] ∈ D[0, 1], we

de�ne

rmin{D1, D2} = rmin{[a−1 , b+
1 ], [a−2 , b+

2 ]} = [min{a−1 , a−2 },min{b+
1 , b+

2 }],

rmax{D1, D2} = rmax{[a−1 , b+
1 ], [a−2 , b+

2 ]} = [max{a−1 , a−2 },max{b+
1 , b+

2 }],

and take

• D1 6 D2 ⇐⇒ a−1 6 a−2 and b+
1 6 b+

2 ,

• D1 = D2 ⇐⇒ a−1 = a−2 and b+
1 = b+

2 ,

• D1 < D2 ⇐⇒ D1 6 D2 and D1 6= D2,

• kD = k[a−1 , b+
1 ] = [ka−1 , kb+

1 ], where 0 6 k 6 1.
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Then, (D[0, 1],6,∨,∧) forms a complete lattice under set inclusion with
[0, 0] acts as its least element and [1, 1] acts as its greatest element. For
interval numbers D1 = [a−1 , b+

1 ], D2 = [a−2 , b+
2 ] ∈ D[0, 1] we de�ne

• D1 + D2 = [a−1 + a−2 − a−1 a−2 , b+
1 + b+

2 − b+
1 b+

2 ].

De�nition 2.2. Let G be a given set. Then, the interval-valued fuzzy set
(brie�y, IF set ) A in G is de�ned by

A = {(x, [µ−A(x), µ+
A(x)]) : x ∈ G}

where µ−A(x) and µ+
A(x) are fuzzy sets of G such that µ−A(x) 6 µ+

A(x) for all
x ∈ G. Let µ̃A(x) = [µ−A(x), µ+

A(x)]. Then

A = {(x, µ̃A(x)) : x ∈ G},

where µ̃A : G → D[0, 1].

De�nition 2.3. An interval-valued fuzzy set µ̃ in a quasigroups G is called
an interval-valued fuzzy subquasigroup of G if the following condition is sa-
tis�ed:

µ̃(x ∗ y) ≥ rmin{µ̃(x), µ̃(y)} ∀ x, y ∈ G.

De�nition 2.4. An interval-valued fuzzy empty set 0̃ and interval-valued

fuzzy whole set 1̃ in a set G are de�ned by 0̃(x) = [0, 0] and 1̃(x) = [1, 1],
for all x ∈ G. We write t̃ = [t1, t2] and s̃ = [s1, s2] in the interval D[0, 1].

Based on Bhakat and Das [4], we can extend the concept of quasi-
coincidence of fuzzy point within a fuzzy set to the concept of quasi-coinci-
dence of a fuzzy interval value with an interval valued fuzzy set as follows:

De�nition 2.5. An interval valued fuzzy set µ̃ of a quasigroup G of the
form

µ̃(y) =

{
t̃ ∈ (0̃, 1̃], if y = x

0̃, if y 6= x

is called fuzzy interval value with support x and interval value t̃ and is
denoted by xt̃. A fuzzy interval value xt̃ is said to be belong to an interval
valued fuzzy set µ̃ written as xt̃ ∈ µ̃ if µ̃(x) > t̃. A fuzzy interval value xt̃

is said to be quasi-coincident with an interval valued fuzzy set µ̃ written as
xt̃qµ̃ if µ̃(x) + t̃ > 1̃.
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Let m be an element of [0, 1) and let m̃ be an element of D[0, 1) unless
otherwise speci�ed. By xt̃qm̃µ̃, we mean µ̃(x) + t̃ + m̃ > 1̃, t̃ ∈ D(0, 1−m

2 ].
For brevity, we write the following notions:

• xt̃ ∈ µ̃ or xt̃qm̃µ̃ will be denoted by xt̃ ∈∨qm̃µ̃.

• xt̃ ∈ µ̃ and xt̃qm̃µ̃ will be denoted by �xt̃ ∈∧qm̃µ̃."

• The symbol ∈ ∧qm̃ means neither ∈ nor qm̃ hold.

3. Interval-valued (∈,∈ ∨qm)−fuzzy subquasigroups

De�nition 3.1. An interval-valued fuzzy set µ̃ in G is called an interval-
valued (∈,∈∨qm̃)-fuzzy subquasigroup of G, if

xt̃1
, yt̃2

∈ µ̃ =⇒ (x ∗ y)rmin{t̃1,t̃2} ∈ ∨qm̃µ̃

for all x, y ∈ G, t̃1, t̃2 ∈ D(0, 1] and ∗ ∈ {·, \, /}.

Note that an interval-valued (∈,∈∨qm̃)-fuzzy subquasigroup with m = 0
is called an interval-valued (∈,∈∨q)-fuzzy subquasigroup.

Example 3.2. Let G = {0, a, b, c} be a quasigroup with the following
multiplication table:

· 0 a b c
0 0 a b c
a a 0 c b
b b c 0 a
c c b a 0

(i) Consider an interval-valued fuzzy set

µ̃(x) =


[0.65, 0.7], if x = 0,
[0.75, 0.8] if x = a,

[0.35, 0.4] if x = b,

[0.35, 0.4] if x = c.

If m = 0.15, then U(µ̃; t̃) = G for all t̃ ∈ D(0, 0.4]. Hence µ̃ is an interval-
valued (∈,∈ ∨q[0.15,0.15])-fuzzy subquasigroup of G.
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(ii) Now consider an interval-valued fuzzy set

µ̃(x) =


[0.42, 0.45] if x = 0,
[0.40, 0.41] if x = a,

[0.40, 0.41] if x = c,

[0.47, 0.49] if x = b.

In this case for m = 0.04 we have

U(µ̃; t) =


G if t ∈ D(0, 0.4],
{0, b} if t ∈ D(0.4, 0.45],
{b} if t ∈ D(0.45, 0.48].

Since {b} is not a subquasigroup of G, so U(µ̃; t) is not a subquasigroup
for t ∈ D(0.45, 0.48]. Hence µ̃ is not an interval-valued (∈,∈ ∨q[0.04,0.04])-
fuzzy subquasigroup of a quasigroup G. �

We now formulate a technical characterization.

Theorem 3.3. An interval-valued fuzzy set µ̃ in G is an interval-valued

(∈,∈ ∨qm̃)-fuzzy subquasigroup of G if and only if

µ̃(x ∗ y) > rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
(1)

holds for all x, y ∈ G.

Proof. Let µ̃ be an interval-valued (∈,∈ ∨qm̃)-fuzzy subquasigroup of G.
Assume that (1) is not valid. Then there exist x′, y′ ∈ G such that

µ̃(x′ ∗ y′) < rmin
{

µ̃(x′), µ̃(y′),
[
1−m

2
,
1−m

2

]}
.

If rmin(µ̃(x′), µ̃(y′)) < [1−m
2 , 1−m

2 ], then µ̃(x′ ∗ y′) < rmin(µ̃(x′), µ̃(y′)).
Thus

µ̃(x′ ∗ y′) < t̃ 6 rmin{µ̃(x′), µ̃(y′)} for some t̃ ∈ D(0, 1].

It follows that x′
t̃
∈ µ̃ and y′

t̃
∈ µ̃, but (x′∗y′)t̃∈µ̃, a contradiction. Moreover,

µ̃(x′∗y′)+ t̃ < 2t̃ < [1−m, 1−m], and so (x′∗y′)t̃qm̃µ̃. Hence, consequently
(x′ ∗ y′)t̃∈ ∨qm̃µ̃, a contradiction.
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On the other hand, if rmin{µ̃(x′), µ̃(y′)} > [1−m
2 , 1−m

2 ], then

µ̃(x′) > [1−m
2 , 1−m

2 ], µ̃(y′) > [1−m
2 , 1−m

2 ] and µ̃(x′ ∗ y′) < [1−m
2 , 1−m

2 ].

Thus x′
[ 1−m

2
, 1−m

2
]
∈ µ̃ and y′

[ 1−m
2

, 1−m
2

]
∈ µ̃, but (x′ ∗y′)[ 1−m

2
, 1−m

2
]∈µ̃. Also

µ̃(x′∗y′)+
[
1−m

2
,
1−m

2

]
<

[
1−m

2
,
1−m

2

]
+

[
1−m

2
,
1−m

2

]
=[1−m, 1−m],

i.e., (x′ ∗y′)[ 1−m
2

, 1−m
2

]qm̃µ̃. Hence (x′ ∗y′)[ 1−m
2

, 1−m
2

]∈ ∨qm̃µ̃, a contradiction.

So (1) is valid.
Conversely, assume that µ̃ satis�es (1). Let x, y ∈ G and t̃1, t̃2 ∈ D(0, 1]

be such that xt̃1
µ̃ and yt̃2

∈ µ̃. Then

µ̃(x∗y) > rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
> rmin

{
t̃1, t̃2,

[
1−m

2
,
1−m

2

]}
.

Assume that t̃1 6 [1−m
2 , 1−m

2 ] or t̃2 6 [1−m
2 , 1−m

2 ]. Then µ̃(x ∗ y) >
rmin{t̃1, t̃2}, which implies that (x ∗ y)rmin{̃t1 ,̃t2} ∈ µ̃. Now suppose that

t̃1 > [1−m
2 , 1−m

2 ] and t̃2 > [1−m
2 , 1−m

2 ]. Then µ̃(x ∗ y) > [1−m
2 , 1−m

2 ], and
thus

µ̃(x∗y)+rmin{t̃1, t̃2} >

[
1−m

2
,
1−m

2

]
+

[
1−m

2
,
1−m

2

]
= [1−m, 1−m],

i.e., (x ∗ y)rmin{t̃1,t̃2}qm̃µ̃. Hence (x ∗ y)rmin{̃t1 ,̃t2} ∈ ∨qm̃µ̃, and consequently,

µ̃ is an interval-valued (∈,∈∨qm̃)-fuzzy subquasigroup of G.

The following Corollary follows when m = 0.

Corollary 3.4. An interval-valued fuzzy set µ̃ in G is an interval-valued

(∈,∈ ∨q)-fuzzy subquasigroup of G if and only if

µ̃(x ∗ y) > rmin
{

µ̃(x), µ̃(y)
}

holds for all x, y ∈ G. �

Theorem 3.5. An interval-valued fuzzy set µ̃ of G is an interval-valued

(∈,∈∨qm̃)-fuzzy subquasigroup of G if and only if each nonempty level set

U(µ̃; t̃), t̃ ∈ D(0, 1−m
2 ], is a subquasigroup of G.
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Proof. Assume that µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy subquasigroup
of G. Let t̃ ∈ D(0, 1−m

2 ] and x, y ∈ U(µ̃; t̃). Then µ̃(x) > t̃ and µ̃(y) > t̃. It
follows from Condition (1) that

µ̃(x∗y) > rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
> rmin

{
t̃,

[
1−m

2
,
1−m

2

]}
= t̃,

so that x ∗ y ∈ U(µ̃; t̃). Hence U(µ̃; t̃) is an interval-valued (∈,∈ ∨qm̃)-fuzzy
subquasigroup of G.

Conversely, suppose that the nonempty set U(µ̃; t̃) is a subquasigroup of
G for all t̃ ∈ D(0, 1−m

2 ]. If the condition(1) is not true, then there exists a,
b ∈ G such that µ̃(a∗ b) < rmin{µ̃(a), µ̃(b), [1−m

2 , 1−m
2 ]}. Hence we can take

t̃ ∈ D(0, 1] such that µ̃(a ∗ b) < t̃1 < rmin{µ̃(a), µ̃(b), [1−m
2 , 1−m

2 ]}. Then
t̃ ∈ D(0, 1−m

2 ] and a, b ∈ U(µ̃; t̃). Since U(µ̃; t̃) is a subquasigroup of G, it
follows that a∗b ∈ U(µ̃; t̃), so µ̃(a∗b) > t̃. This is a contradiction. Therefore
the condition (1) is valid, and so µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy
subquasigroup of G.

We induce the following Corollary by putting m = 0.

Corollary 3.6. An interval-valued fuzzy set µ̃ of G is an interval-valued

(∈,∈ ∨q)-fuzzy subquasigroup of G if and only if each nonempty level set

U(µ̃; t̃), t̃ ∈ D(0, 1], is a subquasigroup of G. �

Theorem 3.7. Let µ̃ be an interval-valued fuzzy set of a quasigroup G. Then

the nonempty level set U(µ̃; t̃) is a subquasigroup of G for all t̃ ∈ D(1−m
2 , 1]

if and only if

rmax
{

µ̃(x ∗ y),
[
1−m

2
,
1−m

2

]}
> rmin{µ̃(x), µ̃(y)}

for all x, y ∈ G.

Proof. Suppose that U(µ̃; t̃) 6= ∅ is a subquasigroup of G. Assume that
rmax{µ̃(x∗y), [1−m

2 , 1−m
2 ]} < rmin{µ̃(x), µ̃(y)} = t̃ for some x, y ∈ G, then

t̃ ∈ D(1−m
2 , 1], µ̃(x∗y) < t̃, x ∈ U(µ̃; t̃) and y ∈ U(µ̃; t̃). Since x, y ∈ U(µ̃; t̃),

U(µ̃; t̃) is a subquasigroup of G, so x ∗ y ∈ U(µ̃; t̃), a contradiction.

The proof of the second part of Theorem is straightforward.

The following Corollary follows when m = 0.
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Corollary 3.8. Let µ̃ be an interval-valued fuzzy set of a quasigroup G.
Then for every t̃ ∈ D(0.5, 1] each nonempty level set U(µ̃; t̃) is a subquasi-

group of G if and only if

rmax
{

µ̃(x ∗ y)
}

> rmin{µ̃(x), µ̃(y)}

for all x, y ∈ G. �

Theorem 3.9. For any �nite strictly increasing chain of subquasigroups

of G there exists an interval-valued(∈,∈ ∨qm̃)-fuzzy subquasigroup µ̃ of

G whose level subquasigroups are precisely the members of the chain with

µ̃[ 1−m
2

, 1−m
2

] = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G.

Proof. Let {t̃i | t̃i ∈ D(0, 1−m
2 ], i = 1, . . . , n} be such that [1−m

2 , 1−m
2 ] >

t̃1 > t̃2 > t̃3 > . . . > t̃n. Consider the interval-valued fuzzy set µ̃ de�ned by

µ̃(x) =

{
[1−m

2 , 1−m
2 ] if x ∈ G0,

t̃k if x ∈ Gk \Gk−1, k = 1, . . . , n

Let x, y ∈ G be such that x ∈ Gi \ Gi−1 and y ∈ Gj \ Gj−1, where
1 6 i, j 6 n. We consider the following cases:
Case I: when i > j, then x ∈ Gi, y ∈ Gi, so x ∗ y ∈ Gi. Thus

µ̃(x ∗ y) > t̃i = rmin{t̃i, t̃j} = rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
.

Case II: when i < j, then x ∈ Gj , y ∈ Gj , so x ∗ y ∈ Gj . Thus

µ̃(x ∗ y) > tj = rmin{ti, tj} = rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
.

Hence µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy subquasigroup of G.

The following Corollary follows when m = 0.

Corollary 3.10. For any �nite strictly increasing chain of subquasigroups

of G there exists an interval-valued (∈,∈ ∨q)-fuzzy subquasigroup µ̃ of G
whose level subquasigroups are precisely the members of the chain with

µ̃[0.5,0.5] = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G. �

De�nition 3.11. For an interval-valued fuzzy set µ̃ in G and t̃ ∈ D(0, 1],
we de�ne four sets:
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(a) Q(µ̃; t̃) = {x ∈ G |xt̃qµ̃},

(b) Qm(µ̃; t̃) = {x ∈ G |xt̃qm̃ µ̃},

(c) [µ̃]t̃ = {x ∈ G |xt̃ ∈ ∨q µ̃},

(d) [µ̃]mt = {x ∈ G |xt̃ ∈ ∨qm̃ µ}.

It is clear that [µ̃]m
t̃

= U(µ̃; t̃) ∪Qm(µ̃; t̃).

Example 3.12. Let G = {0, a, b, c} be a quasigroup which is given in
Example 3.2. Consider interval-valued fuzzy sets

µ̃(x) =


[0.65, 0.67] if x = 0,
[0.54, 0.56] if x = a,
[0.45, 0.47] if x = b,
[0.39, 0.41] if x = c,

ν̃(x) =


[0.58, 0.60] if x = 0,
[0.03, 0.05] if x = a,
[0.48, 0.50] if x = b,
[0.04, 0.06] if x = c.

(1) When m = 0.6, then U(µ̃; t̃) = G and Q(µ̃; t̃) = G for all t ∈ D(0, 0.2].
Thus [µ̃]t̃ = G for all t̃ ∈ D(0, 0.2]. Hence [µ̃]t̃ is an interval-valued
(∈,∈ ∨q[0.6,0.6])-fuzzy subquasigroup of G.

(2) When m = 0.8, then U(ν̃; t̃) = G and Q(ν̃; t̃) = {0, b} for all t̃ ∈
D(0, 0.1]. Thus [ν̃]t̃ = G for all t̃ ∈ D(0, 0.1]. Hence [ν̃]t̃ is an interval-
valued (∈,∈ ∨q[0.8,0.8])-fuzzy subquasigroup of G. �

We formulate a nice characterization.

Theorem 3.13. An interval-valued fuzzy set µ̃ of G is an interval-valued

(∈,∈ ∨qm̃)-fuzzy subquasigroup of G if and only if for every t̃ ∈ D(1−m
2 , 1]

each nonempty level Qm(µ̃; t̃) is a subquasigroup of G.

Proof. Assume that µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy subquasigroup
of G and let t̃ ∈ D(1−m

2 , 1] be such that Qm(µ̃; t̃) 6= ∅. Let x, y ∈ Qm(µ̃; t̃).
Then xt̃qm̃µ̃ and yt̃qm̃µ̃, i.e., µ̃(x) + t̃ + m̃ > 1̃ and µ̃(y) + t̃ + m̃ > 1̃. Using
Theorem 3.3, we have

µ̃(x ∗ y) > rmin
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}

µ̃(x ∗ y) > rmin {µ̃(x), µ̃(y)} if rmin {µ̃(x), µ̃(y)} >

[
1−m

2
,
1−m

2

]
,
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µ̃(x ∗ y) >

[
1−m

2
,
1−m

2

]
if rmin {µ̃(x), µ̃(y)} <

[
1−m

2
,
1−m

2

]
that is, (x∗y)t̃ qm̃ µ̃. So x∗y ∈ Qm(µ̃; t̃). Hence Qm(µ̃; t̃) is a subquasigroup
of G.

The proof of the su�ciency part is straightforward and is hence omitted.
This completes the proof.

Open problem. Prove or disprove that the following characterization is
true.

An interval-valued fuzzy set µ̃ of G is an interval-valued (∈,∈ ∨qm)-fuzzy
subquasigroup of G if and only if for every t̃ ∈ D(1−m

2 , 1] each nonempty

level [µ̃]m
t̃

is an subquasigroup of G.

4. Implication-based new fuzzy subquasigroups

Fuzzy logic is an extension of set theoretic multivalued logic in which the
truth values are linguistic variables or terms of the linguistic variable truth.
Some operators, for example ∨; ∧; ¬; → in fuzzy logic are also de�ned by
using truth tables and the extension principle can be applied to derive de�-
nitions of the operators. In fuzzy logic, the truth value of fuzzy proposition
p is denoted by [p]. For a universe of discourse U , we display the fuzzy
logical and corresponding set-theoretical notations used in this paper.

1. [x ∈ p] = p(x),

2. [p ∧ q] = min{[p], [q]},

3. [p → q] = min{1, 1− [p] + [q]},

4. [∀xp(x)] = infx∈U{p(x)},

5. |= p if and only if [p] = 1 for all valuations.

The truth valuation rules given in (4) are those in the Lukasiewicz system
of continuous-valued logic. Of course, various implication operators have
been de�ned. We show only a selection of them in the following:

A. Gaines-Rescher implication operator (IGR):

IGR(x, y) :=

{
1 if x 6 y,

0 otherwise .
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B. Gödel implication operator (IG):

IG(x, y) :=

{
1 if x 6 y,

y otherwise .

C. The contraposition of Gödel implication operator (IG):

IG(x, y) :=

{
1 if x 6 y,

1− x otherwise .

Ying [19] introduced the concept of fuzzifying topology. We can extend
this concept to a quasigroup, and we de�ne an interval-valued fuzzfying
subquasigroup as follows:

De�nition 4.1. An interval-valued fuzzy set µ̃ in G is called an interval-

valued fuzzifying subquasigroup of G if

|= min{[x ∈ µ̃], [y ∈ µ̃]} → [x ∗ y ∈ ũ]

for any x, y ∈ G.

Obviously, De�nition 4.1 is equivalent to the De�nition 2.3. Hence an
interval-valued fuzzifying subquasigroup is a fuzzy subquasigroup. Ying
[18] introduced the concept of t-topology, i.e., |=t p if and only if [p] > t for
all valuations. We give the de�nition of t̃-implication-based subquasigroup.

De�nition 4.2. Let µ̃ be an interval-valued fuzzy set of G and t̃ ∈ D(0, 1].
Then µ̃ is called a t̃-implication-based subquasigroup of G if for any x, y ∈ G
|=t̃ min{[x ∈ µ̃], [y ∈ µ̃]} → [x ∗ y ∈ µ̃].

The following proposition is obvious.

Proposition 4.3. Let I be an implication operator. An interval-valued

fuzzy set µ̃ of G is a t̃-implication based interval-valued fuzzy subquasigroup

of G if and only if I(rmin{µ̃(x), µ̃(y)}, µ̃(x ∗ y)) > t̃ for all x, y ∈ G. �

We now formulate characterizations of implication-based interval-valued
fuzzy subquasigroups.

Theorem 4.4. Let µ̃ be an interval-valued fuzzy set in G. If I = IG, then

µ̃ is a [1−m
2 , 1−m

2 ]-implication- based interval-valued fuzzy subquasigroup of

G if and only if µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy subquasigroup of

G.
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Proof. Suppose that µ̃ is a [1−m
2 , 1−m

2 ]-implication based subquasigroup of
G. Then

(i) IG(rmin{µ̃(x), µ̃(y)}, µ̃(x ∗ y)) > [1−m
2 , 1−m

2 ] for all x, y ∈ G.

(i) implies that
µ̃(x∗y) > rmin{µ̃(x), µ̃(y)} or rmin{µ̃(x), µ̃(y)} > µ̃(x∗y) > [1−m

2 , 1−m
2 ].

It follows that

µ̃(x ∗ y) > min
{

µ̃(x), µ̃(y),
[
1−m

2
,
1−m

2

]}
.

From Theorem 3.3, it follows that µ̃ is an interval-valued (∈,∈ ∨qm̃)-
fuzzy subquasigroup of G.

Conversely, suppose that µ̃ is an interval-valued (∈,∈ ∨qm̃)-fuzzy sub-
quasigroup of G. From Theorem 3.3, if rmin{µ̃(x), µ̃(y), [1−m

2 , 1−m
2 ]} =

rmin{µ̃(x), µ̃(y)}, then

IG(rmin{µ̃(x), µ̃(y), µ̃(x ∗ y)} = 1̃ >

[
1−m

2
,
1−m

2

]
.

Otherwise, IG(rmin{µ̃(x), µ̃(y), µ̃(x ∗ y)} > [1−m
2 , 1−m

2 ]. Hence µ̃ is a
[1−m

2 , 1−m
2 ]�implication based subquasigroup of G.

Theorem 4.5. Let µ̃ be an interval-valued fuzzy set in G. If I = IG, then

µ̃ is a [1−m
2 , 1−m

2 ]-implication-based interval-valued fuzzy subquasigroup of

G if and only if µ̃ satis�es the following assertion for all x, y ∈ G:

(ii) rmax{µ̃(x), [1−m
2 , 1−m

2 ]} > rmin{µ̃(x), µ̃(y), 1̃}.

Proof. Suppose that µ̃ is a
[

1−m
2 , 1−m

2

]
�implication based interval-valued

fuzzy subquasigroup of G. Then

(iii) IG(min{µ̃(x ∗ y), µ̃(x), µ̃(y)}) > [1−m
2 , 1−m

2 ] for all x, y ∈ G.

From (iii), it follows that IG(rmin{µ̃(x ∗ y), µ̃(x), µ̃(y)}) = 1̃, that is,
µ̃(x ∗ y) > rmin{µ̃(x), µ̃(y)} or 1̃ − rmin{µ̃(x), µ̃(y)} > [1−m

2 , 1−m
2 ], i.e.,

rmin{µ̃(x), µ̃(y)} 6 [1−m
2 , 1−m

2 ].
Thus

rmax
{

µ̃(x ∗ y),
[
1−m

2
,
1−m

2

]}
> rmin{µ̃(x), µ̃(y), 1̃}.

Hence µ̃ satis�es (ii).
The proof of converse part is obvious.
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Theorem 4.6. Let µ̃ be an interval-valued fuzzy set in G. If I = IGR, then

µ̃ is a [0.5, 0.5]-implication- based interval-valued fuzzy subquasigroup of G
if and only if µ̃ is an interval-valued fuzzy subquasigroup of G.

Proof. Obvious.

Corollary 4.7. Let I = IG. Then µ̃ is a [0.5, 0.5]�implication-based interval-

valued fuzzy subquasigroup of a quasigroup G if and only if µ̃ is an interval-

valued (∈,∈ ∨qm̃)- fuzzy subquasigroup of G. �

Corollary 4.8. Let I = IG. Then µ̃ is a [0.5, 0.5]�implication-based interval-

valued fuzzy subquasigroup of a quasigroup G if and only if µ̃ satis�es the

following conditions:

rmax{µ̃(x ∗ y), [0.5, 0.5]} > rmin{µ̃(x), µ̃(y), 1̃}

for all x, y ∈ G. �
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Once more about Brualdi's conjecture

Ivan Deriyenko

Abstract. A new algorithm for �nding quasi-complete or complete mappings for Latin
squares is presented. This algorithm is a modi�cation of the previous algorithm by this
author from 1988.

1. Introduction

In 1988 the author published the paper [3], where he proved the Brualdi's
conjecture. In 2005 P. J. Cameron and I. M. Wanless disproved in [1] the
author's proof and gave a counter-example. The author agrees with them
that his proof presented in [3] is not complete. However, the author does
not agree with the counter-example given in [1]. Problems seem to have
appeared because the paper was written in Russian, the algorithm was
described by the author in a complicated form and it was translated to
English without the author's consultancy and not quite correctly (as well
as the author's surname which should be Deriyenko, not Derienko). In the
present paper the author again describes the algorithm in a simpler form,
reveals the groundlessness of the counter-example given in the paper [1].
The way the algorithm works is presented on a concrete example.

The author does not claim that this algorithm gives the �nal con�r-
mation of the Brualdi's conjecture, but believes that his algorithm gives
signi�cant progress in solution to this problem.

2. Preliminaries

Q(·) always denotes a quasigroup, Q � a �nite set {1, 2, 3, . . . , n}, ϕ, ψ �
permutations of Q, SQ � the set of all permutations of Q. The composi-
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tion of permutations is de�ned as ϕψ(x) = ϕ(ψ(x)). Permutations will be
written as a composition of cycles; cycles will be separated by dots, e.g.

ϕ =
(

1 2 3 4 5 6
3 1 2 5 4 6

)
= (132.45.6.)

Any permutation ϕ of Q de�nes on a quasigroup Q(·) a mapping

ϕ(x) = x · ϕ(x).

By the range rg(ϕ) of a permutation ϕ ∈ SX we mean the number of
elements of the set ϕ(X) = {ϕ(x) : x ∈ X ⊆ Q}.

If |ϕ(X)| = |X|, then we say that ϕ is a complete mapping on the set
X. In this case ϕ is one-to-one. If |ϕ(X)| < |X|, then we say that ϕ is
incomplete on the set X. In particular, when |ϕ(X)| = |X| − 1 we say that
ϕ is a quasicomplete mapping.

The Brualdi's conjecture (see for example [2])
Every �nite quasigroup has a complete or quasicomplete mapping.

In other words, for every �nite quasigroup Q(·) there is a permutation
ϕ such that

|ϕ(Q)| > |Q| − 1.

Some results on the Brualdi's conjecture are known. For example:

• All groups of odd order have a complete mapping (see [2]).

• All symmetric groups Sn (n > 3) have a complete mapping (see [2]).

• A �nite group order n which has a cyclic Sylow 2-subgroup does not

possess a complete mapping (see [2]).

• If a quasigroup of order 4k + 2 has a subquasigroup of order 2k + 1,
then its multiplication table is without complete mappings (see [5]).

Some known approximations of the range t = rg(ϕ) of a permutation ϕ
of a quasigroup of order n.

a) t > [n−O(log2 n)] , (Sade, 1963, [6])

b) t >
[

2n+1
3

]
for n > 7, (Koksma, 1969, [4])

c) t > [n−
√
n] , (Woolbrighte, 1978, [9])

d) t >
[
n− 5, 5(lnn)2

]
. (Shor, 1982, [7])
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3. D-algorithm

In this section we describe the algorithm which gives the possibility to �nd
a quasicomplete or complete mapping for a given �nite quasigroup. But
�rst we prove some auxiliary results.

Let Q(·) be a quasigroup, X ⊆ Q, ϕ some �xed permutation of Q. By
the block Bk = {X,ϕ} of a quasigroup Q(·), where k = |X|, we mean the
subtable

Bk = X × ϕ(X)

contained in the multiplication table of Q(·). The set X is called a basis of
the block Bk. Note that the same block can be determined by two di�erent
permutations ϕ and ψ. This situation takes place when ϕ(X) = ψ(X). The
block Bk = {X,ϕ} is called complete if

|X| = |ϕ(X)|.

In this case, ϕ is one-to-one. If |ϕ(X)| < |X|, then the block Bk is called
incomplete. An incomplete block Bk is called quasicomplete, if

|ϕ(X)| = |X| − 1,

and a lopped block, if
|ϕ(X)| = |X| − 2. (1)

In such block there exists at least one element z∗ ∈ ϕ(X), called a
star-element, such that

|ϕ−1(z∗)| > 1.

The following fact is obvious.

Lemma 3.1. A lopped block has one or two star-elements. �

Let Z∗ be the set of all star-elements of a lopped block B = {X,ϕ} and
ϕ−1(Z∗) = S. If a lopped block B has one star-element z∗, then, obviously

S = ϕ−1(z∗) = {s1, s2, s3}.

If it has two star-elements z∗1 and z∗2 , then we have

S′ = ϕ−1(z∗1) = {s1, s2}, S′′ = ϕ−1(z∗2) = {s3, s4},

S′ ∪ S′′ = S, S′ ∩ S′′ = ∅.
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So, |S| = r, where r ∈ {3, 4}.
A transposition α = (si, sj) such that si, sj ∈ S if |S| = 3 and si ∈ S′,

sj ∈ S′′, if |S| = 4, is called a star-transposition. In the case |S| = 3 we have
three possibilities to build α, in the case |S| = 4 we have four possibilities.

Lemma 3.2. For a lopped block B = {X,ϕ} the following inequality is true:

rg(ϕα) > rg(ϕ)

Proof. Indeed, since ϕα(x) = ϕ(x) for x ∈ X \ S, we have ϕα(x) = ϕ(x)
for all x ∈ X \ S. Hence |ϕα(X \ S)| = |ϕ(X \ S)|. For si, sj ∈ S elements
ϕα(si) and ϕα(sj) may not be in ϕ(X). So, |ϕα(X)| > |ϕ(X)|.

Now, let us describe our D-algorithm which gives the possibility to �nd
a quasicomplete or complete mapping.

D-algorithm

Let Q(·) be a �xed quasigroup of order n > 3, Bk = {X,ϕ0} its arbitrary
lopped block, |X| = k.

Step 1.

(a) Determine the set S0 according to ϕ0.

Let S0 = {s01, s02, ..., s0r}, where r ∈ {3, 4}.
(b) Determine all star-transpositions α

(t)
1 = (s0i, s0j), 1 6 t 6 r.

(c) Calculate all r permutations ϕ
(t)
1 = ϕ0α

(t)
1 .

(d) If rg(ϕ(q)
1 ) > rg(ϕ0) for some ϕ

(q)
1 , 1 6 q 6 r, then the goal has

been achieved. If not, i.e.,

rg(ϕ(t)
1 ) = rg(ϕ0) (2)

holds for all 1 6 t 6 r, then we can take one of the star-transposi-

tions, say α1 = α
(t0)
1 , calculated in (b), put ϕ1 = ϕ0α1 and we state

in the same block Bk = {X,ϕ1} (with the same set X and ϕ1(X) =
ϕ0(X)), which in view of (2), also will be a lopped block.

Step j + 1.
First we start with j = 1.
(a) Determine the set Sj according to ϕj , where ϕj was calculated in

the previous step.

(b) Determine all star-transpositions α
(t)
j+1.

One of the transpositions α
(t)
j+1 will coincide with the transposition
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α
(t0)
j used in the previous step. Suppose that it is α

(r)
j+1. We exclude

it from further consideration because it returns us back to ϕj . So,

in the future we will consider only permutations of the form

ϕ
(t)
j+1 = ϕjα

(t)
j+1,

where t = 1, 2, . . . , r − 1, r = |Sj |.
(c) If rg(ϕ(t)

j+1)>rg(ϕj) for some ϕ
(t)
j+1, then the goal has been achieved.

If not, i.e.,

rg(ϕ(t)
j+1) = rg(ϕj) (3)

for all 1 6 t 6 r−1, then we can take one of the star-transpositions,

say αj+1 = α
(t0)
j+1, calculated in (b), put ϕj+1 = ϕjαj+1 and we state

in the same block Bk = {X,ϕj+1} (with the same set X such that

ϕj+1(X) = ϕj(X)), which in view of (3), also will be a lopped block.

Next we go back to the beginning of the Step j+1 replacing j by j+1,
i.e., we go back to (a) taking ϕj+1 instead of ϕj and so on, until we �nd a
permutation ϕm = ϕ0α1α2 . . . αm such that

rg(ϕm) > rg(ϕm−1). (4)

Now, we can go to the block of higher order.

Inequality (4) admits of two possibilities:

rg(ϕm)− rg(ϕm−1) = 2,

rg(ϕm)− rg(ϕm−1) = 1.

In the �rst case we can add to the setX = {x1, . . . , xk} two new elements
xk+1, xk+2 ∈ Q \X. In this way we obtain the set

X1 = X ∪ {xk+1, xk+2}.

In the second case we add only one element.

This set together with ϕm gives a new lopped block B′ = {X1, ϕm}.
We mark it as Bk = {X,ϕ0} and repeat the above algorithm for this block
starting from the Step 1.

After several repetitions, the algorithm stops. The goal will be achieved.
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4. Comments

This D-algorithm is not identical with our old algorithm described in [3].
These algorithms have common principles, but they are signi�cantly di�er-
ent. In our old algorithm, each step, starting from the second is uniquely
determined. Only in the �rst step, we have several possibilities to select the
initial transposition α1. In our D-algorithm on each step we have two or
three possibilities to select the star-transposition αj .

In [1] is given the counter-example to the work of our old algorithm.
This counter-example shows that our old algorithm can cause a return to the
beginning of the procedure. The author agrees with this counter-example,
but he do not think that it is a "fatal error" (see [8]) because in each return
to the beginning, we can choose a new value of α1 and repeat the whole
procedure. Then we get di�erent results. This algorithm can be repeated
in such a way six or eight times.

Our new D-algorithm gives even more possibilities. In this algorithm,
in every step the transposition αj can be chosen in two or three ways. This
algorithm can be returned to the start many times and after that we can
many times change the way of it works.

The author tested this algorithm on many examples and in each case he
received a positive solution. He received a positive solution also in the case
of quasigroups of large orders.

The author understands that it is not a complete proof of the Brualdi's
conjecture, but if we can show that this D-algorithm gives the possibility to
"look" (k−2)2+1 cells from among k2 cells of a block Bk, then it will be the
proof of the Brualdi's conjecture or at least proof that our this algorithm
always leads to the goal.

5. Counter-example

The counter-example to our old algorithm was given in [1]. This counter-
example is built on "the partial Latin square of order 15". We complete this
Latin square and present it below. Elements calculated in [1] are marked
here.



Once more about Brualdi's conjecture 133

10 1 3 9 6 7 14 2 15 5 8 11 12 4 13
1 15 2 14 3 12 7 4 6 9 10 8 11 13 5
2 13 14 4 7 6 5 10 1 11 15 3 8 9 3
3 4 1 13 14 15 6 5 8 2 9 12 7 10 11
4 6 11 1 12 8 15 7 13 10 5 9 2 14 3
5 3 12 15 4 11 13 6 9 1 2 14 10 8 7
6 5 4 7 9 3 2 11 10 8 1 13 14 12 15
8 11 13 10 15 14 12 1 4 6 7 2 5 3 9
7 9 8 5 1 4 10 3 2 12 14 15 13 11 6
9 10 15 11 2 1 8 13 5 3 12 7 4 6 14
11 14 6 12 5 2 1 9 7 13 4 10 3 15 8
12 8 9 2 13 10 3 14 11 7 6 5 15 1 4
13 7 10 3 8 9 4 12 14 15 11 1 6 5 2
14 2 5 8 11 13 9 15 12 4 3 6 1 7 10
15 12 7 6 10 5 11 8 3 14 13 4 9 2 1

Let us analyze the work of the algorithm using this counter-example.

Step 1.

We start with the identity permutation ϕ0 = ε. In this case

ϕ0 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14 13 12 11 2∗ 1∗ 2∗ 3 4 5 6 7 1∗

)
,

Z∗
0 = {1∗, 2∗}, ϕ−1

0 (1∗) = {8, 15} = S′
0, ϕ−1

0 (2∗) = {7, 9} = S′′
0 . Thus

rg(ϕ0) = 13.
Since S = S′ ∪ S′′ = {7, 8, 9, 15}, we can choose x0 in four ways. For

each selected x0 we have two possibilities to build a star-transposition α.
Hence, we have eight ways to do the �rst step.

We we select x0 = 8. This element will be �xed for this block in whole
our procedure. In the next block another element will be selected and �xed.

For x0 = 8 we have two star-transpositions:

α
(1)
1 = (8, 15) and α

(2)
1 = (8, 9).

Let us choose the second transposition α1 = (8, 9). Then

ϕ1 = ϕ0α1 = εα1 = (8, 9).
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Step 2.

Now we have

ϕ1 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14 13 12 11 2 4∗ 3∗ 3∗ 4∗ 5 6 7 1

)
,

Z∗
1 = {3∗, 4∗}, ϕ−1

1 (3∗) = {9, 10} = S′
1, ϕ−1

1 (4∗) = {8, 1} = S′′
1 which

means that rg(ϕ1) = 13.
Since x0 = 8 ∈ S′′

1 , the second element of a star-transposition α2 should
be in S′

1. From the fact that α2 6= α1, we obtain

α2 = (8, 10).

Hence ϕ2 = ϕ1α2 = (8, 9)(8, 10) = (8 10 9.).
Step 3.

ϕ2 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14 13 12 11 2 6∗ 3 5∗ 4 5∗ 6∗ 7 1

)
,

Z∗
2 = {5∗, 6∗}, ϕ−1

2 (5∗) = {10, 12} = S′
2, ϕ−1

2 (6∗) = {8, 13} = S′′
2 . Thus

rg(ϕ2) = 13.
Then α3 = (8, 12) and ϕ3 = ϕ2α3 = (8 12 10 9.).

Step 4.

ϕ3 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14 13 12 11 2∗ 2∗ 3 5 4 7∗ 6 7∗ 1

)
,

Z∗
3 = {2∗, 7∗}, ϕ−1

3 (2∗) = {7, 8} = S′
3, ϕ−1

3 (7∗) = {12, 14} = S′′
3 . Hence

rg(ϕ3) = 13.
Then α4 = (8, 14) and ϕ4 = ϕ3α4 = (8 14 12 10 9.) and so on.

Continuing this procedure we obtain ϕ48 = ϕ0, which means that we
return to the start. After that we have seven possibilities to choose α1.
Now we again take α1 = (8, 9), but in this case we select x0 = 9 as a �xed
element.

New step 1.

ϕ1 = ϕ0α1 = εα1 = (8, 9),

ϕ1 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14 13 12 11 2 4∗ 3∗ 3∗ 4∗ 5 6 7 1

)
,
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Z∗
1 = {3∗, 4∗}, ϕ−1

1 (3∗) = {9, 10} = S′
1, ϕ−1

1 (4∗) = {8, 11} = S′′
1 . Thus

rg(ϕ1) = 13.
Then α2 = (9, 11) and ϕ2 = ϕ1α2 = (8 9 11.).

New step 2.

ϕ2 =
(

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10 15 14∗ 13 12 11 2 4 14∗ 3 9 5 6 7 1

)
,

rg(ϕ2) = 14.

The goal has been achieved. ϕ2 is a quasicomplete mapping.

Remark 5.1. Note that in our old algorithm every step, beginning from
the second one, was uniquely determined. In our new algorithm at each
stage we have two or three possibilities to perform the next step. Number
of possibilities depends on the number of elements of the set S.

Acknowledgments. The author highly values attention paid by Ian Wan-
less and Peter Cameron to the paper [3] and appreciates the e�orts to study
this paper written in Russian. The author looks forward to further fruitful
cooperation.

Special thanks are due to Wieslaw A. Dudek for helping us writing the
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Added after publication (February 24, 2011). The citation [6] on page
128 is incorrect. The approximation t > [n−O(log2 n)] was obtained by
P. Hatami and P. W. Shor in the article A lower bound for the length of a

partial transversal in Latin square, J. Comb. Theory, Ser. A, 115 (2008),
1103− 1113.
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Intersection graphs of normal subgroups of groups

Sayyed Heidar Jafari and Nader Jafari Rad

Abstract. We give characterizations of groups whose intersection graphs of normal
subgroups are connected, complete, forests, or bipartite.

1. Introduction

Let F = {Si : i ∈ I} be an arbitrary family of sets. The intersection graph

G(F ) of F is the graph whose vertices are Si, i ∈ I and in which the vertices
Si and Sj (i, j ∈ I) are adjacent if and only if Si 6= Sj and Si ∩ Sj 6= ∅. It
is known that every simple graph is an intersection graph, ([4]).

It is interesting to study the intersection graphs G(F ) when the mem-
bers of F have an algebraic structure. Bosak [1] in 1964 studied graphs
of semigroups. Then Csákány and Pollák [2] in 1969 studied the graphs
of subgroups of a �nite group. Zelinka [6] in 1975 continued the work on
intersection graphs of nontrivial subgroups of �nite abelian groups.

Recall that a subgroup H of a group G is normal if g−1Hg = H for
every g ∈ G.

In this paper, we consider the intersection graph of normal subgroups
of a group. For a group G, the intersection graph of normal subgroups of

G, denoted by Γ(G), is the graph whose vertices are in a one-to-one corre-
spondence with proper nontrivial normal subgroups of G and two distinct
vertices are adjacent if and only if the corresponding normal subgroups of
G have a nontrivial (nonzero) intersection. Clearly Γ(G) does not exist if
and only if G is simple. Note that the intersection graph of a simple group
G is not de�ned, since a graph can not have an empty vertex set.

The graph theory and group theory notation terminology follow from
[5] and [3], respectively.

Throughout the paper, to simplify, for a normal subgroup N in a group

2010 Mathematics Subject Classi�cation: 20A05, 20D15, 20E07, 05C75
Keywords: Normal subgroup, simple, nilpotent, decomposable, intersection graph,
connected graph, complete graph, bipartite graph.
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G we use "the vertex N" instead of "the vertex in Γ(G) corresponded to
N". Also we use 0 as the trivial subgroup.

2. Connected and complete graphs

In this section we characterize all groups whose intersection graphs are
connected or complete. We �rst some graph theory and group theory def-
initions. A graph G is complete if there is an edge between every pair of
the vertices. We denote the complete graph on n vertices by Kn. A path

of length n in a graph G is an ordered list of distinct vertices v0, v1, . . . , vn

such that vi is adjacent to vi+1 for i = 1, 2, . . . , n − 1. We denote by
v0 − v1 − . . .− vn to such a path. A (u, v)-path is a path with endpoints u
and v. For vertices x and y of G, let d(x, y) be the length (the number of
edges) of a shortest path from x to y (d(x, x) = 0, and d(x, y) = ∞ if there
is no path between x and y). A graph G is connected if it has a (u, v)-path
for each pair u, v ∈ V (G).

Recall that a chain 0 = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G of subgroup of a group
G is a composition seriers if Gi EGi+1 and Gi+1

Gi
is simple for i = 0, 1, . . . , n.

The length of the chain is n. If G has a composition series, then any two
compositione series of G have the same length, denoted by lc(G).

Lemma 2.1. Let G = A1 ×A2. If Ni E Ai for i = 1, 2, then N1 ×N2 E G.

The complement G of G is the graph with vertex set V (G) = V (G), and
E(G) = {uv : uv 6∈ E(G)}. The complement of a complete graph is the
null graph.

Lemma 2.2. Let G = N1 × N2, where N1, N2 are simple. Then Γ(G) is

null.

Proof. Since N1 and N2 are simple, then lc(G) = 2. Then any normal non-
trivial proper subgroup of G is both maximal and minimal. This completes
the proof.

Recall that a group G is a direct sum of two normal subgroups N1 and
N2 if N1 ∩N2 = 0 and N1N2 = G, where N1N2 = {xy : x ∈ N1, y ∈ N2}.

Theorem 2.3. Let G be a group. Then Γ(G) is disconnected if and only if

G = N1 ⊕N2, where N1 and N2 are simple normal subgroups of G.
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Proof. Let Γ(G) be disconnected. Then Γ(G) has at least two components.
Let N1 and N2 be two normal subgroups of G and the corresponding vertices
included in two di�erent components of Γ(G). Thus, N1 ∩ N2 = 0. Since
N1 ∪N2 ⊆ N1N2, we obtain N1N2 = G. We conclude that G = N1 ⊕N2.
Now we show that N1 and N2 are simple. If N1 is not simple, then N1 has
a proper nontrivial subgroup N . Then by Lemma 2.1, N EG. Now NN2 is
adjacent to both N1 and N2, a contradiction. Thus N1 is simple. Similarly,
N2 is simple.

The converse follows from Lemma 2.2.

The center Z(G) of a group G is the set of all elements x which xy = yx
for every y ∈ G. A chain G0 = 0 ⊆ G2 ⊆ . . . ⊆ Gt = G is a central series

of G if Gi
Gi−1

⊆ Z( G
Gi−1

) for i = 1, 2, . . . , t. A group G is nilpotent if G has
a central series.

Corollary 2.4. If G is nilpotent, then Γ(G) is disconnected if and only if

G ∼= Zp × Zq, where p, q are two non necessarily distinct primes.

Proof. Notice that any nilpotent simple group is in the form Zp, where p is
a prime.

The next theorem provides a characterization for all groups whose in-
tersection graphs are complete.

Note that a group G satis�es the minimal condition on normal subgroups
if any non-empty subset of normal subgroups of G contains a minimal ele-
ment.

Theorem 2.5. Let G be a non-simple group that satis�es the minimal con-

dition on normal subgroups. Then Γ(G) is complete if and only if G has a

unique minimal normal subgroup.

Proof. Let G be a non-simple group and G satis�es the minimal condition
on normal subgroups. Let Γ(G) be complete. Then G has at least one
minimal normal subgroup. Let N be a minimal normal subgroup of G. If
N1 is a minimal normal subgroup di�erent from N , then N ∩N1 = 0, since
0 ≤ N ∩N1 � N and N ∩N1 E G. This implies N1 and N are not adjacent
in Γ(G). This is a contradiction, since Γ(G) is complete. We deduce that
N is the unique minimal normal subgroup of G.

Conversely, suppose that G has a unique minimal normal subgroup say
N . Let K and L be two nontrivial normal subgroups of G. Since G satis-
�es the minimal condition on normal subgroups, K and L each contain a
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minimal normal subgroup. By assumption N ⊆ K ∩ L, and so K ∩ L 6= 0.
Thus the vertices K and L are adjacent in Γ(G). This means that Γ(G) is
complete.

Corollary 2.6. For n > 1, Γ(Zpn) is Kn−1. �

Example 2.7. The intersection graph of the generalized quaternion group
Qn, (of order 4n) is complete. Note that Qn has a unique minimal normal
subgroup of order 2.

Example 2.8. For any prime p, the intersection graph of Zp∞ = {m
n + Z :

m,n ∈ Z, n = pt for some t ∈ N∪{0}} is an in�nite complete graph. To see
this notice that all proper nontrivial normal subgroups of Zp∞ are in the
form 〈 1

pi + Z〉, where i > 1. However, the only minimal normal subgroup of

Zp∞ is 〈1
p + Z〉.

Corollary 2.9. For a �nite nilpotent group G, Γ(G) is complete if and only

if G is a p-group and Z(G) is cyclic.

Proof. Note that any subgroup of Z(G) of prime order is a minimal normal
subgroup of G, and a prime p is a prime factor of |G| if and only if p is a
prime factor of Z(G).

Example 2.10. If n is a power of 2, then the intersection graph of the
dihedral group Dn is complete. Notice that Dn is a 2-group and the center
of this group is of order 2.

3. Forests and bipartite graphs

In this section we characterize all groups whose intersection graphs are
forests or bipartite. We recall that a graph G is called bipartite if its vertex
set can be partitioned into two independent subsets X and Y such that
every edge of G has one endpoint in X and other endpoint in Y . We denote
by Cn the cycle with vertex set {v0, v1, . . . , vn} and edge set {vivi+1 : i =
1, 2, . . . , n− 1} ∪ {v1vn}.

Lemma 3.1. Let G = N1 ×N2, where N1, N2 are normal subgroups of G.

Then Γ(G) has a cycle C3 if and only if N1 or N2 is not simple.
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Proof. (=⇒) follows by Lemma 2.2.
(⇐=) Assume that N1 is not simple. Let N be a nontrivial proper normal
subgroup of N1. Then N × N2 − N × 0 − N1 × 0 − N × N2 is a cycle on
three vertices.

Lemma 3.2. If G is an indecomposable group of length 2, then Γ(G) is K1.

Proof. Since lc(G) = 2, G has at least one proper nontrivial normal sub-
group. By assumption any proper nontrivial normal subgroup of G is both
minimal and maximal. We show that G has exactly one proper nontriv-
ial normal subgroup. Suppose to the contrary that N1, N2 are two dis-
tinct proper nontrivial normal subgroups of G. Then N1 ∩ N2 = 0, and
G ∼= N1N2, a contradiction.

A group G is indecomposable if it is not isomorphic to direct product
of two nontrivial groups.

Lemma 3.3. Let G be an indecomposable group with lc(G) = 3. If G has

a unique maximal normal subgroup, then Γ(G) is a forest.

Proof. By assumption any normal subgroup of G is either minimal or max-
imal. Let N be the unique maximal normal subgroup of G. If there are two
distinct normal subgroups K1,K2 of G di�erent from N , then K1 and K2

are minimal, and so K1 ∩K2 = 0. This completes the proof.

We are now ready to characterize all groups whose intersection graphs
are forest.

Theorem 3.4. The intersection graph of a group G is a forest if and only

if one of the following holds:

(i) lc(G) = 2,
(ii) lc(G) = 3, and G is an indecomposable group with a unique maxi-

mal normal subgroup,

(iii) G ∼= M1 ×M2, where M1, M2 are simple groups.

Proof. (⇐) follows from Lemmas 3.3, 3.2, and 3.1.
(⇒): Let Γ(G) be a forest. We �rst show that G is a direct product of
at most two groups. Let G = M1 × M2 × . . . × Mk, where Mi is a group
for i = 1, 2, . . . , k. If k > 3, then H = M2 × M3 × . . . × Mk has at least
one normal proper nontrivial subgroup M2 × 0 × . . . × 0, and by Lemma
3.1 Γ(G) contains a cycle. This contradiction implies that k 6 2. If k = 2,
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then Lemma 3.1 implies (iii). Thus we may assume that k = 1. So G is
indecomposable.

We show that lc(G) 6 3. Suppose the contrary that lc(G) > 4. There
are three proper nontrivial normal subgroups N1, N2, N3 such that N1 ⊂
N2 ⊂ N3. Then N1, N2 and N3 form a cycle, a contradiction. So lc(G) 6 3.
If lc(G) = 2, then (i) holds. So we suppose that lc(G) = 3. We prove
that G has a unique normal maximal subgroup. Since lc(G) < ∞, G has a
maximal normal subgroup N . If N1 is another maximal normal subgroup
of G, then NN1 = G. Since G is indecomposable, N ∩ N1 6= 0. Then
N − N ∩ N1 − N1 − N forms a cycle in Γ(G). This contradiction implies
that N is the unique maximal normal subgroup of G.

Next we characterize all groups whose intersection graphs are bipartite.
In view of the proof of Theorem 3.4 any produced cycle has three vertices.
Also it is known that a graph G is bipartite if and only if any cycle of G
has even number of vertices. These lead to the following.

Corollary 3.5. The intersection graph Γ(G) of a group G is bipartite if

and only if Γ(G) is a forest.
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Decompositions of an Abel-Grassmann's groupoid

Madad Khan

Abstract. In this paper we have decomposed AG-groupoids. We have proved that
if S is an AG∗-groupoid, then S/ρ is isomorphic to S/σ, for n, m > 2, where ρ and
σ are congruence relations. Further it has shown that S/η is a separative semilattice
homomorphic image of an AG-groupoid S with left identity, where η is a congruence
relation.

1. Introduction

An Abel-Grassmann's groupoid [5], abbreviated as an AG-groupoid, is a
groupoid S whose elements satisfy the invertive law:

(ab)c = (cb)a, for all a, b, c ∈ S. (1)

It is also called a left almost semigroup [3, 4]. In [1], the same structure
is called a left invertive groupoid. It is a useful non-associative algebraic
structure, midway between a groupoid and a commutative semigroup, with
wide applications in the theory of �ocks.

An AG-groupoid S is medial [3], that is,

(ab)(cd) = (ac)(bd), for all a, b, c, d,∈ S. (2)

If an AG-groupoid satis�es the following property, then it is called an
AG∗-groupoid [5].

(ab)c = b(ca), for all a, b, c ∈ S. (3)

Then also
(ab)c = b(ac), for all a, b, c ∈ S. (4)

It is easy to see that the conditions (3) and (4) are equivalent. In an
AG∗-groupoid S holds all permutation identities of a next type [6],

2010 Mathematics Subject Classi�cation: 20M10, 20N99
Keywords: AG-groupoid, left invertive law, medial law, congruence.
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(x1x2)(x3x4) = (xπ(1)xπ(2))(xπ(3)xπ(4)), (5)

where {π(1), π(2), π(3), π(4)} means any permutation of the set {1, 2, 3, 4}.
It means that if S = S2, then S becomes a commutative semigroup. Many
characteristics of a non-associative AG∗-groupoid are similar to a commu-
tative semigroup.

As a consequence of (5), we would have (x1x2x3)m = (xp(1)xp(2)xp(3))m,
where {p(1), p(2), p(3)} means any permutation of the set {1, 2, 3} and
m > 2. The result can be generalized for �nite numbers of elements of S.

2. The smallest separative congruences

In an AG∗-groupoid S, (ab)c = b(ac) holds for all a, b, c ∈ S. This leads us
to (aa)a = a(aa) which implies that a2a = aa2. Hence it is easy to note
that an+1a = aan+1, aman = am+n, (am)n = amn, (ab)n = anbn, for all a, b
and positive integers m and n.

We de�ne a relation ρ on an AG-groupoid S as follows: aρb if and only
if there exists a positive integer n such that abn = bn+1 and ban = an+1.

We de�ne a relation σ on an AG-groupoid S as follows: aσb if and only
if there exists a positive integer n such that anb = an+1 and bna = bn+1.

A relation ρ on an AG-groupoid S is called separative if abρa2 and abρb2

imply that aρb.
The following lemma has been proved in [6].

Lemma 1. Let σ́ be a separative congruence on an AG∗-groupoid S, then
for all a, b ∈ S it follows that abσ́ba.

In the following two lemmas we have proved that the relations ρ and σ
are commutative without using separativity.

Lemma 2. If S is an AG∗-groupoid, then abρba for all a, b in S.

Proof. By using (5) and (2), we have, (ab)(ba)m = (ab)(bmam) = (ab)(ambm)
= (aam)(bbm) = (bbm)(aam) = bm+1am+1 = (ba)m+1. Similarly (ba)(ab)m =
(ab)m+1. Hence abρba.

Lemma 3. If S is an AG∗-groupoid, then abσba for all a, b in S.

Proof. By using (5), we have, (ba)n(ab) = (bnan)(ab) = (bnb)(ana) =
bn+1an+1 = (ba)n+1. Similarly (ab)n(ba) = (ab)n+1. Hence abσba.
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The proofs of the following theorems are available in [6] and [5].

Theorem 1. S�ρ is a maximal separative commutative image of an AG∗-
groupoid S.

Theorem 2. S�σ is a maximal separative commutative image of an AG∗-
groupoid S.

Lemma 4. ρ is equivalent to σ for m,n > 2, on an AG∗-groupoid S.

Proof. Let aρb, then there exists a positive integer n such that abn = bn+1

and ban = an+1. Now multiply b on both sides of abn = bn+1, then using
(1), we get bn+1b = (abn)b = bn+1a.

Similarly ban = an+1 implies that an+1b = an+2. Hence aσb.
Conversely, assume that aσb, then there exists a positive integer m such

that bma = bm+1 and amb = am+1. Assume that m > 2. Now multiply b
on both sides of bma = bm+1, then, using (3) and (5), we get

bbm+1 = b(bma) = (ab)bm = (ab)(bm−1b) = (ba)(bm−1b) = a(bmb) = abm+1.

Similarly amb = am+1 implies that bam+1 = am+2. Hence aρb.

Theorem 3. If S is an AG∗-groupoid, then S/ρ is isomorphic to S/σ, for
m,n > 2.

Proof. It follows from Lemma 4.

Remark 1. S/ρ is not isomorphic to S/σ for n = m = 1.

If S is an AG-groupoid then (ab)c = a(bc), is not generally true for all
a, b, c ∈ S, that is (Sx)S 6= S(xS), for some x in S.

The relations γ and δ be de�ned in S as follows:
aγb if and only if there exists a positive integer n such that bn ∈ S(aS)

and an ∈ S(bS) for all a and b in S
aδb if and only if there exists a positive integer m such that bm ∈ (Sa)S

and am ∈ (Sb)S for all a and b in S.

Lemma 5. δ is equivalent to γ on an AG∗-groupoid S.

Proof. Let an ∈ S(bS), then using (3) and (1), we get

an+2 ∈ (S(bS))a2 = ((bS)S)a2 = (a((bS)S))a = (a(S2b))a
= ((S2a)b)a ⊆ (Sb)S.
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Similarly bn ∈ S(aS) implies that bn+2 ∈ (Sa)S.
Conversely, assume that an ∈ (Sb)S, using (1) and (5), we get,

an+1 ∈ ((Sb)S)a = (aS)(Sb) = (aS)(bS) ⊆ S(bS).

Similarly bn ∈ (Sa)S implies that bn+1 ∈ S(aS).

3. The semilattice decomposition

In an AG-groupoid S with left identity we have,

a(bc) = b(ac), for all a, b, c ∈ S. (6)

The following law holds for an AG-groupoid with left identity,

(ab)(cd) = (dc)(ba), for all a, b, c, d ∈ S. (7)

Also it is easy to see that if an AG-groupoid S contains left identity e,
then SS = S and Se = S = eS.

In [2] the power of elements in an AG-groupoid has been de�ned as
follows: am = (...(((aa)a)a)...)a, (m-times).

Here we begin with an example of an AG-groupoid.

Example 1. Let S = {1, 2, 3, 4} and the binary operation �·� be de�ned
on S as follows:

· 1 2 3 4

1 3 4 1 2
2 2 3 4 1
3 1 2 3 4
4 4 1 2 3

Then clearly (S, ·) is an AG-groupoid with left identity 3. 2

From now, by S, we shall mean an AG-groupoid with left identity e.
The following Lemma 6 and Theorems 4− 8 are available in [2].

Lemma 6. If a ∈ S, then for every positive integer m,

(i) am = am−1a = am−3a3 = am−5a5 = am−7a7 = ...,
(ii) am = a2am−2 = a4am−4 = a6am−6 = ....

Theorem 4. If a ∈ S, then ama2n−1 = am+2n−1, for all positive integers

m and n.
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Theorem 5. If a ∈ S, then a2nam = a2n+m, for all positive integers m
and n.

Theorem 6. If a ∈ S, then a2n = a2ne, for every positive integer n.

Theorem 7. If a ∈ S, then (am)n = amn, for all positive integers m and n.

Theorem 8. If each a ∈ S, then (ab)n = anbn, for every positive integer n.

De�ne a relation η on S as follows: xηy if and only if there exists n such
that (xa)n ∈ (ya)S and (ya)n ∈ (xa)S.

Lemma 7. If a, b ∈ S, then a2b2 = b2a2.

Theorem 9. η is a semilattice congruence on S.

Proof. It is re�exive and symmetric. For transitivity let us suppose that xηy
and yηz, then there exist positive integers m, n such that (xa)n ∈ (ya)S,
(ya)n ∈ (xa)S and (ya)m ∈ (za)S, (za)m ∈ (ya)S. More speci�cally, there
exist t1, t2 ∈ S, such that (xa)n = (ya)t1 and (za)m = (ya)t2. Now using
Theorems 7, 8, (1) and (6), we have,

(xa)2mn = ((xa)n)2m = ((ya)t1)2m = ((ya)m)2t2m
1 ∈ ((za)S)2S, but

((za)S)2S = ((za)S)(za)S))S = (S((za)S))((za)S)
= (za)(S((za)S))S) = (za)S.

Therefore (xa)2mn ∈ (za)S. Similarly (za)2mn ∈ (xa)S. Hence η is transi-
tive.

To show compatibility, let xηy then there exists a positive integer m
such that (xa)m ∈ (ya)S and (ya)m ∈ (xa)S. Hence there exists t3 and
t4 such that (xa)m = (ya)t3 and (ya)m = (xa)t4. Now using Theorem 8,
Lemma 7, (2), (7) and (6), we get

((xz)a)2m = ((xz)2a2)m = ((xz)2(a2e))m = ((xa)2z2)m = ((xa)z)2)m

= ((xa)z)m)2 = ((xa)mzm)2 = (((ya)t3)zm)2 = ((ya)2z2m)t23
= ((yzm)2a2)t23 = (

(
y2

(
z2m−1z

))
a2)t23 = ((

(
yz2m−1)(yz

)
)a2)t23

= ((
(
yz2m−1)a)((yz

)
a))t23 = t23(((yz)a)((yz2m−1)a))

= ((yz)a)
(
t23((yz2m−1)a)

)
∈ ((yz) a) S.

Similarly we can show that ((yz)a)2m ∈ ((xz) a) S. Therefore (xz)η(yz).
Similarly we can show that η is left compatable. Hence η is a congruence
relation.
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Next we shall show that η is a band congruence, by using Theorem 8,
Lemma 7 and (1), we have (xa)2 = x2a2 = a2x2 = (aa) x2 =

(
x2a

)
a ∈(

x2a
)
S. Also using (6), (1), (2) and (7) we get

(
x2a

)2 =
(
x2a

) (
x2a

)
=

x2(
(
x2a

)
a) = x2(a2x2) = x2((ax)(ax)) = x2((xa)(xa)) = (xa)(x2(xa)) ∈

(xa)S. Therefore xηx2, that is, x2
η = xη. Hence S�η is idempotent. Now

let xηy which implies that xηx2ηxy, therefore xηxy.
Let xηy and using Lemma 7, we have

((xy) a)2 = ((yx) a)2 = ((yx) a) ((yx) a) ∈ ((yx) a) S.
Similarly ((yx) a)2 ∈ ((xy)a) S. Therefore xyηyx, that is, xηyη = yηxη.

Hence S�η is a commutative AG-groupoid and so is commutative semi-
group of idempotents.

Theorem 10. η is separative on S.

Proof. Let x2ηxy and xyηy2. Then we have x2ηy2, but, x2ηx and y2ηy.
So, xηx2ηy2ηy. Therefore, xηy. Hence η is separative.

Theorem 11. S/η is a separative semilattice homomorphic image of S.

Proof. It follows from Theorems 9 and 10.

Remark 2. If every congruence on S is left zero, i.e., axτa, then S/η is a

maximal separative semilattice homomorphic image of S.
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Quasigroups and Related Systems 18 (2010), 149 − 163Identity sieves for quasigroupsSmile Markovski, Vesna Dimitrova and Simona SamardjiskaAbstrat. In this paper we onsider the set Qn of all �nite quasigroups of a givenorder n, where n is a positive integer. Using left and right translations, as well as suitablyhosen quasigroup terms t, we de�ne sets of identities that are satis�ed in the lass Qn.The set Qn an be represented as a union of isomorphism lasses Ci, Qn = ∪h
i=1Ci,and we use sets of identities as sieves for lassifying the isomorphism lasses. In suh away we make a presentation of the set of all isomorphism lasses of Qn in the form ofa disjoint union {C1, . . . , Cp} = ∪s

i=1Q
(i), where Q(i) are unions of isomorphism lasses.We show that these lassi�ations an be used for obtaining quasigroups with speialqualities, that an be applied for designing several kinds of ryptographi primitives(PRNG, hash funtions, stream and blok iphers,. . . ), or for de�ning error detetingand error orreting odes.Also, by using suitably hosen identities, we show the fratal struture of somequasigroups in Q4. 1. IntrodutionA groupoid (G, ·) is a pair of a nonempty set G and a binary operation

· : G2 → G. Given a groupoid (G, ·) and an element a ∈ G, the translations
La and Ra, alled left translation and right translation, are de�ned by
La(x) = ax and Ra(x) = xa, for eah x ∈ G. A groupoid (G, ·) is said tobe a quasigroup if and only if La and Ra are permutations on G for eah
a ∈ G.Note that eah set of translations

S = {La1 , . . . , Lam , Rb1 , . . . , Rbk
}, m > 0, k > 0,on a groupoid (G, ·) generates a semigroup <S >.We have the following result.Theorem 1.1. Let (G, ·) be a �nite quasigroup, and let S = {La1 , . . . , Lan ,

Ra1 , . . . , Ran}, where G = {a1, . . . , an}. Then for eah T ∈<S> there is asmallest integer r = r(T ) suh that T r = 1G.2010 Mathematis Subjet Classi�ation: 20N05Keywords: quasigroup, identity, isomorphism lass, identity sieve, fratal quasigroup.



150 S. Markovski, V. Dimitrova and S. SamardjiskaProof. Sine La and Ra are permutations on G, < S > is a group ofpermutations on G, so r(T ) is the order of the permutation T .If T is a permutation of a set G = {a1, . . . , an}, then for eah element
b ∈ G there is a number rb 6 n suh that T rb(b) = b. (Namely, the set
{b, T (b), T 2(b), . . . } is a subset of G.) Then, for the number

rT = LCM(ra1 , ra2 , . . . , ran) 6 LCM(1, 2, . . . , n)we have T rT (x) = x for eah x ∈ G. Hene, T rT = 1G, and r(T ) is a fatorof rT . So, we have the next theorem:Theorem 1.2. The order r(T ) of eah T ∈ <S>, where S is a set of leftand right translations of a �nite quasigroup G, is a fator of the number
LCM(1, 2, . . . , |G|).We need as well to introdue the notion of a term.A groupoid term, where f denotes a binary funtional symbol and Xdenotes a nonempty set of variables, is de�ned indutively as follows:1) x is a term for eah x ∈ X;2) if t1, . . . , tn are terms, then the expression f(t1, . . . , tn) is a term.Given a term t and di�erent variables x1, . . . , xk ∈ X, by t(x1, . . . , xk)we denote that only the variables x1, . . . , xk may appear in the term t; hene,some variable xj may not appear in t. In the sequel we onsider speialtypes of terms t(x1, . . . , xk), where a variable xi appears exatly one, andwe denote it by t(x̄i, xi), where x̄i denotes a �xed tuple of all other variablesourring in t. For example, the term t(x, y, z, u, v, w) = (y(x((yz)u)))(zy)an be denoted as t = t(x̄, x) or t = t(ū, u). There are several hoies for x̄(x̄ = (y, z, u), or x̄ = (u, z, y), or x̄ = (y, u, z), . . . ) as well as for ū, and forour purposes it does not matter whih one is hosen.Let (G, ·) be a given groupoid. Eah term t = t(x1, . . . , xk) de�nesan s-ary funtion tG on the set G, where s is the number of all di�erentvariables that our in t. Denote by y1, . . . , ys ∈ X all di�erent variables in
t, in some ordering. (Depending on the ordering, di�erent funtions tG anbe de�ned.) The de�nition of tG follows the indutive de�nition of a term.For eah variable x we have that xG is the identity mapping. If t = t1t2,where t1 ontains the di�erent variables yi1 , . . . , yip and t2 ontains thedi�erent variables yj1 , . . . , yjq , then for all ai ∈ G we de�ne tG(a1, . . . , as) =
tG
1
(ai1 , . . . , aip) · t

G
2
(aj1 , . . . , ajq).Given a term t(y1, . . . , ys), where yi are di�erent variables that our in t,and given an l-tuple (ai1 , . . . , ail) ∈ Gl, we an de�ne an (s− l)-ary funtion

tGai1
,...,ail

on G by tGai1
,...,ail

(a1, . . . , ai1−1, ai1+1, . . . , ail−1, ail+1, . . . , as) =
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tG(a1, . . . , as). We say that tGai1

,...,ail
is the l-th projetion of t de�ned bythe l-tuple (ai1 , . . . , ail) ∈ Gl.By using the notation t(x̄, x) of a term t with s di�erent variables, where

x ours exatly one in t, we denote by tGā the (s − 1)-th projetion of t,obtained by the (s−1)-tuple ā ∈ Gs−1. So, tGā is the mapping on G de�nedby tGā (x) = tG(ā, x).In the ase of quasigroups, we have that tGā ∈ < S >, where G =
{a1, . . . , an} and S = {La1 , . . . , Lan , Ra1 , . . . , Ran}. For example, when
t = (y(x((yz)u)))(zy) = t(x̄, x), x̄ = (u, y, z) and ā = (b, c, d), we have
tGā = RdcLcR(cd)b. Therefore, Theorem 1.1 and Theorem 1.2 hold for thesemappings too.Given two terms t1 and t2, the expression t1 ≈ t2 is alled an identity. Anidentity t1(x1, . . . , xk) ≈ t2(x1, . . . , xk) is said to be satis�ed in a groupoid
G if for every ai ∈ G we have tG

1
(a1, . . . , ak) = tG

2
(a1, . . . , ak). An identityis satis�ed in a lass of groupoids C if it is satis�ed in every groupoid of

C. (Note that tG
1
and tG

2
are not onsidered as k-ary funtions on G, sinesome of the variables x1, . . . , xk may not appear neither in t1 nor in t2.)Further on, if there is no onfusion, instead of tG we will write simply t.2. Sieve onstrutionIn this Setion we onsider �nite quasigroups only.Lately, quasigroups have been intensively studied for use in ryptogra-phy and oding theory. The notion of a shapeless quasigroup was de�nedin [5℄ as a kind of quasigroup suitable for building ryptographi primitives.Aording to this de�nition, a shapeless quasigroup Q should not satisfy anyidentity of the form x(x(. . . (xy) . . . )) = y or (. . . ((yx)x) . . . )x = y, where

x ours n < 2|Q| times. In general, quasigroups may satisfy di�erent typesof laws in the form of identities. Here, we make a wider haraterizationregarding a speial form of identities that re�nes the notion of a shapelessquasigroup.Let t be a term of the form t = t(ȳ, y) suh that ȳ = (x1, . . . , xk), k > 1(and y 6= xi for eah i = 1, . . . , k). A t-sieve is said to be the set Sieve(t)of identities de�ned reursively as follows:
Sieve(t) = {t(1) = t(ȳ, y), t(2) = t(ȳ, t(1)), t(3) = t(ȳ, t(2)), . . . }.Note that t(2) = t(ȳ, t(ȳ, y)), t(3) = t(ȳ, t(ȳ, t(ȳ, y))), . . . .



152 S. Markovski, V. Dimitrova and S. SamardjiskaTheorem 2.1. For eah term t = t(ȳ, y) and for eah �nite quasigroup Q,there is a smallest number r(t, Q) suh that t(r(t,Q)) ≈ y is an identity in Q.Proof. Let t = t(ȳ, y), ȳ = (x1, . . . , xk) and ā = (a1, . . . , ak) ∈ Qk. Then,by Theorem 1.1, there is a smallest number r(tā) suh that t
r(tā)

ā (y) = y foreah y ∈ Q. Note that t
r(tā)

ā = t
(r(tā))

ā , sine t
(p)

ā (y) = t(ā, t(ā, . . . , t(ā, y))) =
tpā(y). It follows that for the number r(t, Q) = LCM{r(tā)| ā ∈ Qk} wehave t

(r(t,Q))

ā (y) = y for every ā ∈ Qk and for eah y ∈ Q. This means that
t(r(t,Q)) ≈ y is an identity in Q.The number r(t, Q) is alled a rang of t in Q.Let Qn denote the set of all quasigroups of order n. We have the fol-lowing.Theorem 2.2. For eah term t = t(ȳ, y) there is a number r(t, n), suhthat t(r(t,n)) ≈ y is an identity in the set Qn.Proof. By Theorem 2.1 we have that for eah Q ∈ Qn there is a num-ber r(t, Q) suh that t(r(t,Q)) ≈ y is an identity in Q. Let r(t, n) =
LCM{r(t, Q)| Q ∈ Qn}. Then t(r(t,n)) ≈ y is an identity in Q for eah
Q ∈ Qn, i.e., it is an identity in Qn as well.The number r(t, n) is alled a rang of t in Qn. It follows, by the de�ni-tion of r(t, n), that it is the smallest number suh that t(r(t,n))(ȳ, y) ≈ yis an identity in Qn. The upper bound of r(t, n) is LCM(2, 3, . . . , n).When onsidering Sieve(t) on Qn in order to produe identities of the type
t(r(t,n)) ≈ y, it is enough to take its restrition, i.e., its �nite subset

Sieve(t, n) = {t(i)| i|LCM(2, 3, . . . , n)}.Using Sieve(t, n), where t = t(ȳ, y), we sieve the quasigroups from Qnvia the isomorphism lasses of Qn. The sieving algorithm SA(t, n) is thefollowing.1. Input: the set Qn.2. Represent the set Qn as (disjoint) union of its isomorphism lasses,
Qn = C1 ∪ C2 ∪ · · · ∪ Ch.3. For j = 1, 2, . . . , h, take a representative quasigroup Qj ∈ Cj .



Identities sieves for quasigroups 1534. For eah i|LCM(2, 3, . . . , n) form families of isomorphism lasses Q(i)as follows. Cj ∈ Q(i) if i is the smallest integer suh that the identity
t(i) ≈ y is satis�ed in Qj .5. Output: representation of the isomorphism lasses of Qn as a disjointunion of families of isomorphism lasses,

{C1, . . . , Ch} =
⋃

{Q(i)| i|LCM(2, 3, . . . , n)}.The de�nition of Q(i) does not depend on Qj , sine if an identity issatis�ed in Qj , then it is satis�ed in eah quasigroup Q ∈ Cj too.Note that the families Q(i) = Q(i)(t) depend on the hosen term t. Fordi�erent terms t1, t2, t3, . . . , we an obtain di�erent families Q(i)(tj), j =
1, 2, 3, . . . . Then by using the intersetion ⋂

{Q(i)(tj)| j = 1, 2, . . . }, we anlassify the isomorphism lasses in several di�erent ways. By this lassi�-ation we an separate isomorphism lasses of quasigroups of given order nsuitable for di�erent purposes. The Setion 3 ontains suh lassi�ationsfor the set Q4 of quasigroups of order 4.3. Classi�ations of quasigroups of order 4In this setion we onsider the set Q4 of all binary quasigroups of order4, onsisting of 576 quasigroups. We order the set Q4 by lexiographiordering, using the presentation of the multipliative table of a quasigroupas a onatenation of the strings of its rows. The set Q4 an be representedas a union of 35 isomorphism lasses Cj , and we take the quasigroups withlexiographi numbers 1, 2, 3, 4, 6, 10, 14, 25, 26, 27, 28, 29, 30, 33, 34, 35,37, 38, 39, 40, 73, 74, 77, 80, 83, 92, 149, 150, 155, 157, 158, 159, 160, 196,213 as representatives for the lasses C1, C2, . . . , C35, respetively.We have LCM(2, 3, 4) = 12, and there are 6 fators of 12: 1, 2, 3, 4, 6and 12. Thus, Sieve(t, 4) = {t(i)| i = 1, 2, 3, 4, 6, 12}. Using the algorithm
SA(t, 4), for di�erent hoies of the terms t, we an obtain di�erent lassi�-ations of the isomorphism lasses. Table 1 and Table 2 present speial typeof sieves onstruted from all terms t = t(ȳ, y) suh that ȳ = (x), and with
m ≤ 3 appearanes of the variable x in t. So, for m = 1 we have two terms
xy, yx, for m = 2 we have 6 terms x(xy), (yx)x, (xy)x, x(yx), (xx)y, y(xx),and so on. Altogether, there are 24 terms of this type. Instead of Cj , theisomorphism lasses in Table 1 (and in all other tables in this setion) aredenoted simply by j.



154 S. Markovski, V. Dimitrova and S. SamardjiskaHow an we read Tables 1 and 2? For m = 3, let us onsider the term
t = x(x(xy)) in Table 2. In olumn 1 we have 6 isomorphism lasses:
C23, C24, C25, C26, C34, C35. This means that the identity t(1) ≈ y, i.e.,
x(x(xy)) ≈ y, is satis�ed in all of these lasses. We note that these lassesalso satisfy the identities t(i) ≈ y for all other values of i, but i = 1 is thesmallest value of i suh that t(i) ≈ y is an identity in these lasses. Next,the identity t(2) ≈ y, i.e., x(x(x(x(x(xy))))) ≈ y, is satis�ed in the lasses
C1, C4, C7, C8, C11, C16, C29, and i = 2 is the smallest value of i suh that
t(i) ≈ y is an identity in these lasses. In all of the other lasses the identity
t(i) ≈ y is satis�ed for i = 4 (and also for i = 12), so they are given inolumn 4. Note that the rang of the term t = x(x(xy)) in Q4 is r(t, 4) = 4,the same rang has the term ((yx)x)x, and the rang of the other terms inTables 1 and 2 is 12, exept of the terms x(xy) and (yx)x, that have rang6.

m t \ i 1 2 3 4 6 121,4,7,8, 23,24,25,26, 2,3,5,6,9, 12,13,14,15,
xy 11,16,29 34,35 10,17,20,30, 18,19,21,22,33 27,28,31,32

6
∗
1 1,3,9,11, 7,20,25,26, 2,4,8,10,12, 5,6,13,15,

yx 14,23,28 30,35 17,21,24,33, 16,18,19,22,34 27,29,31,32
x(xy) 1,4,7,8, 2,3,5,6,9, 23,24,25,26, 12,13,14,15,11,16,29 10,17,20,30, 34,35 18,19,21,22,33 27,28,31,32
(xy)x 1,11,26 2,3,4,8,9, 7,17,23,25, 15,20,22,24, 13,14,16,19, 5,6,12,18,10,35 33 30,34 27,28,29 21,31,32
x(yx) 1,11,26 2,3,4,8,9, 7,17,23,25, 15,20,22,24, 13,14,16,19, 5,6,12,18,10,35 33 30,34 27,28,29 21,31,32

10
∗
2 1,3,9,11, 2,4,8,10,12, 7,20,25,26, 5,6,13,15,

(yx)x 14,23,28 17,21,24,33, 30,35 16,18,19,22,34 27,29,31,321,3 2,4,7,8,9, 22,23,24,25, 5,6,17,30, 13,14,19,28 12,18,21,27,
(xx)y 10,11,15,16, 26,34,35 33 31,3220,291,8 2,3,4,9,10, 7,15,20,25, 12,17,21,33, 13,16,19,29 5,6,18,27,
y(xx) 11,14,22,23, 26,30,35 34 31,3224,28Table 1: Appliation of SA(t, 4) on Q4 by using terms t = t(ȳ, y) with

ȳ = (x), for m = 1 and m = 2.We analyze the obtained results in Tables 1 and 2. For that aim, welook at the frequeny of appearane of an isomorphism lass in di�erent



Identities sieves for quasigroups 155
m t \ i 1 2 3 4 6 1223,24,25,26, 1,4,7,8, 2,3,5,6,9,10,34,35 11,16,29 12,13,14,15,

x(x(xy)) 17,18,19,20,21,22,27,28,30,31,32,33
(x(xy))x 25 1,3,9,11, 7,20,23,26, 2,4,8,10, 5,12,14,15, 6,16,21,28,17,24,34 30,35 13,27,33 18,19,22 29,31,32
x((xy)x) 25 1,3,9,11, 7,20,23,26, 2,4,8,10, 5,12,14,15, 6,16,21,28,17,24,34 30,35 13,27,33 18,19,22 29,31,32
((xy)x)x 25 1,4,8,11, 7,23,24,26, 2,3,9,10, 5,12,15,16, 6,14,21,28,17,20,30 34,35 13,27,33 18,19,22 29,31,32
x(x(yx)) 25 1,3,9,11, 7,20,23,26, 2,4,8,10, 5,12,14,15, 6,16,21,28,17,24,34 30,35 13,27,33 18,19,22 29,31,32
(x(yx))x 25 1,4,8,11, 7,23,24,26, 2,3,9,10, 5,12,15,16, 6,14,21,28,17,20,30 34,35 13,27,33 18,19,22 29,31,32
x((yx)x) 25 1,4,8,11, 7,23,24,26, 2,3,9,10, 5,12,15,16, 6,14,21,28,17,20,30 34,35 13,27,33 18,19,22 29,31,327,20,25,26, 1,3,9,11, 2,4,5,6,8,10,

31
∗
3 30,35 14,23,28 12,13,15,16,

((yx)x)x 17,18,19,21,22,24,27,29,31,32,33,3417 1,4,7,9,10, 23,24,25,26, 2,3,5,6,8, 12,13,19,31 14,21,22,28
x((xx)y) 20,30,33 34,35 11,15,16,18,27,29,32
((xx)y)x 26,35 1,3,8,10, 7,17,23,25, 2,4,9,11,19, 5,6,12,13, 16,21,22,28,15,20,30 33 24,27,31,34 14,18,32 29
x(y(xx)) 26,35 1,3,8,10, 7,17,23,25, 2,4,9,11,19, 5,12,13,16, 6,14,15,28,22,24,34 33 20,27,30,32 18,21,31 2917 1,4,9,10, 7,20,25,26, 2,3,8,11,12, 5,13,19,32 6,15,16,29
(y(xx))x 23,24,33,34 30,35 14,18,21,22,27,28,311,4,5,6,7,8, 23,24,25,26, 2,3,9,10,18, 12,13,14,19, 15,22,28
(x(xx))y 11,16,17,20, 34,35 31 21,27,3229,30,3323 1,3,9,11,12, 7,20,25,26, 2,4,8,10,21, 5,13,18,19, 6,15,16,22,
y(x(xx)) 14,17,24,28,34 30,35 33 27,31 29,327 1,4,5,8,11, 23,24,25,26, 2,3,6,9,10, 12,13,18,19, 14,15,21,22,
((xx)x)y 16,17,20,29,30 34,35 33 27,32 28,311,3,9,11,12, 7,20,25,26, 2,4,8,10, 5,6,13,16, 15,22,29
y((xx)x) 14,17,21,23, 30,35 18,32 19,27,3124,28,33,34Table 2: Appliation of SA(t, 4) on Q4 by using terms t = t(ȳ, y) with

ȳ = (x), for m = 3.



156 S. Markovski, V. Dimitrova and S. Samardjiskaolumns. For example, the lass C1 appears only in olumns 1 and 2. Itmeans that the identity t(2) ≈ y is satis�ed for eah term t from Tables 1and 2. Consequently, the quasigroups of the lass C1 should not be usedfor ryptographi purposes, sine they allow to be attaked by applyingvery simple identities. Nevertheless, they are suitable for de�ning someerror deteting odes ([1℄). On the other hand, the lasses C31 and C32appear 13 times in olumn 12, 6 times in olumn 6 and 5 times in olumn
4. We onlude that the quasigroups of the lasses C31 and C32 are suit-able for ryptographi purposes. They have better ryptographi propertiesregarding t, beause it would be more unlikely and more di�ult to reahan expression that an be replaed by a simpler one. They belong also tothe lass of shapeless quasigroups. Even more, for any term of the form
t = t(ȳ, y) from Tables 1 and 2, they satisfy the identity t(i) ≈ y only when
mi > 12. One an �nd some identities of type t = t(ȳ, y), where x appearsat least 5 times in t, suh that the inequality mi > 12 is not satis�ed. Nev-ertheless, the inequality mi > 8 was satis�ed in all terms t = t(ȳ, y), where
ȳ = (x), we have heked.The disussion above an help improve the de�nition of a shapelessquasigroup. Now, we de�ne that a shapeless quasigroup should not satisfyany identity of the form t(i) ≈ y, for any term t = t(ȳ, y), where ȳ = (x),for mi < 2n. By this new de�nition, we have that only the quasigroups ofthe lasses C13, C18, C19, C27, C31 and C32 an be onsidered as shapeless.In Tables 1 and 2 we onsidered only speial types of terms, in order toget more omplete piture of the distribution of the isomorphism lasses inthe familiesQ(i). Still, sieves of general type Sieve(t), where t = t(ȳ, y) suhthat ȳ = (x1, . . . , xs), s > 1, an be onsidered as well. For that aim weinvestigate the left and the right translations, whih de�ne the quasigroups.From the properties of these translations, we an derive general onlusionsabout the struture of the quasigroups, and how they an be sieved. Thisgives a di�erent lassi�ation of the lasses of isomorphism.As we said earlier, in a quasigroup Q, for an arbitrary term t = t(ȳ, y),and eah ā ∈ Qs−1, the mapping tQā ∈< S >, where Q = {a1, . . . , an} and
S = {La1 , . . . , Lan , Ra1 , . . . , Ran}. Even more, eah translation (being apermutation) an be represented as a omposition of disjoint yles. Hene,the permutation tQā an be given by yles and the order of tQā depends onthe lengths of these yles. On the other hand, by Theorem 2.1, r(t, Q) =
LCM{r(tQā )| ā ∈ Qs−1}, so r(t, Q) depends on La1 , . . . , Lan , Ra1 , . . . , Ran ,i.e., on the properties of their yles.



Identities sieves for quasigroups 157Example 3.1. Consider the quasigroup (Q, ·) that is a representative ofthe isomorphism lass C2, given by its multipliative table
· 1 2 3 4
1 1 2 3 4
2 2 1 4 3
3 3 4 2 1
4 4 3 1 2Let t = (xy)z = t(ȳ, y), where ȳ = (x, z). Then, for ā = (a, b) ∈ Q2, wehave tQā = LaRb. Q is ommutative with unit 1, so L1 = R1 = (1)(2)(3)(4),

L2 = R2 = (12)(34), L3 = R3 = (1324) and L4 = R4 = (1423).Now, L1R1 = (1)(2)(3)(4), L1R2 = L2R1 = (12)(34), L1R3 = L3R1 =
(1324), L1R4 = L4R1 = (1423), L2R2 = (1)(2)(3)(4), L2R3 = L3R2 =
(1423), L2R4 = L4R2 = (1324), L2R4 = L4R2 = (1324), L3R3 = (12)(34),
L3R4 = L4R3 = (1)(2)(3)(4), L4R4 = (12)(34).Sine we have yles of lengths 1, 2 and 4, r(t, Q) = LCM(1, 2, 4) = 4.This example shows how we an alulate r(t, Q) for given t and Q. But,of ourse, there are an in�nite number of terms, so suh approah is notalways suitable. Espeially, if we are onsidering the properties of quasi-groups used in some kind of quasigroup transformations in a ryptographiprimitive. Still, the nature of the left and the right quasigroup translationsan show how the mapping tQā behaves for any t or Q. For ryptographipurposes, a quasigroup Q needs bigger r(t, Q) for any t.Denote by rmax = max{r(t, Q)| t is a term}, whih in fat is the maxi-mal i for any Sieve(t, 4) that sieves the quasigroup Q. Analyzing the ylesof the translations L1, R1, . . . , L4, R4 from Example 3.1 we an onludethat any omposition of these translations, produes only permutationswith yles of lengths 1, 2 and 4. Hene, we have that rmax = 4 for allquasigroups in the lass C2.

rmax Isomorphism lass2 13 7,23,25,26,354 2,3,4,8,9,10,11,17,20,24,30,33,3412 5,6,12,13,14,15,16,18,19,21,22,27,28,29,31,32Table 3: Classi�ation of Q4 by Sieve(t, 4), for any term t.



158 S. Markovski, V. Dimitrova and S. SamardjiskaTable 3 gives the values rmax for all isomorphism lasses in Q4. Theanalysis that led to this lassi�ation is rather umbersome and not espe-ially neat. That is why, here we give only a few examples that prove theorretness of Table 3.Example 3.2. Consider the quasigroup with lexiographi order 1, that is arepresentative of the isomorphism lass C1, and is given by its multipliationtable
· 1 2 3 4
1 1 2 3 4
2 2 1 4 3
3 3 4 1 2
4 4 3 2 1This quasigroup is ommutative with unit 1, so L1 = R1 = (1)(2)(3)(4),

L2 = R2 = (12)(34), L3 = R3 = (13)(24) and L4 = R4 = (14)(23).Let t be an arbitrary term. Then the mapping tQā , ā ∈ Qs−1 is some �niteomposition of the translations L1 = R1, . . . , L4 = R4. When omposingany two of these translations, we have only the following three possibilities:
(ij)(kl) · (ij)(kl) = (i)(j)(k)(l), (ij)(kl) · (ik)(jl) = (il)(kj) and (ij)(kl) ·
(i)(j)(k)(l) = (ij)(kl) (or (i)(j)(k)(l) · (ij)(kl) = (ij)(kl)), i.e., again we getpermutations of the same type. Hene, an arbitrary omposition produesonly permutations with yles of lengths 1 and 2, whih implies that rmax =
2 for all quasigroups in the lass C1.Example 3.3. Consider the quasigroups with lexiographi orders 92 and213, that are representatives of the isomorphism lasses C26 and C35 respe-tively. The quasigroups from these two di�erent isomorphi lasses haveidential properties regarding the translations that de�ne them. Namely,the left translations of the quasigroup 92 (given in Subsetion 4.2) are
(1)(234), (2)(143), (3)(124), (4)(132), whih on the other hand are the righttranslations of the quasigroup 213. Again, the right translations of thequasigroup 92, (1)(243), (2)(134), (3)(142), (4)(123), are the left transla-tions of the quasigroup 213.Similarly, as in the previous example, it is ruial to disover all of thedi�erent ases of omposing an arbitrary number of the translations thatde�ne these quasigroups. We make several observations.When omposing any two left, or any two right translations, we havethese two possibilities: (i)(jkl) · (i)(jkl) = (i)(jlk) or (i)(jkl) · (j)(ilk) =
(l)(ijk), i.e., again we have permutations of the same type and of order 3.



Identities sieves for quasigroups 159When omposing a left and a right translation (in any order) we have
(i)(jkl) · (i)(jlk) = (i)(j)(l)(k) or (i)(jkl) · (j)(ikl) = (il)(jk), i.e., we geta new permutation of order at most 2. Now, this new type of permutationan be omposed with any of the quasigroup translations yielding (i)(jkl) ·
(il)(jk) = (ijl)(k), (i)(jlk) · (il)(jk) = (ikl)(j), and (il)(jk) · (i)(jkl) =
(ilk)(j), (il)(jk) · (i)(jlk) = (ilj)(k), or two suh permutations an beomposed to give (il)(jk) · (il)(jk) = (i)(l)(j)(k) or (ij)(lk) · (il)(jk) =
(ik)(lj).Hene, an arbitrary omposition produes only permutations with ylesof lengths 1 and 2, or only permutations with yles of lengths 1 and 3. Thismeans that rmax = 3 for the quasigroups in the lasses C26 and C35.Example 3.4. The quasigroup with lexiographi order 158, that is a rep-resentative of the isomorphism lass C31, has the following multipliationtable

· 1 2 3 4
1 2 1 3 4
2 3 4 2 1
3 1 3 4 2
4 4 2 1 3The left translations of this quasigroup are (12)(34), (1324), (1)(234),

(143)(2), while the right ones are (123)(4), (1)(3)(24), (134)(2), (1432). Sinethese permutations have yles of length 12, this immediately implies that
rmax = 12.We ombine Tables 1, 2 and 3 to obtain Table 4, where the values r′maxome only from terms t from Tables 1 and 2, i.e., r′max = max{r(t, Q)| t is aterm from Tables 1 and 2}. The families of isomorphism lasses in Table 4are separated by semi-olumns. So, `1;' denotes the family {C1}, `7,23,35;'denotes the family {C7, C23, C35}, and so on. The family `3,4,8,9,11;' ap-pears in the olumns i = 1, i = 2 and i = 4. It means that for any term
t from Tables 1 and 2, only identities of the form t(i) ≈ y are satis�ed (forthe orresponding value of i). Note that r′max = rmax = 4.Tables 4 gives another information about the appliations of quasi-groups. Generally, the quasigroups from the lasses in the row r′max = 12and olumns i = 4, i = 6 and i = 12 should be used for building ryp-tographi primitives, while those in the rows r′max = 2, 3 and olumns
i = 1, 2, 3 should be used for designing odes. As we have noted before, thefamily `13,18,19,27,31,32;' ontains the best quasigroups for ryptographipurposes. Nevertheless, some other lasses an be used quite as well. They



160 S. Markovski, V. Dimitrova and S. Samardjiskaare denoted by itali letters in the table (6, 21, 28 and 29). Namely, the�itali� lasses have the properties that in at least half of the terms t fromTables 1 and 2, the identity t(i) ≈ y is satis�ed only for i = 12.
r′max \ i 1 2 3 4 6 122 1; 1;3 7,23,35; 7,23,35; 7,23,35;25,26; 25,26;4 2,10; 2,10;3,4,8,9,11; 3,4,8,9,11; 3,4,8,9,11;33; 33; 33;17,20,24,30,34; 17,20,24,30,34; 17,20,24,30,34; 17,20,24,30,34;15,22; 15,22; 15,22; 15,22; 15,22;12 14,16, 14,16, 14,16, 14,16, 14,16,28,29; 28,29; 28,29; 28,29; 28,29;5,12, 5,12, 5,12, 5,12,6,21; 6,21; 6,21; 6,21;13,18,19,27, 13,18,19,27, 13,18,19,27,31,32; 31,32; 31,32;Table 4: Classi�ation of isomorphism lasses by r′max.4. Proving the fratal strutureof quasigroup transformationsThere are several papers [6, 7℄, where quasigroup e- and d-transformationsare onsidered. In [4℄ a method for graphial presentation of sequenesobtained by quasigroup transformations is proposed. Using this method(without mathematial proof) the quasigroups are lassi�ed in two disjointlasses: the lass of fratal quasigroups and the lass of non-fratal quasi-groups. Initiated by the identities sieves, here we give a proof that thequasigroups of order 4 with lexiographi numbers 1 and 92 are fratal (seeFigure 1, where the patterns obtained from quasigroups with lexiographinumbers 1, 92 and 191 are given; 1 and 92 are fratal, 191 is non-fratal).In the same way it an be shown that all fratal quasigroups as lassi�edin [4℄ have really a fratal struture too. The proofs given here use suitablyhosen identities, satis�ed in the quasigroup in question.We onsider here only e-transformations, de�ned on a quasigroup (Q, ∗)as follows. Let Q+ = {a1a2 . . . an|ai ∈ Q, n > 2} denote the set of all �nitesequenes with elements of Q and let us take a �xed element l ∈ Q, alled



Identities sieves for quasigroups 161a leader. The e-transformation el : Q+ → Q+ is de�ned by:
el(a1a2 . . . an) = (b1b2 . . . bn) ⇐⇒

{

b1 = l ∗ a1,
bi+1 = bi ∗ ai+1, 1 6 i 6 n − 1The method of produing images of quasigroup proessed sequenes isde�ned as follows. Take a sequene aaa . . . a, a ∈ Q, and put one under theother the sequenes el(aaa . . . a), e2

l (aaa . . . a), . . . , ek
l (aaa . . . a). For graphi-al presentation, like the one in Figure 1, we take di�erent olors for di�erentelements of Q.

1 92 191

a) b) )Figure 1: Images of e-transformations of the quasigroups 1, 92 and 1914.1 The ase of the quasigroup with lexiographi number 1The quasigroup with lexiographi number 1 is given in Example 3.2. Itan be heked that the following identities are satis�ed by this quasigroup:
I1 : xy ≈ yx, (yx)x ≈ y, y(yx) ≈ x, (yx)2y ≈ y, x2x2 ≈ x2.Let the starting sequene be xxxxxxxxx . . . and let the leader be l = y,where x, y are variables. If we apply the e-transformation ey onseutivelyon eah produed sequene, then, using the identities I1, we obtain thesequenes shown on the table below,where the fratal struture appearslearly.
x x x x x x x x x x . . .

y yx y yx y yx y yx y yx y . . .

y x yx (yx)2 y x yx (yx)2 y x yx . . .

y yx (yx)2 (yx)2 y yx (yx)2 (yx)2 y yx (yx)2 . . .

y x x x yx (yx)2 (yx)2 (yx)2 y x x . . .

y yx y yx (yx)2 (yx)2 (yx)2 (yx)2 y yx y . . .

y x yx (yx)2 (yx)2 (yx)2 (yx)2 (yx)2 y x yx . . .

y yx (yx)2 (yx)2 (yx)2 (yx)2 (yx)2 (yx)2 y yx (yx)2 . . .

y x x x x x x x yx (yx)2 (yx)2 . . .

y yx y yx y yx y yx (yx)2 (yx)2 (yx)2 . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



162 S. Markovski, V. Dimitrova and S. Samardjiska4.2 The ase of the quasigroup with lexiographi number 92The quasigroup with lexiographi number 92 is given by its multipliativetable:
· 1 2 3 4
1 1 3 4 2
2 4 2 1 3
3 2 4 3 1
4 3 1 2 4In this quasigroup the following identities are satis�ed:

I92 :
xx ≈ x, ((yx)x)x ≈ y, y(yx) ≈ (yx)x, ((yx)x)y ≈ yx,
(yx)((yx)x) ≈ y, y(y(yx)) ≈ x, x((yx)x) ≈ yx, (yx)y ≈ x,
(yx)x ≈ xy, ((yx)x)(yx) ≈ x, x(yx) ≈ y.We use the same starting sequene and leader as in the ase of thequasigroup 1, and the resulting e-transformations are presented in the tablebelow,where again a fratal struture appears.

x x x x x x x x x x . . .

y yx (yx)x y yx (yx)x y yx (yx)x y yx . . .

y (yx)x (yx)x yx yx y y (yx)x (yx)x yx yx . . .

y x yx yx yx x (yx)x (yx)x (yx)x x y . . .

y yx yx yx yx (yx)x (yx)x (yx)x (yx)x y y . . .

y (yx)x x y (yx)x (yx)x (yx)x (yx)x (yx)x yx x . . .

y x x (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x x x . . .

y yx (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x y yx . . .

y (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x (yx)x yx yx . . .

y x yx y x yx y x yx yx yx . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The proofs for other fratal quasigroups are similar, and they may bequite ompliated. But, if we try to write the sequenes obtained by e-transformation for non-fratal quasigroups, we get very ompliated terms,and it is almost impossible to obtain suitable identities.Sine if an identity is satis�ed in a quasigroup Q, it is satis�ed in allquasigroups isomorphi to Q, we onlude that all of the quasigroups of theisomorphism lasses C1 and C26 are fratal.Referenes[1℄ V. Bakeva, N. Ilievska, A probabilisti model of error-deteting odes basedon quaisgroups, Quasigroups and Related Systems 17 (2009, 151 − 164.
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Non-commutative �nite groups

as primitive of public key cryptosystems

Dmitriy N. Moldovyan

Abstract. A new computationally di�cult problem de�ne over non-commutative
�nite groups is proposed as cryptographic primitive. Finite non-commutative rings of the
four-dimension vectors over the ground �eld are de�ned with the vector multiplication
operations of di�erent types. Non-commutative multiplicative groups of the rings are
applied to design public key cryptoschemes based on the proposed di�cult problem.

1. Introduction

The most widely used in the public key cryptography di�cult problems,
factorization and �nding discrete logarithm, can be solved in polynomial
time on a quantum computer [5]. Quantum computing develops towards
practical implementations therefore cryptographers look for some new hard
problems that have exponential complexity while using both the ordinary
computers and the quantum ones [1, 2]. Such new di�cult problems have
been de�ned over braid groups representing a particular type of in�nite non-
commutative groups. Using the braid groups as cryptographic primitive a
number of new public key cryptosystems have been developed [3, 6].

Present paper introduces a new hard problem de�ned over �nite non-
commutative groups and public key cryptoschemes constructed using the
proposed hard problem. It is also presented a theorem disclosing the local
structure of the non-commutative group, which is exploited in the proposed
hard problem. Then concrete type of the non-commutative �nite groups is
constructed over �nite four-dimension vector space.

2010 Mathematics Subject Classi�cation: 11G20, 11T71
Keywords: di�cult problem, automorphism, non-commutative group, �nite group,
public key distribution, public encryption, commutative encryption.
The work was supported by the Russian Foundation for Basic Research grant
# 08-07-00096-a.
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2. New problem and its cryptographic applications

Suppose for some given �nite non-commutative group Γ containing element
Q possessing high prime order q there exists a method for easy selection
of the elements from su�ciently large commutative subgroup Γcomm ∈ Γ.
One can select as private key a random element W ∈ Γcomm such that
W ◦Q 6= Q ◦W and a random number x < q and then compute the public
key Y = W ◦ Qx ◦ W−1 (note that it is easy to show that for arbitrary
value x the inequality W ◦Qx 6= Qx ◦W holds). Finding pair (W,x), while
given Γ, Γcomm, Q, and Y , is a computationally di�cult problem that is
suitable to design new public key cryptosystems. The problem suits also
for designing commutative encryption algorithms.

The public key agreement protocols can be constructed as follows. Sup-
pose two users have intension to generate a common secret key using a
public channel. The �rst user generates his private key (W1, x1), com-
putes his public key Y1 = W1 ◦ Qx1 ◦ W−1

1 , and sends Y1 to the second
user. The last generates his private key (W2, x2), computes his public key
Y2 = W2 ◦ Qx2 ◦W−1

2 , and sends Y2 to the �rst user. Then the �rst user
computes the value

K12 = W1 ◦ (Y2)
x1 ◦W−1

1 = W1 ◦
(
W2 ◦Qx2 ◦W−1

2

)x1 ◦W−1
1

= W1 ◦W2 ◦Qx2x1 ◦W−1
2 ◦W−1

1 .

The second user computes the value

K21 = W2 ◦ (Y1)
x2 ◦W−1

2 = W2 ◦
(
W1 ◦Qx1 ◦W−1

1

)x2 ◦W−1
2

= W1 ◦W1 ◦Qx1x2 ◦W−1
1 ◦W−1

2 .

The elements W1 and W2 belong to the commutative subgroup Γcomm,
therefore K21 = K12 = K, i.e. each of the users has generated the same
secret K that can be used, for example, to encrypt con�dential messages
send through the public channel.

Suppose a public-key reference book is issued. Any person can send
to some user a con�dential message M using user's public key Y = W ◦
Qx ◦ W−1, where W and x are elements of user's private key. For this
aim the following public key encryption scheme can be used, in which it is
supposed using some encryption algorithm FK controlled with secret key K
representing an element of the group Γ.

1. Sender generates a random element U ∈ Γcomm and a random number
u, then computes the elements R = U ◦Qu ◦U−1 and K = U ◦ Y u ◦U−1 =
U ◦

(
W ◦Qx ◦W−1

)u ◦ U−1 = U ◦W ◦Qxu ◦W−1 ◦ U−1.
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2. Using the element K as encryption key and encryption algorithm EK

sender encrypts the message M into the cryptogramm C = FK(M). Then
he sends the cryptogram C and element R to the user.

3. Using the element R the user computes the encryption key K as
follows K = W ◦ Rx ◦ W−1 = W ◦

(
U ◦Qu ◦ U−1

)x ◦ W−1 = W ◦ U ◦
Qux ◦ U−1 ◦ W−1. Then the user decrypts the cryptogram C as follows
M = F−1

K (C), where F−1
K is the decryption algorithm corresponding to the

encryption algorithm FK .
The proposed hard problem represents some combining the exponentia-

tion procedure with the procedure de�ning group mapping that is an auto-
morphism. These two procedures are commutative therefore their combina-
tion can be used to de�ne the following commutative-encryption algorithm.

1. Represent the message as element M of the group Γ.
2. Encrypt the message with the �rst encryption key (W1, e1), where

W1 ∈ Γcomm, e1 is a number invertible modulo m, and m is the least
common multiple of all element orders in the group Γ, as follows C1 =
W1 ◦M e1 ◦W−1

1 .
3. Encrypt the cryptogram C1 with the second encryption key (W2, e2),

where W2 ∈ Γcomm, e2 is a number invertible modulo m, as follows

C12 = W2 ◦ Ce2
1 ◦W−1

2 = W2 ◦W1 ◦M e1e2 ◦W−1
1 ◦W−1

2 .

It is easy to show the encrypting the message M with the second key
(W2, e2) and then with the �rst key (W1, e1) produces the cryptogram C21 =
C12, i.e. the last encryption procedure is commutative.

3. On choosing elements

In the cryptoschemes described in previous section the �rst element of the
private key should be selected from some commutative group. A suitable
way to de�ne such selection is the following one. Generate an element G ∈ Γ
having su�ciently large prime order g and de�ne selection of the element
W as selection of the random number 1 < w < g and computing W = Gw .
Using this mechanism the private key is selected as two random numbers w
and x and the public key is the element Y = Gw ◦Qx ◦G−w. One can easy
show that for arbitrary values w and x the inequality Gw ◦Qx 6= Qx ◦Ww

holds.
For security estimations it represents interest haw many di�erent ele-

ments are generated from two given elements G and Q having prime orders
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g and q, respectively. The following theorem gives a positive answer to this
question.

Theorem 1. Suppose elements G and Q of some non-commutative �nite

group Γ have the prime orders g and q, correspondingly, and satisfy the

following expressions G ◦ Q 6= Q ◦ G and K ◦ Q 6= Q ◦ K, where K =
G◦Q◦G−1. Then all of elements Kij = Gj◦Qi◦G−j, where i = 1, 2, . . . , q−1
and j = 1, 2, . . . , g, are pairwise di�erent.

Proof. It is evident that for some �xed value j the elements Kij = Gj ◦
Qi ◦ G−j , where i = 1, 2, . . . , q, compose a cyclic subgroup of the order
q. Condition K ◦ Q 6= Q ◦ K means that element K is not included in
the subgroup ΓQ generated by di�erent powers of Q. Suppose that for
some values i, i′ 6= i, j, and j′ 6= j elements Kij and Ki′j′ are equal, i.e.
Gj ◦ Qi ◦ G−j = Gj′ ◦ Qi′ ◦ G−j′ . Multiplying the both parts of the last
equation at the right by element Gj and at the left by element G−j one gets
Qi = Gj′−j ◦Qi′ ◦G−(j′−j). The subgroup ΓQ has the prime order, therefore
its arbitrary element di�erent from the unity element is generator of ΓQ,
i.e. for i′ ≤ q − 1 the element P = Qi′ generates subgroup ΓQ. Taking this
fact into account one can write(

Qi
)z =

(
Gj′−j ◦Qi′ ◦G−(j′−j)

)z
= Gj′−j ◦Qi′z ◦G−(j′−j)

= Gj′−j ◦ P z ◦G−(j′−j) ∈ ΓQ.

The last formula shows that mapping ϕGj′−j (P z) = Gj′−j ◦P z◦G−(j′−j)

maps each element of ΓQ on some element of ΓQ. The mapping ϕGj′−j (ΓQ)
is bijection, since for z = 1, 2, . . . , q the set of elements

(
Qi

)z
composes the

subgroup ΓQ. Thus, the mapping ϕGj′−j (ΓQ) is a bijection of the subgroup
ΓQ onto itself.

Since order of the element G is prime, there exists some number u =
(j′ − j)−1 mod g for which the following expressions hold G =

(
Gj′−j

)u

and

ϕG (ΓQ) = ϕ(Gj′−j)u (ΓQ) = ϕGj′−j

(
ϕGj′−j

(
. . . ϕGj′−j (ΓQ) . . .

))︸ ︷︷ ︸
u bijective mappings

,

where the mapping is represented as superposition of u mappings ϕGj′−j (ΓQ).
The superposition is also a bijection of the subgroup ΓQ onto itself, since
the mapping ϕGj′−j (ΓQ) is the bijection ΓQ onto ΓQ. Therefore the follow-
ing expression holds K = G ◦Q ◦G−1 = ϕG(Q) ∈ ΓQ and K ◦Q = Q ◦K.
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The last formula conradicts to the condition K ◦Q 6= Q◦K of the theorem.
This contradiction proves Theorem 1. �

According to Theorem 1 there exist (q−1)g di�erent elements Zij 6= E,
where E is unity element of Γ. Together with the unity element E they
compose g cyclic subgroups of the order q and each of elements Zij 6= E
belongs only to one of such subgroups.

4. Finite rings of four-dimension vectors

Di�erent �nite rings of m-dimension vectors over the ground �eld GF (p),
where p is a prime, can be de�ned using technique proposed in [4]. The non-
commutative rings of four-dimension vectors are de�ned as follows. Suppose
e, i, j, k be some formal basis vectors and a, b, c, d ∈ GF (p), where p > 3,
are coordinates. The vectors are denoted as ae+bi+ci+dk or as (a, b, c, d).
The terms τv, where τ ∈ GF (pd) and v ∈ {e, i, j,k}, are called components
of the vector.

The addition of two vectors (a, b, c, d) and (x, y, z, v) is de�ned addition
of the coordinates corresponding to the same basis vector accordingly to
the following formula

(a, b, c, d) + (x, y, z, v) = (a + x, b + y, c + z, d + v).

The multiplication of two vectors ae + bi + cj + zw and xe + yi + zj +
vk is de�ned as multiplication of each component of the �rst vector with
each component of the second vector in correspondence with the following
formula

(ae+bi+cj+zw)◦ (xe+yi+zj+vk) = axe◦e+bxi◦e+cxj◦e+dxk◦e+
+aze ◦ j + bzi ◦ j + czj ◦ j + dzk ◦ j+ ave ◦ k + bvi ◦ k + cvj ◦ k + dvk ◦ k,

where ◦ denotes the vector multiplication operation. In the �nal expres-
sion each product of two basis vectors is to be replaced by some basis vec-
tor or by a vector containing only one non-zero coordinate in accordance
with the basis-vector multiplication table (BVMT) de�ning associative and
non-commutative multiplication. There are possible di�erent types of the
BVMTs, but in this paper there is used the BVMT of some particular
type shown in Table 1, where µ 6= 0. For arbitrary combination of the
values µ ∈ GF (p) and τ ∈ GF (p) Table 1 de�nes formation of the non-
commutative �nite ring of four-dimension vectors.
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Table 1: The basis-vector multiplication table

◦ −→e −→ı −→
j

−→
k

−→e µe µi µj µk
−→ı µi − µ−1τe k −τ j
−→
j µj −k − µ−1e i
−→
k µk τ j −i − µ−1τe

In the de�ned ring the vector (µ−1, 0, 0, 0) plays the role of the unity ele-
ment. For implementing the cryptoschemes described in Section 2 it repre-
sents interest the multiplicative group Γ of the constructed non-commutative
ring. To generate the elements Q and G of su�ciently large orders it is
required computing the group order Ω that is equal to the number of in-
vertible vectors. If some vector A = (a, b, c, d) is invertible, then there
exists its inverses A−1 = (x, y, z, v) for which the following formula holds
A ◦ A−1 = E = (µ−1, 0, 0, 0). This vector equation de�nes the following
system of four linear equations with four unknowns x, y, z, and v:

µax− µ−1τby − µ−1cz − µ−1τdv = µ−1

µbx + µay − dz + cv = 0
µcx + µaz − τbv + τdy = 0

µdx− cy + bz + µav = 0.

If this system of equations has solution, then the vector (a, b, c, d) is invert-
ible, otherwise it is not invertible. The main determinant of the system is
the following one

∆(A) =

∣∣∣∣∣∣∣∣
µa −µ−1τb −µ−1c −µ−1τd
µb µa −d c
µc τd µa −τb
µd −c b µa

∣∣∣∣∣∣∣∣
Computation of the determinant gives

∆(A) =
(
µ2a2 + τb2 + c2 + τd2

)2
.

Counting the number of di�erent solutions of the congruence ∆(A) ≡ 0 mod
p one can de�ne the number N of non-invertible vectors and then de�ne the
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group order Ω = p4 −N . The indicated congruence has the same solutions
as the congruence

µ2a2 + τb2 + c2 + τd2 ≡ 0 mod p. (1)

Statement 1. For prime p = 4k + 1, where k > 1, µ 6= 0, and τ 6= 0, the
order of the non-commutative group of the four-dimension vectors is equal

to Ω = p(p− 1)(p2 − 1).

Proof. For primes p = 4k + 1 the number −1 is a quadratic residue, since
(−1)(p−1)/2 = (−1)2k ≡ 1 mod p. Therefore there exists number λ such
that λ2 ≡ −1 mod p and congruence (1) can be represented as follows

(µa)2 − (λc)2 ≡ τ
(
(λb)2 − d2

)
mod p,

(µa− λc)(µa + λc) ≡ τ
(
(λb)2 − d2

)
mod p,

αβ ≡ τ
(
(λb)2 − d2

)
mod p,

where α ≡ µa−λc mod p and β ≡ µa + λc mod p. It is easy to see that for
each pair of numbers (α, β) satisfying the last congruence correspond unique
pair of numbers (a, c) satisfying congruence (1). Therefore the number of
solutions of congruence (1) can be computed as number of solutions of the
last equation. Two cases can be considered. The �rst case correspond
to condition (λb)2 − d2 6≡ 0 mod p and there exist (p − 1)2 of di�erent
pairs (b, d) satisfying this condition. For each of such pairs (b, d) for all
(p − 1) values α 6≡ 0 mod p there exists exactly one value β such that the
last congruence holds. Thus, the �rst case gives N1 = (p − 1)3 di�erent
solutions of congruence (1).

The second case correspond to condition (λb)2 − d2 ≡ 0 mod p which is
satis�ed with 2p−1 di�erent pairs (b, d). The left part of the last congruence
is equal to zero modulo p in the following subcases i) α 6≡ 0 mod p and β ≡
0 mod p (p− 1 di�erent variants), ii) α ≡ 0 mod p and β 6≡ 0 mod p (p− 1
di�erent variants), and iii) α ≡ 0 mod p and β ≡ 0 mod p (one variant).
Thus, the subcases gives 2p−1 di�erent variants of the pairs (a, c), therefore
the second case gives N2 = (2p − 1)2 di�erent solutions of congruence (1).
In total we have N = N1 +N2 = (p−1)3 +(2p−1)2 = p3 +p2−p solutions.
The value N is equal to the number of non-invertible vectors and de�nes
the group order Ω = p4 −N = p4 − p3 − p2 + p = p(p− 1)(p2 − 1). �

Statement 2. Suppose prime p = 4k + 3, where k > 1, µ 6= 0, τ 6= 0, and
the value τ is a quadratic non-residue modulo p. Then the order of the non-

commutative group of four-dimension vectors is equal to Ω = p(p−1)(p2−1).
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Proof. For primes p = 4k+3 the number−1 is a quadratic non-residue, since
(−1)(p−1)/2 = (−1)2k+1 ≡ −1 mod p. Since the value τ is quadratic non-
residue the following formulas hold τ (p−1)/2 ≡ −1 mod p and (−τ)(p−1)/2 ≡
1 mod p. The last formula shows that there exists number λ such that
λ2 ≡ −τ mod p and congruence (1) can be represented as follows

(µa)2 − (λb)2 ≡ (λd)2 − c2 mod p,
(µa− λb)(µa + λb) ≡ (λd)2 − c2 mod p,

γδ ≡ (λd)2 − d2 mod p,

where γ ≡ µa−λb mod p and δ ≡ µa + λb mod p. Then, counting di�erent
solutions of the last equation is analogous to counting solutions in the proof
of Statement 1. This gives N = p3 +p2−p di�erent solutions of congruence
(1) and the group order Ω = p(p− 1)(p2 − 1). �

5. Computational experiments and illustrations

Numerous computational experiments have shown that in the case p =
4k + 3, where k > 1, µ 6= 0, τ 6= 0, when the value τ is a quadratic residue
modulo p, the group order also equals to Ω = p(p−1)(p2−1). However the
formal proof of the last fact have not been found. The experiments have
also shown that for given modulus p the structure of the non-commutative
group of four-dimension vectors is the same for all non-zero values of the
structural coe�cients µ and τ . Here under structure of the group it is sup-
posed a table showing the number of di�erent vectors having the same order
ω for all possible values ω. In the case of the commutative �nite groups of
four-dimension vectors the group structure changes with changing values of
structural coe�cients. The experiments have been performed using di�er-
ent other variants (than Table 1) of the BVMTs de�ning non-commutative
groups of four-dimension vectors and in all cases the same structure and the
same group order have been get, for all non-zero values of the structural
coe�cients.

De�ning a group of four-dimension vectors with Table 1 and parameters
µ = 1, τ = 1, and p = 234770281182692326489897 (it is a 82-bit number)
one can easily generate the vectors Q and G having the prime orders q =
g = 117385140591346163244949 (it is a 81-bit number) and then generate
vector K = G ◦Q ◦G−1:

Q = (197721689364623475468796, 104620049500285101666611,
91340663452028702293061, 190338950319800446198610);
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G = (44090605376274898528561, 33539251770968357905908,

62849418993954316199414, 121931076128999477030014);

G−1 = (44090605376274898528561, 201231029411723968583989,

171920862188738010290483, 112839205053692849459883);

K = (197721689364623475468796, 127324294038715727080605,

205837389432865711027118, 169402831102520905889980).

The vectors satisfy the conditions G ◦ Q 6= G ◦ Q and K ◦ Q 6= Q ◦K
(see Theorem 1), therefore they can be used to implement the cryptoschemes
presented in Sections 2 and 3. It is easy to generate many other di�erent
pairs of the vectors Q and G possessing 81-bit prime orders q and g and
satisfying the condition of Theorem 1. The least common multiple of all
element orders in the constructed group is

m = 12939853526188313144336212835389396459316

920609647589590297471969647376.

The exponent e of the encryption key for commutative encryption algo-
rithm can be selected as e = 7364758519536461719117. Then the exponent
of the decryption key is computed using formula d = e−1 mod p:

d = 8969427630416482351904498868955232431090386202

188967381064403670926661.

Accordingly to the algorithm for computing the private key from the
public one, which is described in the next section, the 80-bit security of
the proposed cryptoschemes is provided in the case of 80-bit primes q and
g. In this case the di�culty of the computation of the public key from
the private one does not exceed 5800 multiplications modulo 80-bit prime.
In the corresponding cryptoschemes of the public encryption and of the
public key agreement, which are based on elliptic curves, the di�culty of
computing the public key from the private one is equal to about 2400 mul-
tiplications modulo 160 prime. Taking into account that di�culty of the
modulo multiplication is proportional to squared length of the modulus one
can estimate that the proposed cryptoschemes are about 1.6 times faster
than analogous schemes implemented using elliptic curves. Besides, perfor-
mance of the proposed cryptoschems can be signi�cantly enhanced de�ning
computation of the secrete element W as a sum of small powers of G, for
example, W =

∑6
s=1 ρsG

ts , where ρs ∈ GF (p), ts 6 15, s = 1, 2, . . . , 6.
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6. Algorithm for computing the private key

Using the known parameters Q and G having the orders q and g = q
the following algorithm �nds the private key (w, x) from the public one
Y = Gw ◦Qx ◦G−w.

1. For all values j = 1, 2, . . . , q compute vectors T (j) = Gj ◦ Y ◦ G−j

(di�culty of this step is 2q vector multiplications).

2. Order the table computed at the step 1 accordingly to the values T (j)
(di�culty of this step is q log2 q comparison operations).

3. Set counter i = 1 and initial value of the vector V = (µ−1, 0, 0, 0).

4. Compute the vector V ← V ◦Q.

5. Check if the value V is equal to some of the vectors T (j) in the ordered
table. If there is some vector T (j′) = V , then deliver the private key
(w, x) = (j′, i) and STOP. Otherwise go to step 6.

6. If i 6= q, then increment counter i ← i + 1 and go to step 4. Oth-
erwise STOP and output the message INCORRECT CONDITION.
(Di�culty of steps 5 and 6 does not exceed q vector multiplication
operations and q log2 q comparison operations.)

Overall the time complexity of this algorithm is about 3q vector mul-
tiplication operations and 2q log2 q comparison operations, i.e. the time
complexity is O(q) operations, where O(·) is the order notation. The al-
gorithm requires storage for q vectors and for the same number of |p|-bit
numbers, i.e. the space complexity is O(q).

This algorithm shows that the 80-bit security of the proposed cryptosys-
tems can be provided selecting 80-bit primes q and g. Such prime orders of
the vectors Q and G can be get using 81-bit primes p.

Is seems that element G having composite order can be used in the
cryptoschemes described above and this will give higher security, while us-
ing the given �xed modulus p. However this item represents interest for
independent research.

7. Conclusions

Results of this paper shows that �nite non-commutative groups represent
interest for designing fast public key agreement schemes, public encryption
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algorithms, and commutative encryption algorithms. Such cryptoschemes
are fast and the hard problem they are based on is expected to have ex-
ponential di�culty using both the ordinary computers and the quantum
ones.

Theorem 1 is useful for justi�cation of the selection elements Q and
G while de�ning parameters of the cryptoschemes. The proposed non-
commutative �nite group of the four-dimension vectors seems to be ap-
propriate for practical implementation of the proposed schemes. We have
proved the formulas for computing the order of such groups in majority
of cases. Unfortunately for a quarter of cases the formal proof have not
been found and this item remains open for future consideration. However
the proved cases covers the practical demands while implementing the pro-
posed cryptoscheme in the case of using the constructed non-commutative
groups of four-dimension vectors.

It is easy to show that there exists multiplicative homomorphism of the
proposed groups of four-dimension vectors into the �nite �eld over which
the vector space is de�ned. Therefore in the case of using the constructed
�nite non-commutative group in the proposed cryptoschemes one should
take into account the existing homomorphism. To prevent attacks using
this homomorphism the large prime orders g and q of the elements G and
Q should satisfy conditions g|p + 1 and q|p + 1 (i.e., g 6 |p− 1 and q 6 |p− 1,
since g > 2 and q > 2).
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Cryptoschemes over hidden conjugacy

search problem and

attacks using homomorphisms

Dmitriy N. Moldovyan and Nikolay A. Moldovyan

Abstract. There are considered attacks on cryptoschemes based on the recently pro-
posed hard problem called hidden conjugacy search problem (HCSP), de�ned over �nite
non-commutative groups. It is shown that using homomorphisms of the non-commutative
�nite group into �nite �elds GF (ps), s > 1, in some cases the HCSP can be reduced to
two independent problems: discrete logarithm and conjugacy search problem. Two meth-
ods for preventing such attacks are proposed. In the �rst method there are used elements
of the order p. The second method uses non-invertible elements and relates to de�ning
the HCSP over the �nite non-commutative ring.

1. Introduction

Since the factorization and �nding discrete logarithm problems (DLP) can
be solved in polynomial time on a quantum computer [6] new hard prob-
lems attracts attention of the researchers in the cryptology area. One of such
problems called conjugacy search problem (CSP) [1, 2] is de�ned over �nite
non-commutative groups as follows. Suppose Γ is a �nite non-commutative
group, G, Y ∈ Γ, X ∈ Γc, where Γc is a commutative subgroup of Γ, and
Y = XGX−1. Given G and Y �nd X ∈ Γc. Recently [4] a novel hard prob-
lem that can be called the hidden conjugacy search problem (HCSP) has
been applied to design the key agreement protocol, commutative encryption
algorithm, and public-key encryption algorithm. The HCSP is de�ned as
follows. Given G and Y recover integer x and element X ∈ Γc such that
Y = XGxX−1. If the value x is known, the HCSP is reduced to CSP. If
the element X is known, the HCSP is reduced to DLP.

2010 AMS Subject Classi�cation: 94A60, 16Z05, 14G50, 11T71, 16S50
Keywords: di�cult problem, �nite group, homomorphism, non-commutative group,
non-commutative ring, public-key cryptoscheme
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Present paper introduces two attacks on the HCSP-based cryptoschemes
that are implemented using �nite non-commutative groups Γ of the m-
dimensional vectors and matrices m×m de�ned over the �nite ground �eld
GF (p). It is described a general homomorphism of the �nite commutative
and non-commutative groups of vectors into GF (p). The �rst attack uses
the homomorphism of the Γ into GF (p) to reduce the HCSP to two inde-
pendent problems, DLP and CSP. The second attack uses the hypothetic
homomorphisms ψ(s) of the Γ into GF (ps), where s 6 m to reduce the
HCSP to two independent problems, DLP and CSP. Methods for prevent-
ing this attack are proposed. To prevent the both attacks there are two
approaches. The �rst approach uses the element G possessing the order
equal to p. The second approach uses the non-invertible element G of the
�nite ring R containing the group Γ. In the �rst case ∀s ∈ {1, . . . ,m} the
homomorphism ψ(s) : Γ → GF (ps) maps the element Y into the unity
element of GF (ps) for all s 6 m. In the second case ∀s ∈ {1, . . . ,m}
the homomorphism ψ(s) : R → GF (ps) maps the element Y into zero of
GF (ps).

2. Homomorphisms of the �nite groups and rings

Finite rings R of m-dimensional vectors are de�ned over the ground �eld
GF (p), where p is a prime. Suppose e, i, . . . , w be some m basis vectors
and a, b, . . . , z ∈ GF (p) are coordinates. Then the vectors are denoted as
ae + bi + · · ·+ zw or as (a, b, . . . , z). The terms like τv, where τ ∈ GF (p)
and v ∈ {e, i, . . . ,w}, are called components of the vector. The addition of
two vectors is de�ned in the natural way, the multiplication by the formula

(ae+bi+· · ·+zw)◦(a′e+b′i+· · ·+z′w) = aa′e◦e+ba′i◦e+· · ·+za′w◦e+
+ab′e ◦ i + bb′i ◦ i + · · ·+ cb′z ◦ i + . . .

· · ·+ az′e ◦w + bz′i ◦w + · · ·+ zz′w ◦w,

where in the last expression each product of two basis vectors should be
replaced by some basis vector v or by a vector τv in accordance with some
given table called the basis-vector multiplication table (BVMT) such that
operation ◦ is associative. There are possible di�erent types of the BVMTs
de�ning commutative [3] and non-commutative rings R [4]. In general case
there exists the homomorphism R → GF (ps). Indeed, suppose the vector
A is invertible, then the vector equation

A ◦X = V (1)
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with unknown X has unique solution for arbitrary vector V : X = A−1 ◦V .
Equation (1) can be rewritten as a system of m linear equations over GF (p)
withm unknowns that are coordinates of the vector X. Let ∆A be the main
determinant of the system of equation relating to formula (1). The deter-
minant ∆A is completely de�ned by coordinates of the vector A.

Theorem 1. The determinant ∆A de�nes the multiplicative homomor-

phism ψ(A) = ∆A of the ring R into the �eld GF (p).

Proof. If A is not invertible, then ∆A = 0, i.e., all non-invertible vectors are
mapped into zero of GF (p). Let us consider the vector equation (1) with
invertible vector A and arbitrary vector V . For all vectors V ∈ {V }, where
{V } denotes the considered vector space, equation (1) has unique solution,
therefore ∆A 6= 0 and multiplication of the vector A by all vectors V of the
considered vector space {V } de�nes a linear transformation TA of {V }. The
matrix MA of coe�cients of the system of linear equations corresponding
to the vector equation (1) can be put into correspondence to TA. Another
invertible vector B de�nes the transformation TB corresponding to analo-
gous matrix MB. The vector multiplication operation in R is associative,
therefore we have

(A ◦B) ◦ V = A ◦ (B ◦ V ). (2)

The left part of (2) represents the linear transformation TA◦B corresponding
to the matrix MA◦B. The right part of (2) is the superposition TB ∗ TA of
linear transformations TB and TA, therefore we have

TA◦B = TB ∗ TA ⇒MA◦B = MAMB ⇒ ∆(A ◦B) = ∆A∆B.

The last expression means that the mapping ψ : A→ ∆A is the multiplica-
tive homomorphism of the multiplicative group Γ of the ring R into the �eld
GF (p). Since for arbitrary non-invertible vectors A and B we have ∆A = 0
and ∆B = 0, the last fact means that ψ : A → ∆A is the multiplicative
homomorphism of R into GF (p). Theorem 1 is proved. �

In a particular case when the ring R is a vector �nite �eld GF (pm) [5]
the homomorphism de�ned by Theorem 1 is the same mapping as norm
homomorphism de�ned for the extension �nite �elds. Below it is also used
the following well known fact. If R is a �nite ring of matricesM de�ned over
GF (p), then mapping ψ′ such that ∀M : ψ′(M) → ∆M , where ∆M is the
determinant of the matrix M , represents the multiplicative homomorphism
ψ′ : R → GF (p).
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3. The �st attack

Using the homomorphism ψ in the case of the group of vectors (or ψ′ in
the case of group of matrices) described in Section 2 the following attack on
cryptoschemes based on the HCSP [4] is possible. The homomorphism ψ
maps the equation over the non-commutative group Γ used for computing
the public key Y = XGxX−1, where X and x are the secret key, into the
following equation over the �eld GF (p)

ψ(Y ) = ψ(X) (ψ(G))x (ψ(X))−1 = (ψ(G))x . (3)

There are possible the following three cases.
1. The order of the value ψ(G) ∈ GF (p) is equal to the order of the

element G ∈ Γ. In this case the secret value x can be found solving the
DLP in GF (p). Then the secret element X can be found solving the CSP.
Thus, in this case the HCSP is reduced to two independent well known hard
problems and the attack can be considered as successful one.

2. The order of the value ψ(G) ∈ GF (p) is less than the order of
the element G ∈ Γ. In this case the partial information about the secret
value x can be found solving the DLP in GF (p), i.e., solving the equation

ψ(Y ) = (ψ(G))x
′
one can found the value x′ ≡ x mod ωψ(G), where ωψ(G)

is the order of the value ψ(G) ∈ GF (p). The last means that the di�culty
of the HCSP is reduced.

3. The homomorphism ψ maps the element G to the unity element of
the �eld GF (p) and equation (3) degenerates into trivial equation 1 = 1x,
from which no information about the secret value can be obtained. In this
case the considered attack is not e�cient to reduce the HCSP.

Thus, in the design of the cryptoschemes based on the HCSP it should be
used the element G such that ψ(G) = 1 and the order ωψ(G) is a su�ciently
large prime [4]. Selection of such element G depends on the order of the
concrete group used for constructing a cryptoscheme based on the HCSP.
The following theorem is very useful to select the suitable element G.

Theorem 2. If the element G has the order ωG such that gcd(ωG, p−1) = 1,
then ψ(G) = 1.

Proof. Suppose E is the unity element of the group Γ and ψ(G) 6= 1. Then
ψ (GωG) = ψ(E) = 1 and ψ (GωG) = (ψ(G))ωG imply (ψ(G))ωG = 1. Thus
gcd(ωG, p− 1) 6= 1, which contradicts to the assumption. �

We use Theorem 2 for a selection of the element G in the �nite non-
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commutative group Γ of four-dimensional vectors with multiplication de-
�ned by BVMT presented in Table 1.

◦ −→e −→ı −→
j

−→
k

−→e µe µi µj µk
−→ı µi − µ−1τe k −τ j
−→
j µj −k − µ−1e i
−→
k µk τ j −i − µ−1τe

Table 1. The basis-vector multiplication table (m = 4) [4].

The order of this group is Ω = p(p−1)2(p+1) (cf. [4]). In this case it is
possible to generate a 90-bit prime p = 2q− 1 such that q is a prime. Then
we can generate the vector G having su�ciently large prime order ωG = q
satisfying the condition gcd(ωG, p − 1) = 1 (cf. [4]). In the case of groups
Γ corresponding to matrices m ×m and m-dimensional vectors the choice
of G satisfying Theorem 2 is relatively simple. Such choice prevents the
attacks using the considered homomorphism. However there are potentially
possible some other ways for reducing the HCSP to independent DLP and
CSP, which use multiplicative homomorphisms ψ(s) : Γ → GF (ps), where
s 6 m.

4. The second attack

Taking into account possibility to de�ne the HCSP over di�erent variants
of the �nite non-commutative groups it is reasonable to consider some at-
tack on the HCSP-based cryptoschemes, in which some other potentially
possible multiplicative homomorphisms can be exploited. Such attacks are
also oriented to reducing the HCSP to two independent hard problems each
of which is signi�cantly less di�cult than HCSP. In the second type of
attacks there is assumed existence of some hypothetic multiplicative homo-
morphisms ψ(s) : Γ → GF (ps), where the cases s 6 m provide su�cient
generality for �nite groups of vectors and matrices over the �eld GF (p).
Indeed, in the case of matrices the order group is described by the formula

Ωm×m =
m−1∏
i=0

pi
(
pm−i − 1

)
. (4)

Since order of the multiplicative group of GF (ps) is equal to ps − 1, the
values s = 1, 2, . . . ,m cover all cases that can be used in the second attack.
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Like in the case of the �rst attack described in Section 3 one can formu-
late the following statement.
Theorem 3. If the element G has the order ωG such that gcd(ωG, r) = 1,

where r =
m∏
i=1

(pm − 1), then ∀s 6 m the following formula holds ψs(G) = 1.

Proof. The proof is analogous to the proof of Theorem 2. �

It is remarkable that order of the non-commutative group Γ in the case of
matrices and in many cases of vectors contains the divisor p. This fact pro-
vides the �rst method to provide security of the HCSR-based cryptoschemes
against attacks of the second type. The method consists in using element
G having the order ωG = p. Then, accordingly to Theorem 3 for all s 6 m
the following mappings hold: ψ(s)(G) = 1 and ψ(s)(Y ) = 1, therefore the
considered hypothetic homomorphisms become ine�cient to reduce the dif-
�culty of the HCSP.

The number of elements possessing the order equal to p is comparatively
small and some special properties of the groups Γ are to be exploited to �nd
the elements of such order. In the case of �nite non-commutative group
of four-dimensional vectors with the group operation de�nd with Table 1
di�erent elements having order p can be computed (and applied as element
G) using the following statement.

Statement 1. Suppose Γ is the �nite group of four-dimensional vectors

over the �eld GF (p) and the group operation is de�ned with Table 1. Then

the vectors (µ−1, b, c, d) have order equal to p, if the coordinates b, c, and d
satisfy condition

τb2 + c2 + τd2 ≡ 0 mod p. (5)

Proof. Squaring the vector (µ−1, b, c, d) gives

(µ−1e + bi + cj + dk)2 =
(
µ−1 − µ−1(τb2 + c2 + τd2)

)
e + 2bi + 2cj + 2dk.

Taking into account condition (5) we get (µ−1, b, c, d)2 = (µ−1, 2b, 2c, 2d).
Suppose for integer k > 1 the following formular holds

(µ−1, b, c, d)k = (µ−1, kb, kc, kd). (6)

Then

(µ−1, b, c, d)k+1 = (µ−1, b, c, d)k ◦ (µ−1, b, c, d)
= (µ−1, kb, kc, kd) ◦ (µ−1, b, c, d) =

(
µ−1, (k + 1)b, (k + 1)c, (k + 1)d

)
.
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Therefore formula (6) holds for all k > 1. If k = p, then (µ−1, b, c, d)p =
(µ−1, pb, pc, pd) = E, where E = (µ−1, 0, 0, 0) is the unity element of Γ. If
k < p, then (µ−1, b, c, d)k 6= E. Therefore the value p is the order of the
vector (µ−1, b, c, d). Statement 1 is proved. �

Another method preventing attacks of the second type consists in us-
ing non-invertible elements N of the �nite ring R containing the group
Γ, where as G is used some non-invertible element N such that the set
{N,N2, . . . , N i, . . . } contains su�ciently large number of di�erent elements
N i ∈ R. Actually it is considered the variant of the HCSP de�ned over the
�nite non-commutative ring and it is supposed the HCSP-based cryptosys-
tems exploit the public key Y computed as Y = XNxX−1. Applying the
homomorphisms ψ(s) to the last equation gives ψ(s)(Y ) = 0, since ψ(N) = 0.
Thus, this method is also e�cient to prevent attacks of the second type.

Existence of the elements N suitable for de�ning the HCSP over �-
nite non-commutative rings and designing the public key cryptosystems is
demonstrated in the case of the 2× 2 matrices by the following statement.

Statement 2. For the 2 × 2 matrix N2×2 de�ned over the ground �eld

GF (p) for all positive integers i > 2 the following formula holds

N i
2×2 =

(
a b
c λ− a

)i

=
(
λi−1a λi−1b
λi−1c λi−1(λ− a)

)
, (7)

where a = λ/2±
√

(λ/2)2 − bc.

Proof. It is easy to show that

(
a b
c λ− a

)2

=
(
λa λb
λc λ(λ− a)

)
.

If (7) holds for some i > 2, then for i+ 1 we have(
a b
c λ− a

)i+1

=
(
a b
c λ− a

)i (
a b
c λ− a

)
=

(
λi−1a λi−1b
λi−1c λi−1(λ− a)

) (
a b
c λ− a

)
=

(
λia λib
λic λi(λ− a)

)
,

which completes the proof. �

Suppose the order of λ ∈ GF (p) is ωλ. Then powers of the matrix N2×2

generate ωλ di�erent non-invertible matrices. Selecting a prime p such that
p = 2q + 1, where q is a prime, and λ having the order ωλ = q one can
de�ne di�erent variants of the matrix N2×2 suitable for application in the
method for preventing attacks of the second type.
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Using the ring R2×2 ⊃ Γ of the 2 × 2 matrices and the matrix N2×2

de�ned over the ground �eld with characteristic p > 280 one can de�ne
the key agreement scheme as follows. Some uses A and B computes their
public keys YA = XAN

xA
2×2X

−1
A and YB = XBN

xB
2×2X

−1
B , where (XA, xA) is

the private key of the user A and (XB, xB) is the private key of the user
B. Then the �rst and second users compute the values KAB and KBA,
correspondingly, as follows

KAB = XAY
xA
B X−1

A = XA

(
XBN

xB
2×2X

−1
B

)xAX−1
A = XAXBN

xBxA
2×2 X−1

B X−1
A .

KBA = XBY
xB
A X−1

B = XB

(
XAN

xA
2×2X

−1
A

)xBX−1
B = XBXAN

xAxB
2×2 X−1

A X−1
B .

In this scheme it is assumed that XA and XB are selected from some
speci�ed commutative subgroup Γc ⊂ Γ ⊂ R2×2, therefore K21 = K12 = K,
i.e., each of the users computes the same secret value K. Security of the
described cryptoscheme is de�ned by di�culty of the HCSP over R2×2,
which cannot be reduced with attacks of the second type (note that the
second type attacks cover the case of the �st attack described in Section 3).

5. Discussion and conclusion

Consideration of the multiplicative homomorphisms of the non-commutative
�nite rings R ⊃ Γ (or groups Γ) is an important item of the investigation
of the di�culty of the HCSP de�ned over R (or over Γ), which relates to
security estimation of the HCSP-based cryptoschemes. Using the matrices
and vectors de�ned over the �eld GF (p) for implementing the HCSP-based
cryptoschemes is very attractive. In the case of matrices M the multiplica-
tive homomorphism ψ′ : M → ∆M is well known. A general multiplicative
homomorphism ψ of the vector �nite rings into GF (p) have been described.
If the ring of m-dimensional vectors represents the �eld GF (p) [5] the ho-
momorphism ψ coincide with the norm homomorphism, more detailed con-
sideration of this fact is out of the scope of this paper though. In Section 3
the mentioned homomorphisms have been used in the �rst attack proposed
against the HCSP-based cryptoschemes. To prevent this attack the condi-
tion for selecting parameters of the HCSP have been proposed.

The considered attacks of the second type relates to using hypothetic
homomorphisms ψ(s) : R → GF (ps), where s 6 m. These attacks are more
powerful and cover the case of the �rst attack. While designing concrete
cryptoschemes their parameters are selected depending on the order Ω of the
multiplicative group Γ of the ring R. In the case of matrices the formula
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describing the order Ω is known. However using the m × m matrices is
limited by su�ciently small values m, since the size |Y | of the public key
Y increases approximately as m2|p|, where |p| denotes the size of p, and to
provide the security of the HCSP-based cryptoschemes the order Ω should
contain the prime divisor q having the size |q| > 80 bits. The value of q is
limited by pm−1, therefore |q|(m− 1)|p| and |Y | ≈ m2(m− 1)−1|q| (the last
holds for prime m; for composite m the increase of |Y | is more signi�cant).

In the case of the m-dimensional vectors the parameters of the ring R
can be selected so that the secure size of the public key is approximately
equal to 4|q| ≈ 320 bits for small (m = 4) and large (m = 8, 16, 32) values
ofm. Table 2 presents the comparison of the size of public key in the case of
diferent dimensions of the matrices and vectors. Practical interest to use the
large valuesm is connected with the fact that in the case of vectors the com-
putational di�culty of the multiplication operation decreases signi�cantly
with increasing value of m. However construction of the non-commutative
�nite vector groups for large values ofm relates to less investigated problem.
Table 3 presents an example of the BVMT for the case m = 8. If structural
coe�cient τ ∈ GF (p) is such that equation x2 = τ has no solution in GF (p),
then the order of the group Γ of eight-dimensional vectors, which is de�ned
with this BVMT, contains divisor p2 + 1. It is easy to generate values p
such that q =

(
p2 + 1

)
/2 is prime (for example, for p = 307970789149 and

τ = 2 we have q = 47423003484528908072101). Investigation of di�erent
variants of the vector groups Γ for m = 6, 8, 12, 16, 20, 28, 32 relates to a
separate problem.

Elements of Γ dimension |p|, bits |Y |, bits
matrices 2× 2 80 320
matrices 3× 3 40 360
matrices 4× 4 40 640
matrices 5× 5 20 500
matrices 6× 6 20 720
matrices 7× 7 14 686
vectors 4 80 320
vectors 8 40 320
vectors 16 21 336
vectors 32 11 352

Table 2. A rough estimation of the public-key size of the HCSP-based
cryptoschemes possessing the 80-bit security.
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◦ e i j k u v w x
e e i j k u v w x
i i − e k − j v − u x −w
j j − k − e i w − x − u v
k k j − i − e x w − v − u
u u v w x τe τ i τ j τk
v v − u x −w τ i − τe τk − τ j
w w − x − u v τ j − τk − τe τ i
x x w − v − u τk τ j − τ i − τe

Table 3. The basis-vector multiplication table for case m = 8.
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Para-associative groupoids

Dumitru I. Pushkashu

Abstract. We study properties of left (right) division (cancellative) groupoids with
associative-like identities: x · yz = zx · y and x · zy = xy · z.

1. Introduction

A quasigroup can be de�ned as an algebra (Q, ·) with one binary operation
in which some equations are uniquely solvable or as an algebra (Q, ·, \, /)
with three binary operations satisfying some identities. The �rst de�nition
is motivated by Latin squares, the second � by universal algebras. In the
case of quasigroups various connections between these three operations are
well described.

In this note we describe connections between these three operations
in para-associative division groupoids, i.e., left (right) division groupoids
satisfying some identities similar to the associativity.

By the proving of many results given in this paper we have used Prover9-
Mace4 prepared by W. McCune [7].

2. Basic facts and de�nitions

By a binary groupoid (Q, ·) we mean a non-empty set Q together with a
binary operation denoted by juxtaposition. Dots will be only used to avoid
repetition of brackets. For example, the formula ((xy)(zy))(xz) = (xz)z
will be written in the abbreviated form as (xy · zy) · xz = xz · z. In this
notion the associative law has the form

x · yz = xy · z. (1)

2010 Mathematics Subject Classi�cation: 20N02, 20N05
Keywords: groupoid, right division groupoid, left division groupoid, right cancellative
groupoid, left cancellative groupoid, quasigroup, abelian group.
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If we permute the arguments in each side of (1) we can obtain 16 new
equations. Hosszú observed (see [5]) that all these equations can be reduced
to one of the following four cases: (1),

x · yz = z · yx, (2)

x · yz = y · xz, (3)

x · yz = zx · y. (4)

Unfortunately Hosszú gives only two examples of such reductions.

Example 2.1. The equation yz · x = yx · z is equivalent to x ∗ (z ∗ y) =
z ∗ (x ∗ y), where t ∗ s = st. 2

Example 2.2. If in the identity

x · zy = xy · z (5)

(called by Hosszú � Tarki's associative law) we put z = x and replace xy
by t, we obtain xt = tx. Hence, in groupoids (Q, ·) in which each element
t ∈ Q can be written in the form xy, x, y ∈ Q, (5) implies each of the
equations (1)− (4). 2

M. A. Kazim and M. Naseeruddin considered in [6] the following laws:

xy · z = zy · x (6)

x · yz = z · yx. (7)

Groupoids satisfying (6) are called left almost semigroups (LA-semigroups),
groupoids satisfying (7) are called right almost semigroups (RA-semigroups).

All these identities are strongly connected with para-associative rings.
Namely, a non-associative ring R is para-associative of type (i, j, k) (cf. [2]
or [4]) or an(i, j, k)-associative ring, if x1x2 · x3 = xi · xjxk is valid for all
x1, x2, x3 ∈ R, where (i, j, k) is a �xed permutation of the set {1, 2, 3}.

As usual, the map La : Q → Q, Lax = ax for all x ∈ Q, is a left

translation, the map Ra : Q → Q, Rax = xa, is a right translation.
A groupoid (Q, ·) is a left cancellation groupoid, if ax = ay implies x = y

for all a, x, y ∈ Q, i.e., if La is an injective map for every a ∈ Q. Similarly,
(Q, ·) is a right cancellation groupoid, if xa = ya implies x = y for all
a, x, y ∈ G, i.e., if Ra is an injective map for every a ∈ Q. A cancellation

groupoid is a groupoid which is both a left and right cancellation groupoid.
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By a left division groupoid (shortly: ld-groupoid) we mean a groupoid
in which all left translations Lx are surjective. A right division groupoid

(shortly: rd-groupoid) is a groupoid in which all right translations Rx are
surjective. If all Lx and all Rx are surjective, then we say that such groupoid
is a division groupoid.

Example 2.3. Let (Z,+, ·) be the ring of integers. Consider on Z two
operations: x ◦ y = x + 3y and x ∗ y = [x/2] + 3y. It is possible to check
that (Z, ◦) is a left cancellation groupoid, (Z, ∗) is a left cancellation right
division groupoid. 2

De�nition 2.4. A groupoid (Q, ◦) is called a right quasigroup (a left quasi-

group) if, for all a, b ∈ Q, there exists a unique solution x ∈ Q of the equation
x◦a = b (respectively: a◦x = b), i.e., if all right (left) translations of (Q, ◦)
are bijective maps of Q.

A groupoid which is a left and right quasigroup is called a quasigroup.
A quasigroup with the identity is called a loop.

T. Evans [3] proved that a quasigroup (Q, ·) can be considered as an
equationally de�ned algebra. Namely, he proved

Theorem 2.5. A groupoid (Q, ·) is a quasigroup if and only if (Q, ·, \, /)
is an algebra with three binary operations ·, \ and / satisfying the following

four identities:

x · (x\y) = y, (8)

(y/x) · x = y, (9)

x\(x · y) = y, (10)

(y · x)/x = y. (11)

Another characterization of quasigroups was given by G. Birkho� in [1].

Theorem 2.6. A groupoid (Q, ·) is a quasigroup if and only if (Q, ·, \, /)
is an algebra with three binary operations ·, \ and / satisfying the identities

(8)− (11) and

(x/y)\x = y, (12)

y/(x\y) = x. (13)

In the case of groupoids connections between these three operations are
described in [8] and [9]. Namely, the following theorem is true.
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Theorem 2.7. Let (Q, ·) be an arbitrary groupoid. Then

1. (Q, ·) is a left division groupoid if and only if there exists a left can-

cellation groupoid (Q, \) such that an algebra (Q, ·, \) satis�es (8),

2. (Q, ·) is a right division groupoid if and only if there exists a right

cancellation groupoid (Q, /) such that an algebra (Q, ·, /) satis�es (9),

3. (Q, ·) is a left cancellation groupoid if and only if there exists a left

division groupoid (Q, \) such that an algebra (Q, ·, \) satis�es (10),

4. (Q, ·) is a right cancellation groupoid if and only if there exists a right

division groupoid (Q, /) such that an algebra (Q, ·, /) satis�es (11).

3. Cyclic associative law

In this section we study various groupoids satisfying the cyclic associative
law (4).

Theorem 3.1. A right division groupoid (Q, ·, /) satisfying (4) is an asso-

ciative and commutative division groupoid.

Proof. By Theorem 2.7 such groupoid satis�es (9). Hence

yz · (x/y)
(4)
= z · (x/y)y

(9)
= zx.

Using just proved identity, we obtain

xy · z (4)
= y · zx = y · (yz · (x/y))

(4)
= (x/y)y · yz

(9)
= x · yz,

which proves the associativity. Moreover, for all x, y ∈ Q we have

xy
(9)
= x · (y/z)z

(4)
= zx · (y/z)

(1)
= z · x(y/z)

(4)
= (y/z)z · x (9)

= yx.

So, (Q, ·) is associative and commutative division groupoid.

Corollary 3.2. A right cancellation rd-groupoid (Q, ·, /) satisfying (4) is a

commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. By the previous theorem such groupoid is a commutative division
groupoid. Since it also is a cancellation groupoid, it is a commutative group.
Obviously it satis�es (2)− (4).
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Theorem 3.3. A left cancellation rd-groupoid (Q, ·, \, /) satisfying (4) is a

commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. By Theorem 2.7 such groupoid satis�es (9) and (10). Hence

xy
(9)
= (x/x)x · y (4)

= x · y(x/x).

from this we obtain x\(xy) = y(x/x), which, in view of (9), gives

y = y(x/x). (14)

So, for all x, y ∈ Q, we have

y\y = x/x (15)

Thus

y
(9)
= (y/y)y

(15)
= (x\x)y

(15)
= (x/x)y.

This, together with (14), shows that e = x/x = x\x is the identity of (Q, ·).
Since

xy = xy · e (4)
= y · ex = yx.

(Q, ·) is a commutative loop. Hence xy · z = yx · z = x · zy = x · yz, which
means that it is a commutative group. Obviously it satis�es (2)− (4).

Theorem 3.4. A left division groupoid (Q, ·, \) satisfying (4) is a commu-

tative division groupoid.

Proof. By Theorem 2.7, such groupoid satis�es (8). Hence

zx
(8)
= y(y\z) · x (4)

= (y\z) · xy.

Using just proved identity, we obtain

x · yz
(4)
= zx · y = ((y\z) · xy) · y (4)

= xy · y(y\z)
(8)
= xy · z,

which proves the associativity. Moreover, for all x, y ∈ Q we have

xy
(8)
= z(z\x) · y (4)

= (z\x) · yz
(1)
= (z\x)y · z (4)

= y · z(z\x)
(8)
= yx.

So, (Q, ·) is associative and commutative division groupoid.
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Corollary 3.5. A left cancellation ld-groupoid (Q, ·, \) satisfying (4) is a

commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. By the previous theorem such groupoid is a commutative division
groupoid. Since it also is a cancellation groupoid, it is a commutative group.
Obviously it satis�es the identities (2)− (4).

Theorem 3.6. A right cancellation ld-groupoid (Q, ·, \, /) satisfying (4) is a
commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. The proof is very similar to the proof of Theorem 3.3.

4. Groupods in which x·zy = xy·z
Lemma 4.1. A left division groupoid (Q, ·, \) satisfying (5) is commutative

and associative.

Proof. By Theorem 2.7 such groupoid satis�es (8). Hence

xy
(8)
= y(y\x) · y (5)

= y · y(y\x)
(8)
= yx

for all x, y ∈ Q. The associativity is obvious.

Theorem 4.2. A left cancellation ld-groupoid (Q, ·, \) satisfying (5) is a

commutative group with the identity e = x\x and satis�es (2)− (4).

Proof. Indeed, xy
(8)
= x(x\x) ·y (5)

= x ·y(x\x), which implies y = y(x\x).

Corollary 4.3. In a right cancellation ld-groupoid (Q, ·, \, /) satisfying (5)
we have x\y = y/x for all x, y ∈ Q.

Proof. By Lemma 4.1 such groupoid is commutative. Hence y = xz = zx
implies x\y = y/x.

Theorem 4.4. A right cancellation ld-groupoid (Q, ·, \, /) satisfying (5) is a
commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. By Lemma 4.1 such groupoid is associative and commutative. Hence
it also is left cancellative. Theorem 4.2 completes the proof.
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Lemma 4.5. A left cancellation groupoid (Q, ·, \) satisfying (5) is associa-

tive and commutative.

Proof. In fact, using (5), we obtain

u(xy · z) = uz · xy = (uz · y)x = (u · yz)x = u(x · yz).

This, by the left cancellativity, implies the associativity. Therefore,

x · yz = xy · z (5)
= x · zy,

which shows that (Q, ·) is also commutative.

Theorem 4.6. A left cancellation rd-groupoid (Q, ·, \) satisfying (5) is a

commutative group with respect to the operation · and satis�es the identities

(2)− (4).

Proof. By Lemma 4.5 such groupoid is commutative. Hence it is a left
division groupoid, too. Theorem 4.2 completes the proof.

Theorem 4.7. A right division groupoid (Q, ·, /) satisfying (5) is associa-

tive and satis�es the identity x(y/y) = x.

Proof. By Theorem 2.7 it satis�es (9). Hence

y
(9)
= (x/y)y

(9)
= (x/y) · (y/y)y

(5)
= (x/y)y · (y/y)

(9)
= x(y/y).

Let e = y/y. Then xe = x for every x ∈ Q and

xy · z = (xy · z)e
(5)
= xy · ez (5)

= x(ez · y)
(5)
= x(e · yz)

(5)
= (x · yz)e = x · yz,

which completes the proof.

Note that a right cancellation rd-groupoid satisfying (5) may not be
a group. A non-empty set Q with the multiplication de�ned by xy = x
is a simple example of a non-commutative right cancellation rd-groupoid
without two-sided identity.

Acknowledgment: The author thanks to V. A. Shcherbacov for their use-
ful comments and suggestions.
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Hemirings characterized by the properties

of their fuzzy ideals with thresholds

Muhammad Shabir and Tahir Mahmood

Abstract. We de�ne fuzzy h-subhemiring, fuzzy h-ideals and fuzzy generalized h-bi-
ideals with thresholds, and characterize h-hemiregular and h-intra-hemiregular hemirings
by the properties of their fuzzy h-ideals, fuzzy h-bi-ideals and fuzzy h-quasi-ideals with
thresholds.

1. Introduction

Semirings are algebraic structures with two binary operations, introduced
by Vandiver [23]. In more recent times semirings have been deeply studied,
especially in relation with applications [10]. Semirings have also been used
for studying optimization, graph theory, theory of discrete event, dynami-
cal systems, matrices, determinants, generalized fuzzy computation, theory
of automata, formal language theory, coding theory, analysis of computer
programmes [9, 24]. Hemirings, which are semirings with commutative ad-
dition and zero element, appears in a natural manner, in some applications
to the theory of automata, the theory of formal languages and in computer
sciences [10, 19]

Ideals of hemirings and semirings play a central role in the structure
theory and are useful for many purposes. However, in general, they do not
coincide with the usual ring ideals. Many results in rings apparantly have no
analogues in hemirings using only ideals. In [11] Henriksen de�ned a more
restricted class of ideals in semirings, called k-ideals, with the property that
if the semiring R is the ring, then a complex in R is a k-ideal if and only
if it is a ring ideal. Another more restricted, but very important, class of
ideals in hemirings, called now h-ideals, has been given and investigated by

2010 Mathematics Subject Classi�cation: 16Y99, 16D25, 08A72
Keywords: hemiring, fuzzy h-ideal, h-hemiregular.
The �rst author is thankful to Quaid-i-Azam University for providing University
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Izuka [12] and La Torre [16].

The theory of fuzzy sets was �rst developed by Zadeh [26] in 1965, and
has been applied to many branches in Mathematics. The fuzzi�cation of
algebraic structures was initiated by Rosenfeld [22] and he introduced the
notion of fuzzy subgroups. In [3] J. Ahsan initiated the study of fuzzy
semirings(See also [2]), fuzzy k-ideals in semirings are studied in [8], and
fuzzy h-ideals are studied in [13, 17, 27]. The fuzzy algebraic structures
play an important role in mathematics with wide applications in many other
branches such as theoretical physics, computer sciences, control engineering,
information sciences, coding theory and topological spaces [1, 10, 24].

The notions of "belongingness" and "quasicoincidence" of fuzzy points
and fuzzy sets proposed and discussed in [20, 21]. Many authors used these
concepts to generalize some concepts of algebra, for example [4, 5, 6, 14].
In [7, 18] (α, β)-fuzzy ideals of hemirings are de�ned.

In this paper we de�ne fuzzy h-subhemiring, fuzzy h-ideal and fuzzy
generalized h-bi-ideals with thresholds, and characterize h-hemiregular and
h-intra-hemiregular hemiring by the properties of their fuzzy h-ideals, fuzzy
h-bi-ideals, fuzzy generalized h-bi-ideals, fuzzy h-quasi-ideals with thresh-
olds.

2. Preliminaries

A semiring is a set R 6= ∅ together with two binary operations addition and
multiplication such that (R,+) and (R, ·) are semigroups and both algebraic
structures are connected by the distributive laws:

a (b + c) = ab + ac and (a + b) c = ac + bc

for all a, b, c ∈ R.
An element 0 ∈ R is called a zero of the semiring (R,+, ·) if 0x = x0 = 0

and 0 + x = x + 0 = x for all x ∈ R. An additively commutative semiring
with zero is called a hemiring. An element 1 of a hemiring R is called the
identity of R if 1x = x1 = x for all x ∈ R. A hemiring with commutative
multiplication is called a commutative hemiring. A non-empty subset A of
a hemiring R is called a subhemiring of R if it contains zero and is closed
with respect to the addition and multiplication of R. A non-empty subset I
of a hemiring R is called a left (right) ideal of R if I is closed under addition
and RI ⊆ I (IR ⊆ I). A non-empty subset I of a hemiring R is called an
ideal of R if it is both a left ideal and a right ideal of R. A non-empty subset
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Q of a hemiring R is called a quasi-ideal of R if Q is closed under addition
and RQ∩QR ⊆ Q. A subhemiring B of a hemiring R is called a bi-ideal of
R if BSB ⊆ B. Every one sided ideal of a hemiring R is a quasi-ideal and
every quasi-ideal is a bi-ideal but the converse is not true.

A left (right) ideal I of a hemiring R is called a left (right) h-ideal if for
all x, z ∈ R and for any a, b ∈ I from x + a + z = b + z it follows x ∈ I. A
bi-ideal B of a hemiring R is called an h-bi-ideal of R if for all x, z ∈ R and
a, b ∈ B from x + a + z = b + z it follows x ∈ B [25].

The h-closure A of a non-empty subset A of a hemiring R is de�ned as

A = {x ∈ R | x + a + z = b + z for some a, b ∈ A, z ∈ R} .

A quasi-ideal Q of a hemiring R is called an h-quasi-ideal of R if RQ ∩
QR ⊆ Q and x + a + z = b + z implies x ∈ Q, for all x, z ∈ R and a, b ∈ Q
[25]. Every left (right) h-ideal of a hemiring R is an h-quasi-ideal of R and
every h-quasi-ideal is an h-bi-ideal of R. However, the converse is not true
in general.

A fuzzy subset f of a universe X is a function from X into the unit
closed interval [0, 1], that is f : X → [0, 1]. A fuzzy subset f in a universe
X of the form

f (y) =
{

t ∈ (0, 1] if y = x
0 if y 6= x

is said to be a fuzzy point with support x and value t and is denoted by
xt. For a fuzzy point xt and a fuzzy set f in a set X, Pu and Liu [21] gave
meaning to the symbol xtαf , where α ∈ {∈, q,∈ ∨q,∈ ∧q}. A fuzzy point xt

is said to belong to (resp. quasi-coincident with) a fuzzy set f written xt ∈ f
(resp. xtqf) if f (x) > t (resp. f (x) + t > 1), and in this case, xt ∈ ∨qf
( resp. xt ∈ ∧qf) means that xt ∈ f or xtqf (resp. xt ∈ f and xtqf). To
say that xtαf means that xtαf does not hold. Let f be a fuzzy subset of
R and t ∈ (0, 1] then the set U(f ; t) = {x ∈ R : f(x) > t} is called the level

subset of R. For any two fuzzy subsets f and g of X, f 6 g means that,
for all x ∈ X, f(x) 6 g(x). The symbols f ∧ g, and f ∨ g will mean the
following fuzzy subsets of X

(f ∧ g)(x) = min{f(x), g(x)}, (f ∨ g)(x) = max{f(x), g(x)}

for all x ∈ X. More generally, if {fi : i ∈ Λ} is a family of fuzzy subsets of
X, then ∧i∈Λfi and ∨i∈Λfi are de�ned by

(
∧
i∈Λ

fi)(x) = min
i∈Λ

{fi(x)}, (
∨
i∈Λ

fi)(x) = max
i∈Λ

{fi(x)}
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and are called the intersection and the union of the family {fi : i ∈ Λ} of
fuzzy subsets of X, respectively.

De�nition 2.1. Let f and g be two fuzzy subsets in a hemiring R. The
h-intrinsic product of f and g is de�ned by

(f � g) (x) = sup
{ m∧

i=1

(
f(ai) ∧ g(bi)

)
∧

n∧
j=1

(
f(a′j) ∧ g(b′j)

)}
if x ∈ R can be expressed as x+Σm

i=1aibi+z = Σn
j=1a

′
jb

′
j+z, and 0 otherwise.

Proposition 2.2. [25] Let R be a hemiring and f, g, h, k be any fuzzy

subsets of R. If f 6 g and h 6 k, then f � h 6 g � k. 2

Lemma 2.3. [25] Let R be a hemiring and A,B ⊆ R. Then we have

(i) A ⊆ B ⇔ χA 6 χB,

(ii) χA ∧ χB = χA∩B,

(iii) χA � χB = χAB. 2

De�nition 2.4. A fuzzy subset f in a hemiring R is called a fuzzy h-sub-

hemiring of R if for all x, y, z, a, b ∈ R we have

(i) f (x + y) > min {f (x) , f (y)},
(ii) f (xy) > min {f (x) , f (y)},
(iii) x + a + z = b + z ⇒ f (x) > min {f (a) , f (b)}.

De�nition 2.5. A fuzzy subset f in a hemiring R is called a fuzzy left

(right) h-ideal of R if for all x, y, z, a, b ∈ R we have

(i) f (x + y) > min {f (x) , f (y)},
(ii) f (xy) > f (y) (f (xy) > f (x)),
(iii) x + a + z = b + z ⇒ f (x) > min {f (a) , f (b)}.

A fuzzy subset f of R is called a fuzzy h-ideal of R if it is both a fuzzy
left and a fuzzy right h-ideal of R.

De�nition 2.6. [25] A fuzzy subset f in a hemiring R is called a fuzzy

h-bi-ideal of R if for all x, y, z, a, b ∈ R we have

(i) f (x + y) > min {f (x) , f (y)},
(ii) f (xy) > min {f (x) , f (y)},
(iii) f (xyz) > min{f (x) , f (z)},
(iv) x + a + z = b + z ⇒ f (x) > min {f (a) , f (b)}.
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De�nition 2.7. [25] A fuzzy subset f in a hemiring R is called a fuzzy

h-quasi-ideal of R if for all x, y, z, a, b ∈ R we have
(i) f (x + y) > min {f (x) , f (y)},
(ii) (f �R) ∧ (R� f) 6 f ,
(iii) x + a + z = b + z ⇒ f (x) > min {f (a) , f (b)},

where R is the fuzzy subset of R mapping every element of R on 1.

Note that if f is a fuzzy left h-ideal (right h-ideal, h-bi-ideal, h-quasi-
ideal), then f (0) > f (x) for all x ∈ R.

De�nition 2.8. [25] A hemiring R is said to be h-hemiregular if for each
x ∈ R, there exist a, b, z ∈ R such that x + xax + z = xbx + z.

Lemma 2.9. [25] A hemiring R is h-hemiregular if and only if for any

right h-ideal I and any left h-ideal L of R we have IL = I ∩ L. 2

De�nition 2.10. [25] A hemiring R is said to be h-intra-hemiregular if for
each x ∈ R, there exist ai, a

′
i, bj , b

′
j , z ∈ R such that x +

∑m
i=1 aix

2a′i + z =∑n
j=i bjx

2b′j + z.

Lemma 2.11. [25] A hemiring R is h-intra-hemiregular if and only if for

any right h-ideal I and any left h-ideal L of R we have I ∩ L ⊆ LI. 2

Lemma 2.12. [25] The following conditions are equivalent.

(i) R is both h-hemiregular and h-intra-hemiregular hemiring,

(ii) B = B2 for every h-bi-ideal B of R,

(iii) Q = Q2 for every h-quasi-ideal Q of R. 2

3. Fuzzy ideals with thresholds (α, β)

In this section we will discuss fuzzy h-subhemiring, fuzzy h-ideals, fuzzy h-
bi-ideals, fuzzy generalized h-bi-ideals and fuzzy h-quasi-ideals with thresh-
olds (α, β) of a hemiring R.

De�nition 3.1. Let α, β ∈ (0, 1] and α < β. Then a fuzzy subset f of a
hemiring R is called a fuzzy h-subhemiring with thresholds (α, β) of R if it
satis�es

(1) max{f(x + y), α} > min{f(x), f(y), β},
(2) max{f(xy), α} > min{f(x), f(y), β},
(3) x + a + z = b + z ⇒ max{f(x), α} > min{f(a), f(b), β}

for all x, y, z, a, b ∈ R.
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De�nition 3.2. Let α, β ∈ (0, 1] and α < β. Then a fuzzy subset f of a
hemiring R is called a fuzzy left (resp. right) h-ideal with thresholds (α, β)
of R if it satis�es (1), (3) and

(4) max{f(xy), α} > min{f(y), β}
(resp. max{f(xy), α} > min{f(x), β})

for all x, y ∈ R.

A fuzzy subset f of a hemiring R is called a fuzzy h-ideal with thresholds

(α, β) of R if it is both fuzzy left and fuzzy right h-ideal with thresholds
(α, β) of R.

De�nition 3.3. [18] Let α, β ∈ (0, 1] and α < β. Then a fuzzy subset f
of a hemiring R is called a fuzzy h-bi-ideal with thresholds (α, β) of R if it
satis�es (1), (2), (3) and

(5) max{f(xzy), α} > min{f(x), f(y), β}
for all x, y, z,∈ R.

De�nition 3.4. Let α, β ∈ (0, 1] and α < β. Then a fuzzy subset f of a
hemiring R is called a fuzzy generalized h-bi-ideal with thresholds (α, β) of
R if it satis�es (3) and (5).

De�nition 3.5. [18] Let α, β ∈ (0, 1] and α < β. Then a fuzzy subset f of
a hemiring R is called fuzzy h-quasi-ideal with thresholds (α, β) of R if it
satis�es (1), (3) and

(6) max{f (x) , α} > min{(f �R) (x) , (R� f) (x) , β}
for all x ∈ R, where R is the fuzzy subset of R mapping every element of
R into 1.

As a simple consequence of the Transfer Principle for fuzzy sets proved
in [15] we obtain

Theorem 3.6. A fuzzy subset f of a hemiring R is a fuzzy h-subhemiring

with thresholds (α, β) of R if and only if U(f ; t) 6= ∅ is h-subhemiring of R
for all t ∈ (α, β). 2

Theorem 3.7. A fuzzy subset f of a hemiring R is a fuzzy left h-ideal

(right h-ideal, h-ideal, generalized h-bi-ideal, h-bi-ideal, h-quasi-ideal) with

thresholds (α, β) of R if and only if U(f ; t) 6= ∅ is a left h-ideal (right h-

ideal, h-ideal, generalized h-bi-ideal, h-bi-ideal, h-quasi-ideal) of R for all

t ∈ (α, β). 2
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Theorem 3.8. A non-empty subset A of a hemiring R is h-ideal (h-bi-ideal,
generalized h-bi-ideal, h-quasi-ideal) of R if and only if the characteristic

function χA is fuzzy h-ideal (h-bi-ideal, generalized h-bi-ideal, h-quasi-ideal)
of R with thresholds (α, β) of R for all α, β ∈ (0, 1] and α < β. 2

Theorem 3.9. Let f be a fuzzy h-bi-ideal with thresholds (α, β) of R , then

f ∧ β is fuzzy h-bi-ideal with thresholds (α, β) of R.

Proof. Let a, b, x, y, z ∈ R. Then (f ∧ β) (x) = f(x) ∧ β for all x ∈ R and

max{(f ∧ β) (x + y), α} = max{f(x + y) ∧ β, α}
= min{max{f(x + y), α}, β} > min{f(x), f(y), β}
= min{(f ∧ β)(x), (f ∧ β)(y), β}.

Similarly we can show that

max{(f ∧ β) (xy), α} > min{(f ∧ β) (x), (f ∧ β) (y), β} and

max{(f ∧ β) (xzy), α} > min{(f ∧ β) (x), (f ∧ β) (y), β}.
Now let x + a + z = b + z, then

max{(f ∧ β) (x), α} = max{f(x) ∧ β, α} = min{max(f(x), α), β}
> min{f(a), f(b), β} = min{(f∧β)(a), (f∧β)(b), β}

This shows that f ∧ β is a fuzzy h-bi-ideal with thresholds (α, β) of R.

Similarly we can show:

Theorem 3.10. Let f be a fuzzy h-bi-ideal (h-subhemiring, generalized h-

bi-ideal, h-ideal, h-quasi-ideal) with thresholds (α, β) of R, then f ∧ β is a

fuzzy h-bi-ideal (h-subhemiring, generalized h-bi-ideal, h-ideal, h-quasi-ideal)
with thresholds (α, β) of R. 2

De�nition 3.11. Let f, g be fuzzy subsets of a hemiring R. Then for all
∈ R we de�ne

(f ∧β
α g)(x) = {(f ∧ g)(x) ∧ β} ∨ α,

(f ∨β
α g)(x) = {(f ∨ g)(x) ∧ β} ∨ α,

(f �β
α g)(x) = {(f � g)(x) ∧ β} ∨ α,

(f +β
α g)(x) = (sup {f(a1) ∧ f(a2) ∧ g(b1) ∧ g(b2)} ∧ β) ∨ α

for all possible expressions of x in the form x+(a1 + b1)+ z = (a2 + b2)+ z.

Lemma 3.12. Let A,B be subsets of R, then

(χA +β
α χB)(x) = (χA+B(x) ∧ β) ∨ α.
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Proof. Let A,B be subsets of a hemiring R and x ∈ R. If x ∈ A + B then
there exist a1, a2 ∈ A and b1, b2 ∈ B such that x+(a1+b1)+z = (a2+b2)+z
for some z ∈ R. Thus

(χA +β
α χB)(x) = (sup {χA(a′1) ∧ χA(a′2) ∧ χB(b′1) ∧ χB(b′2)} ∧ β) ∨ α

= (1 ∧ β) ∨ α = (χA+B(x) ∧ β) ∨ α.

If x /∈ A + B then there do not exist a1, a2 ∈ A and b1, b2 ∈ B such that
x + (a1 + b1) + z = (a2 + b2) + z for some z ∈ R. Thus (χA +β

α χB)(x) =
(0∧β)∨α=(χA+B(x)∧β)∨α. Hence (χA+β

αχB)(x) = (χA+B(x)∧β)∨α.

Lemma 3.13. A fuzzy subset f of a hemiring R satis�es (1) and (3) if and

only if it satis�es

(7) f +β
α f 6 (f ∧ β) ∨ α.

Proof. Let f satis�es (1), (3) and x + (a1 + b1) + z = (a2 + b2) + z for some
a1, a2,b1, b2, z ∈ R. Then

(f +β
α f)(x) = (sup {f(a1) ∧ f(a2) ∧ f(b1) ∧ f(b2)} ∧ β) ∨ α

= (sup {(f(a1) ∧ f(b1) ∧ β) ∧ (f(a2) ∧ f(b2) ∧ β)} ∧ β) ∨ α

6 (sup {(f(a1 + b1) ∨ α) ∧ (f(a2 + b2) ∨ α)} ∧ β) ∨ α

= (sup {{f(a1 + b1) ∧ f(a2 + b2)} ∨ α} ∧ β) ∨ α

= (sup {f(a1 + b1) ∧ f(a2 + b2) ∧ β} ∨ α) ∨ α

= (sup {f(a1 + b1) ∧ f(a2 + b2) ∧ β} ∧ β) ∨ α

6 ((f(x) ∨ α) ∧ β) ∨ α

= (f(x) ∧ β) ∨ α.

Thus f +β
α f 6 (f ∧ β) ∨ α.

Conversely, assume that (f +β
α f)(x) 6 (f ∧ β)(x) ∨ α. Then for each

x, z ∈ R we have 0 + x + x + z = x + x + z. Hence

f(0) ∨ α > (f ∧ β)(0) ∨ α > (f +β
α f)(0)

= (sup {f(a1) ∧ f(a2) ∧ f(b1) ∧ f(b2)} ∧ β) ∨ α

> sup {f(a1) ∧ f(a2) ∧ f(b1) ∧ f(b2)} ∧ β > f(x) ∧ β.

This means that for all x ∈ R we have

f(0) ∨ α > f(x) ∧ β. (∗)

Let x, y ∈ R. Then for all a1, a2,b1, b2, z ∈ R such that (x + y) + (a1 +
b1) + z = (a2 + b2) + z, we have

max{f(x + y), α} > max{(f ∧ β)(x + y), α} > (f +β
α f)(x + y)

= (sup {f(a1) ∧ f(a2) ∧ f(b1) ∧ f(b2)} ∧ β) ∨ α

> ({f(0) ∧ f(x) ∧ f(0) ∧ f(y)} ∧ β) ∨ α,

because (x + y) + (0 + 0) + 0 = (x + y) + 0.
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From the above using(∗) we get max{f(x+y), α} > min {f(x), f(y), β},
which proves (1).

Now let a, b, x, z ∈ R be such that x+a+z = b+z. Then for all possible
a1, a2,b1, b2, z ∈ R satisfying the identity x + (a1 + b1) + z = (a2 + b2) + z
we have

max{f(x), α} > max{(f ∧ β)(x), α} > (f +β
α f)(x)

= (sup {f(a1) ∧ f(a2) ∧ f(b1) ∧ f(b2)} ∧ β) ∨ α

> f(a) ∧ f(b) ∧ β because x + a + z = b + z

= min {f(a), f(b), β}.
Thus f satis�es (3).

Theorem 3.14. A fuzzy subset f of a hemiring R is a fuzzy left (resp.
right) h-ideal with thresholds (α, β) of R if and only if it satis�es (7) and

(8) R�β
α f 6 (f ∧ β) ∨ α (resp. f �β

α R 6 (f ∧ β) ∨ α).

Proof. Suppose f is a fuzzy left h-ideal with thresholds (α, β) of a hemiring
R, then by Lemma 3.13, f satis�es (7). Now we show that f satis�es (8).
Let x ∈ R. If (R�β

α f) (x) = 0, then R�β
α f 6 (f ∧β)∨α. Otherwise, there

exist elements ai, bi, cj , dj , z ∈ R such that x+
∑m

i=1 aibi+z =
∑n

j=1 cjdj+z.
Thus

(R�β
αf)(x) =

(
sup

{ m∧
i=1

(
R (ai)∧ f (bi)

)
∧

n∧
j=1

(
R(a′j)∧ f(b′j)

)}
∧ β

)
∨α

=
(

sup
{ m∧

i=1
f(bi) ∧

n∧
j=1

f(b′j)
}
∧ β

)
∨ α

=
(

sup
{( m∧

i=1
f(bi) ∧ β

)
∧

( n∧
j=1

f(b′j) ∧ β
)}

∧ β
)
∨ α

6
(

sup
{ m∧

i=1

(
f(aibi) ∨ α

)
∧

n∧
j=1

(
f(a′jb

′
j) ∨ α

)}
∧ β

)
∨ α

=
(

sup
{( m∧

i=1
f(aibi) ∧ β

)
∧

( n∧
j=1

f(a′jb
′
j) ∧ β

)}
∧ β

)
∨ α

6
(

sup
{(

f (
∑m

i=1 aibi)∨ α
)
∧

(
f(

∑n
j=1 a′jb

′
j)∨ α

)}
∧ β

)
∨ α

6 (f(x) ∧ β) ∨ α.

This implies that R�β
α f 6 (f ∧ β) ∨ α.

Conversely, assume that f satis�es (7) and (8). Then, by Lemma 3.13,
it satis�es (1) and (3). To show that f satis�es (4) let x, y ∈ R and
ai, bi, cj , dj , z ∈ R be such that xy +

∑m
i=1 aibi + z =

∑n
j=1 cjdj + z. Then

we have

f(xy) ∨ α > (f(xy) ∧ β) ∨ α > (R�β
α f)(xy)
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=
(

sup
{ m∧

i=1

(
R(ai) ∧ f(bi)

)
∧

n∧
j=1

(
R(cj) ∧ f(dj)

)}
∧ β

)
∨ α

=
(

sup
{ m∧

i=1
f(bi) ∧

n∧
j=1

f(dj)
}
∧ β

)
∨ α

> (f(y) ∧ β) ∨ α > f(y) ∧ β

because xy + 0y + z = xy + z.

This shows that f satis�es (4). So f is a fuzzy left h-ideal with thresholds
(α, β) of R.

For fuzzy right h-ideals the proof is similar.

Theorem 3.15. A fuzzy subset f of a hemiring R is a fuzzy h-quasi-ideal

with thresholds (α, β) of R if and only if f satis�es (6) and (7).

Proof. Proof is straightforward because by Lemma 3.13, (1) and (3) are
equivalent to (7).

Theorem 3.16. Every fuzzy left h-ideal with thresholds (α, β) of a hemiring

R is a fuzzy h-quasi-ideal with thresholds (α, β) of R.

Proof. Proof is straightforward because (8) implies (6).

Theorem 3.17. Every fuzzy h-quasi-ideal with thresholds (α, β) of R is a

fuzzy h-bi-ideal with thresholds (α, β) of R. 2

Lemma 3.18. If f and g are fuzzy right and left h-ideals with thresholds

(α, β) of R respectively, then f �β
α g 6 f ∧β

α g.

Proof. Let x ∈ R. If (f�β
αg) (x) = α, then f�β

αg 6 f∧β
αg. Otherwise, there

exist elements ai, bi, cj , dj , z ∈ R such that x+
∑m

i=1 aibi+z =
∑n

j=1 cjdj+z.
Then for all such expressions we have

(f �β
α g) (x) =

(
sup

{ m∧
i=1

(
f(ai) ∧ g(bi)

)
∧

n∧
j=1

(
f(a′j) ∧ g(b′j)

)}
∧ β

)
∨ α

=

sup


m∧

i=1

{(
f (ai) ∧ β

)
∧

(
g (bi) ∧ β

)}
∧

n∧
j=1

{(
f(a′j) ∧ β

)
∧

(
g(b′j) ∧ β

)}
 ∧ β

 ∨ α

6

sup


m∧

i=1

{(
f (aibi) ∨ α

)
∧

(
g (aibi) ∨ α

)}
∧

n∧
j=1

{(
f(a′jb

′
j) ∨ α

)
∧

(
g(a′jb

′
j) ∨ α

)}
 ∧ β

∨α



Hemirings characterized by fuzzy ideals 205

=

sup


m∧

i=1

{(
f (aibi) ∧ β

)
∧

(
g (aibi) ∧ β

)}
∧

n∧
j=1

{(
f(a′jb

′
j) ∧ β

)
∧

(
g(a′jb

′
j) ∧ β

)}
 ∧ β

 ∨ α

6

(
sup

{
max

{
f(

∑m
i=1 aibi), g(

∑m
i=1 aibi),

f(
∑n

j=1 a′jb
′
j), g(

∑n
j=1 a′jb

′
j), α

}}
∧ β

)
∨ α

6 (f ∧β
α g)(x),

because min{f(x), f(y), β} 6 {f(x + y, α)}.

4. h-hemiregular hemirings

In this section we characterize h-hemiregular hemirings by the properties of
their h-ideals, h-quasi-ideals and h-bi-ideals with thresholds (α, β).

Theorem 4.1. For a hemiring R the following conditions are equivalent:

(i) R is h-hemiregular,

(ii) f ∧β
α g = f �β

α g for every fuzzy right and left h-ideals f and g with

thresholds (α, β) of R, respectively.

Proof. (i) ⇒ (ii) Let x ∈ R, then there exists a, a′, z ∈ R such that
x + xax + z = xa′x + z. Now for all x, ai, bi, cj , dj , z ∈ R such that x +∑m

i=1 aibi + z =
∑n

j=1 cjdj + z, we have

(f �β
α g) (x) =

(
sup

{ m∧
i=1

(
f (ai) ∧ g (bi)

)
∧

n∧
j=1

(
f(a′j) ∧ g(b′j)

)}
∧ β

)
∨ α

> (f(xa) ∧ f(xa′) ∧ g(x) ∧ β)∨α > (f(x) ∧ g(x) ∧ β)∨α = (f ∧β
α g)(x)

because x + xax + z = xa′x + z.

Thus (f �β
α g) (x) > (f ∧β

α g)(x). But by Lemma 3.18, (f �β
α g) (x) 6

(f ∧β
α g)(x), hence f ∧β

α g = f �β
α g.

(ii) ⇒ (i) Let A and B be right and left h-ideals of R,respectively. Then
by Theorem 3.8, χA is fuzzy right and χB is fuzzy left h-ideal with thresholds
(α, β) of R. By hypothesis χA �β

α χB = χA ∧β
α χB implies (χAB ∧ β) ∨ α =

(χA∩B ∧ β) ∨ α. Hence A ∩B = AB. So, R is h-hemiregular.

Lemma 4.2. [25] Let R be a hemiring. Then the following conditions are

equivalent:

(i) R is h-hemiregular,

(ii) B = BRB for every h-bi-ideal B of R,

(iii) Q = QRQ for every h-quasi-ideal Q of R. 2
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Theorem 4.3. For a hemiring R, the following conditions are equivalent:

(i) R is h-hemiregular,

(ii) (f ∧ β) ∨ α 6 (f �β
α R�β

α f) for every fuzzy h-bi-ideal f with

thresholds (α, β) of R,

(iii) (f ∧ β) ∨ α 6 (f �β
α R�β

α f) for every fuzzy h-quasi-ideal f with

thresholds (α, β) of R.

Proof. (i) ⇒ (ii) Let x ∈ R, then there exists a, a′, z ∈ R such that
x + xax + z = xa′x + z. Now for all x, ai, bi, cj , dj , z ∈ R such that x +∑m

i=1 aibi + z =
∑n

j=1 cjdj + z, we have

(f �β
α R�β

α f) (x) =

=

sup


m∧

i=1

{
(f �β

α R) (ai) ∧ f (bi)
}
∧

n∧
j=1

{
(f �β

α R)(a′j) ∧ f(b′j)
}

 ∧ β

 ∨ α

>
({

(f �β
α R)(xa) ∧ (f �β

α R)(xa′) ∧ f(x)
}
∧ β

)
∨ α

=




m∧
i=1

((
sup

{ m∧
i=1

f(ai) ∧
n∧

j=1
f(a′j)

}
∧ β

)
∨ α

)
∧

n∧
j=1

((
sup

{ m∧
i=1

f(ai) ∧
n∧

j=1
f(a′j)

}
∧ β

)
∨ α

)
∧ f(x)

 ∧ β

∨α

>

({
{(min {f(xax), f(xa′x)} ∧ β) ∨ α}∧
{(min {f(xax), f(xa′x)} ∧ β) ∨ α}

}
∧ β

}
∨α > (f(x)∧β)∨α

since xa + xaxa + za = xa′xa + za and xa′ + xaxa′ + za′ = xa′xa′ + za′.
(ii) ⇒ (iii) This is straightforward.
(iii) ⇒ (i) Let Q be any h-quasi ideal of R, then by Theorem 3.8, χQ

is h-quasi-ideal with thresholds (α, β) o R.

Now by the given condition (χQ ∧β) ∨ α 6 (χQ �β
α R�β

α χQ) = χQRQ

implies Q ⊆ QRQ. Also QRQ ⊆ RQ∩QR = Q. ThusQ = QRQ. Therefore,
by Lemma 4.2, R is h-hemiregular.

Theorem 4.4. For a hemiring R, the following conditions are equivalent:

(i) R is h-hemiregular,

(ii) f ∧β
α g 6 f �β

α g�β
α f for every fuzzy h-bi-ideal f and fuzzy h-ideal

g with thresholds (α, β) of R,

(iii) f ∧β
α g 6 f �β

α g �β
α f for every fuzzy h-quasi-ideal f and fuzzy

h-ideal g with thresholds (α, β) of R.

Proof. (i) ⇒ (ii) Let f be any fuzzy h-bi-ideal and g any fuzzy h-ideal
with thresholds (α, β) of R. Since R is h-hemiregular, so for any a ∈ R
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there exist x1, x2, z ∈ R such that a + ax1a + z = ax2a + z. Now for all
a, ai, bi, cj , dj , z ∈ R such that a +

∑m
i=1 aibi + z =

∑n
j=1 cjdj + z, we have

(
f �β

α g �β
α f

)
(a) =

sup


m∧

i=1

(
(f �β

α g) (ai) ∧ f (bi)
)
∧

n∧
j=1

(
(f �β

α g)(a′j) ∧ f(b′j)
)

 ∧ β

 ∨ α

>
(
{(f �β

α g) (ax1) ∧ f (a) ∧ (f �β
α g)(ax2)} ∧ β

)
∨ α

because a + ax1a + z = ax2a + z

=






sup


m∧

i=1

(
f(ci) ∧ g(di)

)
∧

n∧
j=1

(
f(c′j) ∧ g(d′j)

)
∧ β

 ∨ α

 ∧ f(a)


sup


m∧

i=1

(
f(pi) ∧ g(qi)

)
∧

n∧
j=1

(
f(p′j) ∧ g(q′j)

)
∧ β

 ∨ α




∧ β


∨ α

for all possible expressions ax1 + Σm
i=1cidj + z = Σn

j=1c
′
jd

′
j + z

and ax2 + Σm
i=1pqi + z = Σn

j=1p
′
jq

′
j + z

> {f(a) ∧ g(x1ax1) ∧ g(x1ax2) ∧ g(x2ax1) ∧ g(x2ax2) ∧ β} ∨ α

> {f(a) ∧ g(a) ∧ β} ∨ α = (f ∧β
α g)(a)

because ax1 + ax1ax1 + zx1 = ax2ax1 + zx1 and ax2 + ax1ax2 + zx2 =
ax2ax2 + zx2.

(ii) ⇒ (iii) is straightforward.
(iii) ⇒ (i) Let f be fuzzy h-quasi-ideal and R be fuzzy h-ideal with

thresholds (α, β) of R. Then by hypothesis, f ∧β
α R 6 f �β

α R�β
α f implies

(f ∧ β)∨α 6 f �β
αR�β

α f . Then, by Theorem 4.3, R is h-hemiregular.

Theorem 4.5. For a hemiring R, the following conditions are equivalent:

(i) R is h-hemiregular,

(ii) f ∧β
α g 6 f �β

α g for every fuzzy h-bi-ideal f and fuzzy left h-ideal
g with thresholds (α, β) of R,

(iii) f∧β
αg 6 f�β

αg for every fuzzy h-quasi-ideal f and fuzzy left h-ideal
g with thresholds (α, β) of R,

(iv) f ∧β
α g 6 f �β

α g for every fuzzy right h-ideal f and fuzzy h-bi-ideal
g with thresholds (α, β) of R,

(v) f ∧β
α g 6 f �β

α g for every fuzzy right h-ideal f and fuzzy h-quasi-
ideal g with thresholds (α, β) of R,
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(vi) f ∧β
α g ∧β

α h 6 f �β
α g�β

α h for every fuzzy right h-ideal f, fuzzy h-

bi-ideal g and fuzzy left h-ideal h with thresholds (α, β) of R,

(vii) f ∧β
α g ∧β

α h 6 f �β
α g �β

α h for every fuzzy right h-ideal f, fuzzy

h-quasi-ideal g and fuzzy left h-ideal h with thresholds (α, β) of R.

Proof. (i) ⇒ (ii) Let f be any fuzzy h-bi-ideal and g any fuzzy left h-ideal
with thresholds (α, β) of R. Since R is h-hemiregular, so for any a ∈ R
there exist x1, x2, z ∈ R such that a + ax1a + z = ax2a + z. Now for all
a, ai, bi, cj , dj , z ∈ R such that a +

∑m
i=1 aibi + z =

∑n
j=1 cjdj + z, we have

(f �β
α g)(a) =

=
(

sup
{ m∧

i=1

(
f(ai) ∧ g(bi)

)
∧

n∧
j=1

(
f(a′j) ∧ g(b′j)

)}
∧ β

)
∨ α

> ({f (a) ∧ g (x1a) ∧ g (x2a)} ∧ β)∨α because a+ax1a+z = ax2a+z

> ({f (a) ∧ g (a)} ∧ β) ∨ α = (f ∧β
α g)(a).

So, f �β
α g > f ∧β

α g.

(ii) ⇒ (iii) is straightforward.

(iii) ⇒ (i) Let f be any fuzzy right h-ideal and g be any fuzzy left
h-ideal with thresholds (α, β) of R. Since every fuzzy right h-ideal with
thresholds (α, β) is fuzzy h-quasi-ideal with thresholds (α, β), so by (iii)
we have f �β

α g > f ∧β
α g. But by Lemma 3.18, f �β

α g 6 f ∧β
α g. Hence

f �β
α g = f ∧β

α g for every fuzzy right h-ideal f with thresholds (α, β) of
R, and for every fuzzy left h-ideal g with thresholds (α, β) of R. Thus by
Theorem 4.1, R is h-hemiregular.

Similarly we can show that (i) ⇔ (iv) ⇔ (v).
(i) ⇒ (vi) Let f be a fuzzy right h-ideal, g be a fuzzy h-bi-ideal and h

be a fuzzy left h-ideal with thresholds (α, β) of R. Since R is h-hemiregular,
so for any a ∈ R there exist x1, x2, z ∈ R such that a+ax1a+z = ax2a+z.
Now for all a, ai, bi, cj , dj , z ∈ R such that a+

∑m
i=1 aibi+z =

∑n
j=1 cjdj +z,

we have

(f �β
α g �β

α h)(a) =

=
(

sup
{ m∧

i=1

(
(f �β

α g)(ai) ∧ h(bi)
)
∧

n∧
j=1

(
(f �β

α g)(a′j) ∧ h(b′j)
)}

∧ β
)
∨ α

> ({(f �β
α g)(a) ∧ h(x1a) ∧ h(x2a)} ∧ β) ∨ α

>
({(

sup
{ m∧

i=1

(
f(ai)∧g(bi)

)
∧

n∧
j=1

(
f(a′j)∧g(b′j)

)}
∧β

)
∨α

}
∧h(x1a)∧h(x2a)∧β

)
∨α

> (f(ax1) ∧ f(ax2) ∧ g(a) ∧ h(x1a) ∧ h(x2a) ∧ β) ∨ α

> (f(a) ∧ g(a) ∧ h(a) ∧ β) ∨ α = (f ∧β
α g ∧β

α h)(a).
(vi) ⇒ (vii) is straightforward.
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(vii) ⇒ (i) Let f be a fuzzy right h-ideal, and h be a fuzzy left h-ideal
with thresholds (α, β) of R. Then

f ∧β
α h = f ∧β

α R∧β
α h 6 f �β

α R�β
α h 6 f �β

α h.

But f �β
α h 6 f ∧β

α h always. Hence f �β
α h = f ∧β

α h for every fuzzy
right h-ideal f and for every fuzzy left h-ideal h with thresholds (α, β) of
R. Thus by Theorem 4.1, R is h-hemiregular.

5. h-intra-hemiregular hemirings

In this section we characterize h-intra-hemiregular hemirings and hemirings
which are both h-hemiregular and h-intra-hemiregular in terms of their
fuzzy ideals with thresholds (α, β).

Theorem 5.1. A hemiring R is h-intra-hemiregular if and only if f ∧β
α g 6

f �β
α g for every fuzzy left h-ideal f and for every fuzzy right h-ideal g with

thresholds (α, β) of R.

Proof. Let R be an h-intra-hemiregular and f be a fuzzy left h-ideal and g a
fuzzy right h-ideal with thresholds (α, β) of R. As R is h-intra-hemiregular
so for every x ∈ R, there exist ai, a

′
i, bj , b

′
j , z ∈ R such that x+

∑m
i=1 aix

2a′i+
z =

∑n
j=1 bjx

2b′j + z. Then

(f �β
α g)(x) =

(
sup

{ m∧
i=1

f(ai) ∧
m∧

i=1
g(bi) ∧

n∧
j=1

f(a′j) ∧
n∧

j=1
g(b′j)

}
∧ β

)
∨ α

>
(
f(aix) ∧ f(bjx) ∧ g(xa′i) ∧ g(xb′j) ∧ β

)
∨ α,

because x +
∑m

i=1(aix)(xa′i) + z =
∑n

j=1(bjx)(xb′j) + z.
Conversely assume that A and B are left and right h-ideals of R, respecti-

vely. Then, by Theorem 3.8, the characteristic functions χAand χB are re-
spectively fuzzy left h-ideal and fuzzy right h-ideal with thresholds (α, β).
Then by hypothesis χA ∧β

α χB 6 χA �β
α χB implies (χA∩B ∧ β) ∨ α 6

(χAB ∧ β) ∨ α. Hence A ∩ B ⊆ AB. Thus, by Lemma 2.11, R is h-intra-
hemiregular.

Theorem 5.2. The following conditions are equivalent for a hemiring R:

(i) R is both h-hemiregular and h-intra-hemiregular,

(ii) (f ∧ β) ∨ α = f �β
α f for every fuzzy h-bi-ideal f with thresholds

(α, β) of R,

(iii) (f ∧β)∨α = f�β
α f for every fuzzy h-quasi-ideal f with thresholds

(α, β) of R.
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Proof. (i) ⇒ (ii) Let f be a fuzzy h-bi-ideal with thresholds (α, β) of R
and x ∈ R. Since R is both h-hemiregular and h-intra-hemiregular, there
exist elements a1, a2, pi, p

′
i, qj , q

′
j , z ∈ R such that

x+
∑n

j=1(xa2qjx)(xq′ja1x)+
∑n

j=1(xa1qjx)(xq′ja2x)+
∑m

i=1(xa1pix)(xp′ia1x)
+
∑m

i=1(xa2pix)(xp′ia2x)+z=
∑m

i=1(xa2pix)(xp′ia1x)+
∑m

i=1(xa1pix)(xp′ia2x)
+

∑n
j=1(xa1qjx)(xq′ja1x) +

∑n
j=1(xa2qjx)(xq′ja2x) + z

(cf. Lemma 5.6 in [25]).

f�β
αf(x)=

(
sup

{ m∧
i=1

(
f(ai) ∧ f(bi)

)
∧

n∧
j=1

(
f(a′j) ∧ f(b′j)

)}
∧ β

)
∨ α

>


n∧

j=1

(
f(xa2qjx) ∧ f(xq′ja1x) ∧ f(xa1qjx) ∧ f(xq′ja2x)

)
∧

m∧
i=1

(
f(xa1pix) ∧ f(xp′ia1x) ∧ f(xa2pix) ∧ f(xp′ia2x)

)
∧β

∨α

> ({(f(x) ∧ β) ∨ α} ∧ β) ∨ α = (f(x) ∧ β) ∨ α.

This implies that f �β
α f > (f ∧ β) ∨ α

On the other hand, if x + Σm
i=1aibi + z = Σn

j=1a
′
jb

′
j + z, we have

(f(x) ∧ β) ∨ α = ((f(x) ∧ β) ∨ α) ∨ α = ((f(x) ∨ α) ∧ β) ∨ α

> (f(Σm
i=1aibi) ∧ f(Σn

j=1a
′
jb

′
j) ∧ β) ∨ α by (3)

>
( m∧

i=1
f(aibi) ∧

n∧
j=1

f(a′jb
′
j) ∧ β

)
∨ α

>
( m∧

i=1

(
f(ai) ∧ f(bi)

)
∧

m∧
i=1

(
f(ai) ∧ f(bi)

)
∧ β

)
∨ α.

Thus

(f �β
α f)(x) =

(
sup

{ m∧
i=1

(
f(ai)∧ f(bi)

)
∧

n∧
j=1

(
f(a′j)∧ f(b′j)

)}
∧ β

)
∨ α

6 (f(x) ∧ β) ∨ α.

Consequently f �β
α f = (f ∧ β) ∨ α.

(ii) ⇒ (iii) Obvious.
(iii) ⇒ (i) Let Q be an h-quasi-ideal of R. Then χQ is a fuzzy h-quasi-

ideal with thresholds (α, β) of R. Thus by hypothesis

[χQ ∧ β] ∨ α = χQ �β
α χQ = [χQ � χQ ∧ β] ∨ α = [χ

Q2 ∧ β] ∨ α.

Then it follows Q = Q2. Hence by Lemma 2.12, R is both h-hemiregular
and h-intra-hemiregular.

Theorem 5.3. The following conditions are equivalent for a hemiring R:

(i) R is both h-hemiregular and h-intra-hemiregular,

(ii) f ∧β
α g 6 f �β

α g for all fuzzy h-bi-ideals f and g with thresholds

(α, β) of R,
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(iii) f ∧β
α g 6 f �β

α g for every fuzzy h-bi-ideal f and every fuzzy h-

quasi-ideals f with thresholds (α, β) of R,

(iv) f ∧β
α g 6 f �β

α g for every fuzzy h-quasi-ideal f and every fuzzy

h-bi-ideals f with thresholds (α, β) of R,

(v) f ∧β
α g 6 f �β

α g for all fuzzy h-quasi-ideals f and g with thresholds

(α, β) of R.

Proof. (i) ⇒ (ii) Analogously as in previous proof.

(ii) ⇒ (iii) ⇒ (v) and (ii) ⇒ (iv) ⇒ (v) are straightforward.
(v) ⇒ (i) Let f be a fuzzy left h-ideal and g be a fuzzy right h-ideal with

thresholds (α, β) of R. Then f and g are fuzzy h-bi-ideals with thresholds

(α, β) of R. So by hypothesis f∧β
αg 6 f�β

αg but f∧β
αg > f�β

αg by Lemma

3.18. Thus f ∧β
α g = f�β

α g. Hence by Theorem 4.1, R is h-hemiregular. On
the other hand by hypothesis we also have f ∧β

α g 6 g �β
α f . By Theorem

5.1, R is h-intra-hemiregular.
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Quasigroups and Related Systems 18 (2010), 213 − 228ARO�quasigroupsVladimir Volene, Zdenka Kolar�Begovi¢ and Ruºia Kolar��uperAbstrat. In this paper the onept of ARO�quasigroup is introdued and some identi-ties whih are valid in a general ARO�quasigroup are proved. The "geometri" oneptsof the midpoint, parallelogram and a�ne regular otagon are introdued in a generalARO�quasigroup. The geometri interpretation of some proved identities and introduedonepts is given in the quasigroup C

(

1 +
√

2
2

).1. De�nition and examplesA quasigroup (Q, ·) will be alled ARO�quasigroup if it satis�es the followingidentities of idempoteny and mediality
aa = a, (1)

ab · cd = ac · bd (2)and besides that the identity
ab · b = ba · a. (3)Example 1. Let (G, +) be a ommutative group in whih there exists theautomorphism ϕ whih satis�es the identity

(ϕ ◦ ϕ)(a) + (ϕ ◦ ϕ)(a) − ϕ(a) − ϕ(a) − ϕ(a) − ϕ(a) + a = 0,whih an be written in a simpler form
2(ϕ ◦ ϕ)(a) − 4ϕ(a) + a = 0. (4)If the multipliation · on the set G is de�ned by the formula

ab = a + ϕ(b − a) (5)2010 Mathematis Subjet Classi�ation: 20N05Key words and phrases: ARO�quasigroup, a�ne regular otagon, parallelogram.



214 V. Volene, Z. Kolar-Begovi¢ and R. Kolar-�uperwe shall prove that (G, ·) is ARO�quasigroup. For eah a, b ∈ G the equa-tions ax = b and ya = b, owing to (5), are equivalent to the equations
a + ϕ(x − a) = b, y + ϕ(a) − ϕ(y) = b. (6)The �rst equation has the unique solution x = a + ϕ−1(b − a), and out ofthe seond equation it follows
2(ϕ ◦ ϕ)(y) − 2ϕ(y) = 2(ϕ ◦ ϕ)(a) − 2ϕ(b),

2y − 2ϕ(y) = 2b − 2ϕ(a).The addition of two last equations gives
2(ϕ ◦ ϕ)(y) − 4ϕ(y) + 2y = 2(ϕ ◦ ϕ)(a) − 2ϕ(a) − 2ϕ(b) + 2b,i.e., owing to (4) the solution must have the form

y = 2ϕ(a) − a − 2ϕ(b) + 2b. (7)Really, it is a solution of (6) beause from (7), aording to (4), we get
y − ϕ(y) = 2ϕ(a) − a − 2ϕ(b) + 2b − ϕ(2ϕ(a) − a − 2ϕ(b) + 2b)

= 2(ϕ ◦ ϕ)(b) − 4ϕ(b) + 2b − (2(ϕ ◦ ϕ)(a) − 3ϕ(a) + a)= b − ϕ(a).We have proved that (G, ·) is a quasigroup. Its idempoteny is obvious by(5). Aording to (5) we also get
ab · cd = ab + ϕ(cd − ab) = a + ϕ(b − a) + ϕ(c + ϕ(d − c) − a − ϕ(b − a))

= a− 2ϕ(a)+ (ϕ ◦ϕ)(a)+ϕ(b)− (ϕ ◦ϕ)(b)+ϕ(c)− (ϕ ◦ϕ)(c)+ (ϕ ◦ϕ)(d).The symmetry of the obtained expression by b and c proves the mediality(2). By (5) it follows
ab · b = ab + ϕ(b − ab) = a + ϕ(b − a) + ϕ(b − a − ϕ(b − a))

= (ϕ ◦ ϕ)(a) − 2ϕ(a) + a + 2ϕ(b) − (ϕ ◦ ϕ)(b),and analogously
ba · a = 2ϕ(a) − (ϕ ◦ ϕ)(a) + (ϕ ◦ ϕ)(b) − 2ϕ(b) + b,whene owing to (4)

ab · b − ba · a = 2(ϕ ◦ ϕ)(a) − 4ϕ(a) + a − (2(ϕ ◦ ϕ)(b) − 4ϕ(b) + b) = 0,



ARO�quasigroups 215i.e., the identity (3) is valid. ¤Example 2. Let (F, +, ·) be a �eld. If the equation
2q2 − 4q + 1 = 0 (8)has the solution q in F and if the operation ∗ on F is de�ned by the formula

a ∗ b = (1 − q)a + qb. (9)then ϕ(a) = qa obviously de�nes an automorphism of a ommutative group
(F, +). As the equality (8) is valid it implies that the equality (4) holds forall a ∈ F . However, (9) an be also written in the form

a ∗ b = a + ϕ(b − a)and by Example 1, (F, ∗) is ARO�quasigroup. ¤Example 3. Let (C, +, ·) be a �eld of omplex numbers and ∗ binaryoperation on C de�ned by (9), where q is the solution of the equation (8),i.e., q = 1 +
√

2

2
or q = 1 −

√

2

2
. Aording to Example 2 (C, ∗) is ARO�quasigroup. For example, let q = 1+

√

2

2
. The obtained quasigroup has a niegeometri interpretation, whih justi�es the studying ARO�quasigroups andde�ning the geometri onepts in them. Let us onsider the set C as theset of the points in the Eulidean plane. For the di�erent points a and bthe equality (9) an be written as

a ∗ b − a

b − a
= qwhih means that the points a, b, a ∗ b determine the quotient ratio q. Theoperation ∗ is presented in the Figure 1 where, instead of a ∗ b, we shallshortly write ab, and in the sequel we will use this notation in all �gures.Figure 1.The identity (3) is illustrated in the Figure 2.
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Figure 2.

¤2. The basi propertiesThe immediate onsequenes of the identities (1) and (2) are the identitiesof elastiity, left and right distributivity
ab · a = a · ba, (10)
a · bc = ab · ac, (11)
ab · c = ac · bc (12)Let us prove the following theorem.Theorem 1. In the ARO�quasigroup (Q, ·) the following identities

(ab · b)a = (a · ab)b, (13)
(ab · c)c = (c · ba)a, (14)
(ab · b)b = (b · ba)a, (15)

(ab · ba)c = (ac · ca)b, (16)
(ab · ba)a = ab, (17)

(ab · ba)c · c = cb · a, (18)
(ab · ba)b · b = ba, (19)

(ab · ba)b = ba · ab, (20)
(ab · ba) · ca = ac · b (21)are valid.Proof. Firstly we get

(ab ·b)a
(12)

= (ab ·a) ·ba
(10)

= (a ·ba) ·ba
(2)

= ab · (ba ·a)
(3)

= ab · (ab ·b)
(12)

= (a ·ab)b,

(ab · c)c
(3)

= (c · ab) · ab
(2)

= ca · (ab · b)
(3)

= ca · (ba · a)
(12)

= (c · ba)a,
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(ab · ba)c

(12)

= (ab · c)(ba · c)
(11)

= (ab · c)(ba) · (ab · c)c
(2)

= (ab · b)(ca) · (ab · c)c

(2)

= (ab · b)(ab · c) · (ca · c)
(11)

= (ab · bc)(ca · c)
(2)

= (ab · ca)(bc · c)

(3)

= (ab · ca)(cb · b)
(2)

= (ab · cb)(ca · b)
(12)

= (ac · b)(ca · b)
(12)

= (ac · ca)b,so the identities (13), (14) and (16) hold. From (14) using c = b the identity(15) follows, and using c = a from (16) owing to (1) the identity (17) follows.Further we get
(ab·ba)c·c

(12)

= (ab · c)c·(ba · c)c
(3)

= (c · ab)(ab)·(ba · c)c
(2)

= (ca)(ab · b)·(ba · c)c

(3)

= (ca)(ba · a)·(ba · c)c
(12)

= (c · ba)a·(ba · c)c
(2)

= (c · ba)(ba · c) · ac

(16)

= (c · ac)(ac · c) · ba
(3)

= (c · ac)(ca · a) · ba
(10)

= (ca · c)(ca · a) · ba

(11)

= (ca · ca) · ba
(1)

= ca · ba
(12)

= cb · a,i.e., the equality (18) is valid, wherefrom with c = b beause of (1) it follows(19). Finally, we obtain
(ab · ba)b

(12)

= (ab · b)(ba · b)
(3)

= (ba · a)(ba · b)
(11)

= ba · ab,

(ab·ba)·ca
(2)

= (ab·c)(ba·a)
(3)

= (ab·c)(ab·b)
(11)

= ab·cb
(12)

= ac·b. ¤3. Midpoints and parallelogramsLet (Q, ·) be ARO�quasigroup. The elements of the set Q will be alledpoints. The geometri presentation in the Figure 2 leads to the followingde�nition. For any two points a and b the point c, given by the equalities
c = a ∗ b = ab · b

(3)

= ba · a, (22)will be alled the midpoint of the points a and b.Theorem 2. If the operation ∗ on the set Q is de�ned by the formula (22),then (Q, ∗) is idempotent medial ommutative quasigroup.



218 V. Volene, Z. Kolar-Begovi¢ and R. Kolar-�uperProof. The equations a ∗ x = b and y ∗ a = b, whih aording to (22) anbe written as xa · a = b and ya · a = b, are uniquely solvable for x and yfor eah a, b ∈ Q. Commutativity and idempoteny of the operation ∗ areobvious, and mediality follows by means of (2) like this:
(a ∗ b) ∗ (c ∗ d) = (ab · b)(cd · d) · (cd · d) = (ab · cd)(bd) · (cd · d)

= (ac · bd)(cd) · (bd · d) = (ac · c)(bd · d) · (bd · d)

= (a ∗ c) ∗ (b ∗ d). ¤We shall say that the points a, b, c, d are the verties of a parallelogramand we shall write Par(a, b, c, d) if a ∗ c = b ∗ d. If a ∗ c = b ∗ d = o,we shall say that the point o is the enter of that parallelogram and write
Paro(a, b, c, d).Theorem 3. (Q, Par) is a parallelogram spae, i.e., the following propertiesare valid:
(P1) For any points a, b, c there is the unique point d suh that Par(a, b, c, d).
(P2) For any yli permutation (e, f, g, h) of (a, b, c, d) or of (d, c, b, a)from Par(a, b, c, d) follows Par(e, f, g, h).
(P3) From Par(a, b, c, d) and Par(c, d, e, f) follows Par(a, b, f, e).Proof. The statement Par(a, b, c, d) is aording to (22) equivalent to theequality ac · c = db · b, whih is unique solvable by d, so the property (P1)is valid. The property (P2) is the onsequene of the ommutativity of theoperation ∗. It remains to prove the property (P3). From Par(a, b, c, d)and Par(c, d, e, f) it follows a ∗ c = b ∗ d and c ∗ e = d ∗ f . By means of themediality and ommutativity of the operation ∗ we get

(a ∗ f) ∗ (c ∗ f) = (a ∗ c) ∗ (f ∗ f) = (b ∗ d) ∗ (f ∗ f) = (b ∗ f) ∗ (d ∗ f)

= (b ∗ f) ∗ (c ∗ e) = (b ∗ f) ∗ (e ∗ c) = (b ∗ e) ∗ (f ∗ c)

= (b ∗ e) ∗ (c ∗ f),wherefrom we get a ∗ f = b ∗ e, i.e., Par(a, b, f, e).



ARO�quasigroups 2194. A�ne�regular otagonNow we are going to introdue the onept of the a�ne regular otagon ina general ARO�quasigroup. Firstly, we will prove the theorem whih willlead to the de�nition of the mentioned onept.Theorem 4. In a ylial sequene from eight equalities aiai+1 = ai+3ai+2

(i = 1, 2, 3, 4, 5, 6, 7, 8), where indexes are taken modulo 8 from the set
{1, 2, 3, 4, 5, 6, 7, 8}, eah �ve adjaent equalities imply the remaining threeequalities.Proof. It is su�ient to prove that the equalities

a1a2 = a4a3, (23)
a2a3 = a5a4, (24)
a3a4 = a6a5, (25)
a4a5 = a7a6, (26)
a5a6 = a8a7, (27)imply the equality
a6a7 = a1a8. (28)Firstly, let us prove that from the equality (23)�(25) the equality
a1a3 = a6a4, (29)follows, and in the same manner (by the substitution i → i + 2) fromequalities (25) � (27) the equality
a3a5 = a8a6 (30)follows. Really, we get suessively

(a1a3 · a5)a4

(12)

= (a1a5 · a3a5)a4

(12)

= (a1a4 · a5a4)(a3a4 · a5a4)

(24)

= (a1a4 · a2a3)(a3a4 · a5a4)
(2)

= (a1a2 · a4a3)(a3a4 · a5a4)

(23)

= (a4a3 · a4a3)(a3a4 · a5a4)
(1)

= a4a3 · (a3a4 · a5a4)

(2)

= (a4 · a3a4)(a3 · a5a4)
(10)

= (a4a3 · a4)(a3 · a5a4)

(2)

= (a4a3 · a3)(a4 · a5a4)
(3)

= (a3a4 · a4)(a4 · a5a4)

(10)

= (a3a4 · a4)(a4a5 · a4)
(12)

= (a3a4 · a4a5)a4

(25)

= (a6a5 · a4a5)a4

(12)

= (a6a4 · a5)a4,



220 V. Volene, Z. Kolar-Begovi¢ and R. Kolar-�uperwherefrom the equality (29) follows. Now, we an also prove the equality(28), whih follows from
a1a8 · a6

(12)

= a1a6 · a8a6

(30)

= a1a6 · a3a5

(2)

= a1a3 · a6a5

(29)

= a6a4 · a6a5

(11)

= a6 · a4a5

(26)

= a6 · a7a6

(10)

= a6a7 · a6. ¤We shall say that a1, a2, a3, a4, a5, a6, a7, a8 are the verties of ana�ne�regular otagon and we shall write ARO(a1, a2, a3, a4, a5, a6, a7, a8) ifany �ve adjaent, and then all eight, equalities from eight equalities aiai+1 =
ai+3ai+2 (i = 1, 2, 3, 4, 5, 6, 7, 8) are valid (Figure 3).

Figure 3.Corollary 1. If (i1, i2, i3, i4, i5, i6, i7, i8) is any yli permutation of
(1, 2, 3, 4, 5, 6, 7, 8) or of (8, 7, 6, 5, 4, 3, 2, 1), thenARO(a1, a2, a3, a4, a5, a6, a7, a8) implies ARO(ai1 , ai2 , ai3 , ai4 , ai5 , ai6 , ai7 , ai8).Corollary 2. If the statement ARO(a1, a2, a3, a4, a5, a6, a7, a8) holds, thenfor eah i ∈ {1, 2, 3, 4, 5, 6, 7, 8} the statement aiai+2 = ai+5ai+3 also holds.



ARO�quasigroups 221Corollary 3. A�ne�regular otagon is uniquely determined by any threeadjaent verties. ¤Theorem 5. If the statement ARO(a1, a2, a3, a4, a5, a6, a7, a8) is valid, thenfor eah i ∈ {1, 2, 3, 4, 5, 6, 7, 8} we have
ai+1ai+2 · ai+2ai+1 = ai+4ai, ai+3ai+2 · ai+2ai+3 = aiai+4, (31)

ai+4ai · ai+1 = ai+1ai+2 = ai+4ai+3, aiai+4 · ai+3 = ai+3ai+2 = aiai+1.(32)Proof. The proof of the seond equality (31) follows from the proof of the�rst one (31) by the substitution of indexes i ↔ i + 4, i + 1 ↔ i + 3.Beause of Corollary 1 it is su�ient to prove, for example, the equality
a2a3 · a3a2 = a5a1. We get suessively

(a2a3 · a3a2)a2

(17)

= a2a3

(1)

= a2a3 · a2a3

(24)

= a5a4 · a2a3

(2)

= a5a2 · a4a3

(23)

= a5a2 · a1a2

(12)

= a5a1 · a2,so a2a3 · a3a2 = a5a1 follows. The �rst equalities in (32) are obtainedby multipliation the equalities (31) with ai+1 respetively ai+3 beause ofthe identity (17), and other equalities are taken from the de�nition of therelation ARO.Theorem 6. Let the statement ARO(a1, a2, a3, a4, a5, a6, a7, a8) be valid.There is the point o suh that for eah i ∈ {1, 2, 3, 4, 5, 6, 7, 8} the equalities
(ai+1ai · aiai+1) ai+2 = o, (ai+1ai+2 · ai+2ai+1) ai = o (33)are valid, where indexes are taken modulo 8.Proof. By (16) the mutual equivalene of the equalities (33) hold.If o = (a2a3 · a3a2)a1, then o = (a2a1 · a1a2)a3. By Corollary 1 it issu�ient to prove the equality o = (a3a4 · a4a3)a2. We get

(a3a4 · a4a3)a2

(23)

= (a3a4 · a1a2)a2

(12)

= (a3a4 · a2)(a1a2 · a2)

(3)

= (a3a4 · a2)(a2a1 · a1)
(2)

= (a3a4 · a2a1) · a2a1

(3)

= (a2a1 · a3a4) · a3a4

(2)

= (a2a1 · a3)(a3a4 · a4)

(3)

= (a2a1 · a3)(a4a3 · a3)
(2)

= (a2a1 · a4a3)a3

(23)

= (a2a1 · a1a2)a3 = o. ¤



222 V. Volene, Z. Kolar-Begovi¢ and R. Kolar-�uperThe point o from Theorem 6 will be alled the enter of the a�ne�regular otagon (a1, a2, a3, a4, a5, a6, a7, a8) and it will be written in theform AROo(a1, a2, a3, a4, a5, a6, a7, a8).Theorem 7. With hypotheses of Theorem 6 for eah i ∈ {1, 2, 3, 4, 5, 6, 7, 8}the equalities
o = ai ∗ ai+4 = aiai+4 · ai+4, (34)

ai+1ai+2 · ai = o · ai+1ai, ai+1ai · ai+2 = o · ai+1ai+2, (35)
oai = aiai+2 · ai+1, oai+2 = ai+2ai · ai+1 (36)are valid.Proof. We get

ai ∗ ai+4

(22)

= ai+4ai · ai

(31)

= (ai+1ai+2 · ai+2ai+1)ai

(33)

= o,

ai+1ai+2 · ai

(17)

= (ai+1ai+2 · ai+2ai+1)ai+1 · ai

(12)

= (ai+1ai+2 · ai+2ai+1)ai · ai+1ai

(33)

= o · ai+1ai,

oai

(33)

= (ai+1ai+2 · ai+2ai+1)ai · ai

(18)

= aiai+2 · ai+1. ¤In the previous proof the equivalene of the equations (33) and (34)is proved, therefore the enter of an a�ne�regular otagon an be alsoharaterized by (34).5. The determination of the a�ne�regular otagonThe statements of the unique determination of the a�ne regular otagonwill be proved in this hapter.Theorem 8. A�ne�regular otagon is uniquely determined by any three ofits verties.Proof. By Corollary 1 and 3 it is su�ient to prove only the following state-ments(i) The verties a1, a2, a4 uniquely determine the vertex a3. This state-ment is obvious from the equalities (23).(ii) The verties a1, a2, a5 or a1, a3, a5 uniquely determine the vertex
a3, respetively a2. Indeed, let o is the point suh that o = a5a1 · a1, andthen a3 respetively a2 the point suh that oa1 = a1a3 ·a2, and a4 the point



ARO�quasigroups 223suh that a1a2 = a4a3. It should be proved the equality a2a3 = a5a4. It isthe onsequene of the following onsideration:
(a2a3 · a2a3)(a4a3) · a4a3

(1)

= (a2a3 · a4a3) · a4a3

(3)

= (a4a3 · a2a3) · a2a3

(2)

= (a4a3 · a2)(a2a3 · a3)
(3)

= (a4a3 · a2)(a3a2 · a2)

(12)

= (a4a3 · a3a2)a2 = (a1a2 · a3a2)a2

(12)

= (a1a3 · a2)a2

= oa1 · a2 = (a5a1 · a1)a1 · a2

(12)

= (a5a2 · a1a2)(a1a2) · (a1a2)

= (a5a2 · a4a3)(a4a3) · (a4a3)

(2)

= (a5a4 · a2a3)(a4a3) · (a4a3).(iii) The verties a1, a3, a6 uniquely determine the vertex a2. Really,let a4 be a point suh that a1a3 = a6a4, then a2 be a point suh that
a1a2 = a4a3, and a5 the point suh that a2a3 = a5a4. It should be provedthe equality a3a4 = a6a5, whih follows from this:

(a3a4 · a4a5)a4

(12)

= (a3a4 · a4)(a4a5 · a4)
(10)

= (a3a4 · a4)(a4 · a5a4)

(3)

= (a4a3 · a3)(a4 · a5a4)
(2)

= (a4a3 · a4)(a3 · a5a4)

(10)

= (a4 · a3a4)(a3 · a5a4)
(2)

= a4a3 · (a3a4 · a5a4)

(12)

= a4a3 · (a3a5 · a4)
(1)

= (a4a3 · a4a3)(a3a5 · a4)

= (a1a2 · a4a3)(a3a5 · a4)
(2)

= (a1a4 · a2a3)(a3a5 · a4)

= (a1a4 · a5a4)(a3a5 · a4)
(12)

= (a1a5 · a4)(a3a5 · a4)

(12)

= (a1a5 · a3a5)a4

(12)

= (a1a3 · a5)a4

= (a6a4 · a5)a4

(12)

= (a6a5 · a4a5)a4.If the statement ARO(a1, a2, a3, a4, a5, a6, a7, a8) hold, then two vertiesof the form ai and ai+4 are said to be opposite verties of the onsidereda�ne�regular otagon.Theorem 9. A�ne�regular otagon is uniquely determined by its enterand by any two of its verties whih are not opposite.



224 V. Volene, Z. Kolar-Begovi¢ and R. Kolar-�uperProof. (i) The enter o and verties a1, a2 respetively the verties a1, a3uniquely determine the remaining verties. Let a3 respetively a2 be a pointsuh that oa1 = a1a3 · a2, then a4 be a point suh that a1a2 = a4a3, and a5be a point suh that o = a5a1 · a1. It should be proved a2a3 = a5a4, andthe proof is the same as the proof of the part (ii) of the proof Theorem 8.(ii) The enter o and the verties a2, a5 uniquely determine the remain-ing verties. Let a1 be a point suh that o = a1a5 · a5, and a3 point suhthat oa1 = a1a3 · a2, and a4 point suh that a1a2 = a4a3. Further the proofis the same as in a previous ase.5. Some new assoiated a�ne�regular otagonsIn this hapter we are going to onsider some new otagons whose vertiesan be obtained by means of the verties of the initial otagon.Equal produts from the de�nition of the a�ne�regular otagon will belabelled like this
aiai+1 = bi+1,i+2 = ai+3ai+2, (37)where the indexes will be always taken mod 8 from the set {1, 2, 3, 4, 5, 6, 7, 8}.On the base of the proof of Theorem 4 aording to Corollary 1 it followsthat there exists the point ci+2,i+3 suh that
aiai+2 = ci+2,i+3 = ai+5ai+3. (38)Besides that, let

di = ai+4ai. (39)With these labels the equalities (31) and (32) an be written in the form
bi+2,i+3 bi,i+1 = di, bi,i+1 bi+2,i+3 = di+3, (40)

di ai+1 = bi+2,i+3, di+3 ai+2 = bi,i+1, (41)where the indexes in the seond equalities in (40) and (41) are redued for
1. The equalities (31) an also be written in the form

di = ai+1 ai+2 · ai+2 ai+1, di+2 = ai+1 ai · ai ai+1, (42)and the equalities (33) an be written in this shortened form:
diai = o. (43)



ARO�quasigroups 225The equalities (35) and (36) an also be written as the equalities
bi+2,i+3 ai = o bi−1,i, bi−1,i ai+2 = o bi+2,i+3, (44)

o ai = ci+2,i+3 ai+1, o ai+2 = ci−1,i ai+1. (45)Let us prove some more similar equalities. We get for example:
d1a3

(42)

= (a2a3 · a3a2)a3

(20)

= a3a2 · a2a3

(42)

= d4,and generally the equalities
di ai+2 = di+3, di ai−2 = di−3 (46)are valid. Due to the example

d1a2

(42)

= (a2a3 · a3a2)a2

(17)

= a2a3

(37)

= b34,the general equalities
di ai+1 = bi+2,i+3, di ai−1 = bi−3,i−2 (47)hold. Let us prove for example

c12c23

(38)

= a4a2 · a5a3

(2)

= a4a5 · a2a3

(37)

= a4a5 · a5a4

(42)

= d3and generally,
ci,i+1 ci+1,i+2 = di+2, ci+1,i+2 ci,i+1 = di. (48)On the base of the equalities (37) and (48) we get for example

b12b23

(37)

= a3a2 · a4a3

(2)

= a3a4 · a2a3

(37)

= b45b34,

c12c23

(48)

= d3 = c45c34,i.e., generally we have bi,i+1bi+1,i+2 = bi+3,i+4bi+2,i+3 and ci,i+1ci+1,i+2 =
ci+3,i+4ci+2,i+3, whih proves the statements

ARO(b12, b23, b34, b45, b56, b67, b78, b81), (49)
ARO(c12, c23, c34, c45, c56, c67, c78, c81). (50)
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ARO(d1, d2, d3, d4, d5, d6, d7, d8) (51)is more ompliated. We get for example

d1d2

(46)

= d4a2 · d5a3

(2)

= d4d5 · a2a3

(37)

= d4d5 · a5a4

(2)

= d4a5 · d5a4

(47)

= b67b23

(47)

= d1a8 · d8a1

(2)

= d1d8 · a8a1

(37)

= d1d8 · a3a2

(2)

= d1a3 · d8a2

(46)

= d4d3.All three a�ne�regular otagons (52)�(54) have the enter o beause weget for example
b12 ∗ b56 = b12b56 · b56

(37)

= (a3a2 · a7a6) · a7a6

(2)

= (a3a7 · a2a6) · a7a6

(2)

= (a3a7 · a7)(a2a6 · a6) = (a3 ∗ a7)(a2 ∗ a6)
(34)

= o o
(1)

= o,

c12 ∗ c56 = c12c56 · c56

(38)

= (a4a2 · a8a6) · a8a6

(2)

= (a4a8 · a2a6) · a8a6

(2)

= (a4a8 · a8)(a2a6 · a6) = (a4 ∗ a8)(a2 ∗ a6)
(34)

= o o
(1)

= o,

d1 ∗ d5 = d1d5 · d5

(42)

= (a2a3 · a3a2)(a6a7 · a7a6) · (a6a7 · a7a6)

(2)

= (a2a3 · a6a7)(a3a2 · a7a6) · (a6a7 · a7a6)

(2)

= (a2a6 · a3a7)(a3a7 · a2a6) · (a6a7 · a7a6)

(2)

= (a2a6 · a3a7)(a6a7) · (a3a7 · a2a6)(a7a6)

(2)

= (a2a6 · a6)(a3a7 · a7) · (a3a7 · a7)(a2a6 · a6)

= (a2 ∗ a6)(a3 ∗ a7) · (a3 ∗ a7)(a2 ∗ a6)
(34)

= o o · o o
(1)

= o.A numerous parallelograms are related to the a�ne�regular otagon.So, for example we get the equalities
a1 ∗ a2 = a2a1 · a1

(21)

= (a2a1 · a1a2) · a1a2

(37)

= (a2a1 · a4a3) · a4a3

(2)

= (a2a1 · a4)(a4a3 · a3)
(3)

= (a2a1 · a4)(a3a4 · a4)
(12)

= (a2a1 · a3a4)a4

(2)

= (a2a3 · a1a4)a4

(37)

= (a5a4 · a1a4)a4

(12)

= (a5a1 · a4)a4

(39)

= d1a4 · a4

= a4 ∗ d1,
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a1 ∗ b34 = a1b34 · b34

(37)

= (a1 · a2a3) · a2a3

(2)

= a1a2 · (a2a3 · a3)

(3)

= a1a2 · (a3a2 · a2)
(37)

= a4a3 · (a3a2 · a2)
(2)

= (a4 · a3a2) · a3a2

(37)

= a4b12 · b12 = b12 ∗ a4,

a1 ∗ d1 = a1d1 · d1

(39)

= (a1 · a5a1) · a5a1

(10)

= (a1a5 · a1) · a5a1

(12)

= (a1a5 · a5)a1

= (a1 ∗ a5)a1

(34)

= oa1

(45)

= c34a2

(38)

= a1a3 · a2

(12)

= a1a2 · a3a2

(32)

= (a1a5 · a4)(a3a7 · a8)
(2)

= (a1a5 · a3a7) · a4a8

(2)

= (a1a3 · a5a7) · a4a8

(38)

= (a6a4 · a2a8) · a4a8

(2)

= (a6a2 · a4a8) · a4a8

(39)

= d2d8 · d8 = d2 ∗ d8,

b12 ∗ d3 = b12d3 · d3

(37),(39)
= (a3a2 · a7a3) · a7a3

(2)

= (a3a7 · a2a3) · a7a3

(2)

= (a3a7 · a7)(a2a3 · a3)
(34),(3)

= o(a3a2 · a2)
(34)

= (a2a6 · a6)(a3a2 · a2)

(2)

= (a2a6 · a3a2)·a6a2

(2)

= (a2a3 · a6a2)·a6a2

(37),(39)
= b34d2 ·d2 = d2 ∗ b34,

o ∗ c34 = oc34 · c34

(33),(38)
= ((a2a1 · a1a2)a3 · a1a3)· a1a3

(12)

= ((a2a1 · a1a2)a1 · a1)a3

(19)

= a1a2 · a3

(37)

= a4a3 · a3 = a3 ∗ a4,and we get the statements Par(a1, a4, a2, d1), Par(a1, b12, b34, a4),
Par(a1, d2, d1, d8), Par(b12, d2, d3, b34), Par(o, a3, c34, a4) or more gen-eral statements

Par(ai, ai+3, ai+1, di), Par(ai, ai−3, ai−1, di), (52)
Par(ai, bi,i+1, bi+2,i+3, ai+3), (53)

Par(ai, di+1, di, di−1), (54)
Par(bi,i+1, di+1, di+2, bi+2,i+3), (55)

Par(o, ai, ci,i+1, ai+1). (56)We have proved:Theorem 10. Let the statement AROo(a1, a2, a3, a4, a5, a6, a7, a8) holds.Then there are the points bi,i+1, ci,i+1, di suh that the statements (37)−(48)and (52) − (56) hold, where the indexes are taken modulo 8 from the set
{1, 2, 3, 4, 5, 6, 7, 8},and the statements AROo(b12, b23, b34, b45, b56, b67, b78, b81),
AROo(c12, c23, c34, c45, c56, c67, c78, c81) and AROo(d1, d2, d3, d4, d5, d6, d7, d8)are also valid. ¤
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Quasigroups and Related Systems 18 (2010), 229 − 240Parallelograms in quadratial quasigroupsVladimir Volene and Ruºia Kolar��uperAbstrat. The �geometri� onept of parallelogram is introdued and investigated ina general quadratial quasigroup and geometrial interpretation in the quadratial quasi-group C( 1+i

2
) is given. Some statements about relationships between the parallelogramsand some other �geometri� strutures in a general quadratial quasigroup will be alsoonsidered.A grupoid (Q, ·) is said to be quadratial if the identity

ab · a = ca · bc (1)holds and the equation ax = b has a unique solution x ∈ Q for all a, b ∈ Qi.e., (Q, ·) is a right quasigroup. In [16℄ it is proved that (Q, ·) is then aquasigroup. (Q, ·) is satisfying the following identitites
aa = a, (2)

ab · cd = ac · bd, (3)
ab · a = a · ba, (4)
ab · a = ba · b, (5)
a · bc = ab · ac, (6)
ab · c = ac · bc (7)and the equivalenies

ab = cd ⇔ bc = da, (8)
ax = b ⇔ x = (b · ba) · (b · ba)(ba · a), (9)
xa = b ⇔ x = (a · ab)(ab · b) · (ab · b). (10)2010 Mathematis Subjet Classi�ation: 20N05Keywords: Quadratial quasigroup, parallelogram, square



230 V. Volene and R. Kolar��uperLet (C, +, ·) be the �eld of omplex numbers and ∗ the operation on Cde�ned by
a ∗ b = (1 − q)a + qb (11)where q = 1+i

2
. It an be proved that (C, ∗) is a quadratial quasigroup.This quasigroup has a nie geometri interpretation whih motivates thestudy of quadratial quasigroup. Let us regard the omplex numbers aspoints of the Eulidean plane. For any point a we obviously have a ∗ a = a,and for two di�erent points a, b the equality (11) an be written in the form

a ∗ b − a

b − a
=

q − 0

1 − 0
,whih means that the points a, b, a ∗ b are the verties of a triangle diretlysimilar to the triangle with the verties 0, 1, q (Figure 1). We an say that

a ∗ b is the entre of a square with two adjaent verties a and b, whihjusti�es the name �quadratial quasigroup�. We shall denote this quasigroupby C(1+i
2

) beause we have a ∗ b = 1+i
2

if a = 0 and b = 1.

Figure 1.The �gures in the quasigroup C(1+i
2

) an be used as the illustrations of�geometri� relations in any quadratial quasigroup (Q, ·). For example, theleft side of the identity (1) is obviously the midpoint of the points a and band this identity is illustrated in Figure 2 (here and in all other �gures inthe artile we shall use the sign · instead of the sign ∗).In the sequel let (Q, ·) be any quadratial quasigroup. The elements of
Q are said to be points.If • is an operation in the set Q de�ned by

a • b = a · ba = ab · a = ca · bc, (12)
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bc

ca

c

b aFigure 2.then (f. [16℄) (Q, •) is an idempotent medial ommutative quasigroup, i.e.,the identities
a • a = a, (13)

(a • b) • (c • d) = (a • c) • (b • d), (14)
a • b = b • a (15)hold. The point a • b is said to be a midpoint of the pair {a, b} of points.In [15℄ the notion of a parallelogram is de�ned in any medial quasigroupand beause of mediality (3) we an apply this de�nition in our quadratialquasigroup (Q, ·). Aording to [15, Cor.1℄ the points a, b, c, d are said tobe the verties of a parallelogram and we write Par(a, b, c, d) if there aretwo points p and q suh that ap = bq, dp = cq. In [15℄ it is proved that

(Q, Par) is a parallelogram spae, i.e., we have the properties:(P1) For any a, b, c ∈ Q there is an unique point d suh that Par(a, b, c, d)holds.(P2) If (e, f, g, h) is any ylial permutation of (a, b, c, d) or of (d, c, b, a),then Par(a, b, c, d) implies Par(e, f, g, h).(P3) Par(a, b, c, d), Par(c, d, e, f) ⇒ Par(a, b, f, e).But, the parallelogram an be de�ned diretly, using the midpoints, aswe have:Theorem 1. Par(a, b, c, d) ⇔ a • c = b • d.



232 V. Volene and R. Kolar��uperProof. Let ap = bq. We must prove the equivalene of the equalities dp = cqand a • c = b • d. We obtain suessively
(a • c)(pq · p)

(12)

= (ac · a)(pq · p)
(3)

= (ac · pq)·ap
(3)

= (ap · cq)·ap = (bq · cq)·bq,

(b • d)(pq · p)
(12)

= (bd · b)(pq · p)
(5)

= (bd · b)·(qp · q)
(3)

= (bd · qp)·bq
(3)

= (bq · dp)·bq,wherefrom it follows the mentioned equivalene.Corollary 1. Par(a, c, b, c) ⇔ a • b = c.If we use the equivalene Par(a, b, c, d) ⇔ a • c = b •d as the de�nitionfor parallelograms, then the properties (P1)�(P3) an be proved simply bythe properties of the quasigroup (Q, •). The properties (P1) and (P2) areobvious. For the proof of (P3) we must prove that a•c = b•d and c•e = d•fimply a • f = b • e. We obtain
(a • f) • (c • d)

(14)

= (a • c) • (f • d)
(15)

= (a • c) • (d • f) = (b • d) • (c • e)

(15)

= (b • d) • (e • c)
(14)

= (b • e) • (d • c)
(15)

= (b • e) • (c • d)and therefore a • f = b • e.Theorem 1 enables us to de�ne the entre of a parallelogram. We saythat (a, b, c, d) is a parallelogram with a entre o and we write Paro(a, b, c, d)if a • c = b • d = o.The parallelogram an be de�ned expliitly in the quasigroup (Q, ·) (Fi-gure 3), without the auxiliary points, beause of the following theorem.Theorem 2. The statement Par(a, b, c, d) is equivalent with the equality
d = [b(bc · c) · (bc · c)c][a(a · ab) · (a · ab)b] (16)Proof. Aording to (P1) it is su�ient only to prove that (16) implies

Par(a, b, c, d). Let
p = b(bc · c) · (bc · c)c, (17)
q = a(a · ab) · (a · ab)b. (18)By (16) we have d = pq. Aording to (6) and (3) the equality (17) an bewritten in the form

p = (b · bc)(bc) · (bc · c)c = (b · bc)(bc · c) · (bc · c)
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Figure 3.equivalent with pb = c beause of (10). Owing to (7) and (3) the equality(18) an be written in the form
q = a(a · ab) · (ab)(ab · b) = (a · ab) · (a · ab)(ab · b)equivalent with bq = a beause of (9). This equality an be written as

aa = bq by (2). On the other hand we obtain
da = pq · bq

(7)

= pb · q = cq.The equalities aa = bq and da = cq prove the statement Par(a, b, c, d).Corollary 2. Par(a, b, c, d) holds if and only if there are two points p and
q suh that pb = c, bq = a, pq = d.Figure 4 shows how the equalities pb = c, bq = a, pq = d imply Par(a, b, c, d)in the quasigroup C(1+i

2
).Using Theorem 1 let us prove some new properties of the relation Parin any idempotent medial ommutative quasigroup (Q, •).
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d

a

c

b

q

p Figure 4.Theorem 3. Let Paro ′(a ′, b ′, c ′, d ′). The statements Paro(a, b, c, d) and
Paro •o ′(a • a ′, b • b ′, c • c ′, d • d ′) are equivalent.Proof. It is su�ient to prove the equivalene of the equalities a• c = o and
(a • a ′) • (c • c ′) = o • o ′ if we have the equality a ′ • c ′ = o′. But, this isobvious beause of

(a • c) • o ′ = (a • c) • (a ′ • c ′)
(14)

= (a • a ′) • (c • c ′).For any p ∈ Q we have Parp(p, p, p, p) beause of (13). Therefore, weobtain:Corollary 3. Paro(a, b, c, d) ⇒ Parp•o(p • a, p • b, p • c, p • d).
Paro(a, b, c, d) implies Paro(b, c, d, a) and we obtain:Corollary 4. Paro(a, b, c, d) ⇒ Paro(a • b, b • c, c • d, d • a).But, we have more generally:Theorem 4. For any points a, b, c, d the statement Par(a•b, b•c, c•d, d•a)holds.Proof. We obtain

(a•b)•(c•d)
(15)

= (a•b)•(d•c)
(14)

= (a•d)•(b•c)
(15)

= (b•c)•(d•a).Corollary 5. It holds Par(a • b, b • c, c • a, a) for any points a, b, c.A onept of a square is de�ned in [17℄. We say that (a, b, c, d) is asquare with the entre o and we write So(a, b, c, d) or simply S(a, b, c, d) if
ab = bc = cd = da = o. Then we have the equalities ac = d, bd = a, ca = b,
db = c too. Any two of these four equalities imply S(a, b, c, d). In [17, Th.2℄ it is proved that So(a, b, c, d) implies o = a • c = b • d, i.e., we have:



Parallelograms in quadratial quasigroups 235Theorem 5. So(a, b, c, d) ⇒ Paro(a, b, c, d), i.e., every square is a parallel-ogram with the same entre.The following theorem generalizes Theorem 5 in [17℄.Theorem 6. Paro(a, b, c, d) ⇔ So(ba, cb, dc, ad).Proof. We obtain
a • c

(12)

= ba · cband the equalities a • c = o and ba · cb = o are equivalent. Analogously, wehave
b • d = o ⇔ cb · dc = o,

c • a = o ⇔ dc · ad = o,

d • b = o ⇔ ad · ba = o.In the quasigroup C(1+i
2

) Theorem 6 proves a well�known statement (f.[13℄, [2℄, [3℄, [9℄, [7℄, [10℄, [12℄, [11℄):If we onstrut positively oriented squares on the sides of a given orientedquadrangle, then the enters of these squares form a negatively orientedsquare if and only if the given quadrangle is a parallelogram.In [5℄ and [1, p. 241℄ a statement is proved, whih is illustrated in Figure5 in the quasigroup C(1+i
2

) and an be formulated as the following theorem.Theorem 7. If
Sa ′(b, c, a1, a2), Sb ′(c, a, b1, b2), Sc′(a, b, c1, c2) (19)and if â, ̂b, ĉ are points suh that

Par(b1, a, c2, â), Par(c1, b, a2,̂b), Par(a1, c, b2, ĉ) (20)then we have the equalities
ĉ̂b = a, â ĉ = b, ̂b â = c, (21)

̂b • ĉ = a ′, ĉ • â = b ′, â •̂b = c ′, (22)
aĉ = ̂ba = a ′, bâ = ĉb = b ′, ĉb = âc = c ′.
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Figure 5.Proof. Let â, ̂b, ĉ be points suh that âc = c ′, ̂ba = a ′, ĉb = b ′. Aordingto (19) we have the equalities b1c = a, ca = b′, bc = a′, c2a = c′ (amongothers). The equalities b1c = a = aa and âc = c ′ = c2a prove the �rststatement (20) and analogously the other two statements (20) an be proved.Aording to (8) from ca = b ′ = ĉb it follows aĉ = bc, i.e., aĉ = a ′.Therefore we have aĉ = ̂ba and by (8) it follows ĉ̂b = aa, i.e., the �rstequality (21). Finally, we obtain the �rst equality (22): ̂b • ĉ
(15)

= ĉ • ̂b
(12)

=

aĉ ·̂ba = a ′a ′ (2)

= a ′.A point o is said to be the enter of the square on the segment (a, b) if
So(a, b, c, d) holds for some points c and d, i.e., if ab = o. A rotation for a(positively oriented) right angle about a point o is the mapping a 7→ b suhthat ab = o.Theorem 8. If a1, a2, a3, a4 are any points and bij is the enter of thesquare on the segment (ai, aj) for any i, j ∈ {1, 2, 3, 4} (i 6= j), then wehave the statements Par(b12, b32, b34, b14) and Par(b21, b23, b43, b41). Therotation for a right angle about the point a1 • a3 maps Par(b23, b21, b41, b43)onto Par(b12, b32, b34, b14) and the rotation for a right angle about the point
a2 • a4 maps Par(b12, b32, b34, b14) onto Par(b41, b43, b23, b21) (Figure 6).
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1Figure 6.Proof. Aording to [15, Th. 28℄ we have the statement Par(a1a2, a3a2,

a3a4, a1a4) and Par(a2a1, a2a3, a4a3, a4a1) and for any i, j ∈ {1, 2, 3, 4}
(i 6= j) we have the equality aiaj = bij . The rotation for a right angleabout the point a1 •a3 maps the points b23, b21, b41, b43 onto the points b12,
b32, b34, b14 beause of the equalities

b23b12 = a2a3 · a1a2

(12)

= a3 • a1

(15)

= a1 • a3 = a2a1 · a3a2 = b21b32,

b41b34 = a4a1 · a3a4

(12)

= a1 • a3

(15)

= a3 • a1 = a4a3 · a1a4 = b43b14.In the ase of the quasigroup C(1+i
2

) Theorem 8 proves some statementsfrom [14℄ and [8℄.Theorem 9. If
So(p, a, u, b), So′(p, a′, u ′, b ′), (23)
Par(a ′, p, b, c), Par(a, p, b′, c′) (24)holds, then the rotation for a right angle about the point o maps Par(p, b, c, a′)onto Par(a, p, b ′, c ′) and the rotation for a right angle about the point o ′maps Par(a, p, b ′, c ′) onto Par(c, a ′, p, b) (Figure 7).
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Figure 7.Proof. Let the statements (23) hold and let c, c′ be the points suh that
cb ′ = o, c ′b = o ′. The equalities

pa = o = cb ′, pa ′ = o ′ = c ′bimply by (8) the equalities
ac = b ′p = o ′, a ′c ′ = bp = o.Now, the equalities

a ′b ′ = p = pp, cb ′ = o = bp resp. ab = p = pp, c ′b = o ′ = b ′pprove the statements (24). The last two statements of theorem are theonsequenes of the equalities
pa=o, bp=o, cb ′=o, a′c ′=o resp. ac=o′, pa ′=o ′, b ′p=o ′, c ′b=o ′.In the ase of the quasigroup C(1+i

2
) Theorem 9 proves some statementsfrom [4℄. The fat that the rotation for a right angle about the points omaps the segment (b, a ′) onto the segment (p, c ′) proves that the medianfrom the vertex p of the triangle (p, b ′, a) is orthogonal to the side (b, a ′)of the triangle (p, b, a ′) and equal to the half of this side and a similar fatholds for the median from the vertex p of the triangle (p, b, a ′) and thesegment (b ′, a) (f. [18℄).Theorem 10. With the hypotheses of Theorem 9 it holds S(u, c, u ′, c ′)

(Figure 7).



Parallelograms in quadratial quasigroups 239Proof. Aording to Corollary 2 we observe the impliations
Par(b, p, a ′, c), u ′p = a ′, pu = b ⇒ u ′u = c,

Par(b ′, p, a, c ′), up = a, pu ′ = b ′ ⇒ uu ′ = c ′,and the equalities u ′u = c, uu ′ = c ′ imply S(u, c, u ′, c ′).Theorem 11. The statements S(b, c, a1, a2), S(c, a, b1, b2), S(a, b, c1, c2)and the equalities ao = c1b2, bo = a1c2, co = b1a2 imply
Par(c, a, b, ao), Par(a, b, c, bo), Par(b, c, a, co) (25)

bo • co = a, co • ao = b, ao • bo = co (Figure 8).

Figure 8.Proof. We have the equalities c1a = b, ab2 = c, c1b2 = ao and aordingto Corollary 2 it follows Par(c, a, b, ao). Analogously we an prove otherstatements (25). From Par(bo, a, b, c) and Par(b, c, a, co) by (P3) we obtain
Par(bo, a, co, a), i.e., bo • co = a.Referenes[1℄ P.Baptist, Die Entwiklung der neueren Dreieksgeometrie, Lehrbüher undMonographien Didaktik Math., Mannheim, 1992.
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