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On (semi)topological hoops

Mona Aaly Kologani, Rajab Ali Borzooei and Nader Kouhestani

Abstract. Hoops are naturally ordered commutative residuated integral monoids, introduced

by Bosbach in [6, 7], that BL-algebras are particular cases of hoops. Now, in this paper, we

introduce the concept of (semi)topological hoop and we get some related results. Then we derive

here conditions that imply a hoop to be a semitopological or a topological hoop and we study

some properties of them. Specially, we show that in a hoop A, if (A,→, T ) is a semitopological

hoop and {1} is an open set or A is bounded and satis�es the double negation property, then

(A, T ) is a topological hoop. Finally, we construct a discrete topology on quotient hoops, under

suitable conditions.

1. Introduction

Algebra and topology, the two fundamental domains of mathematics, play com-
plementary roles. Topology studies continuity and convergence and provides a
general framework to study the concept of a limit. Algebra studies all kinds of
operations and provides a basis for algorithms and calculations. In applications,
in higher level domains of mathematics, such as functional analysis, dynamical
systems, representation theory, and others, topology and algebra come in contact
most naturally. Many of the most important objects of mathematics represent
a blend of algebraic and of topological structures. Topological function spaces
and linear topological spaces in general, topological groups and topological �elds,
transformation groups, topological lattices are objects of this kind. Very often an
algebraic structure and a topology come naturally together; this is the case when
they are both determined by the nature of the elements of the set considered. The
rules that describe the relationship between a topology and algebraic operation
are almost always transparent and natural the operation has to be continuous,
jointly continuous, jointly or separately. In the 20th century many topologists and
algebraists have contributed to the topological algebra. Some outstanding math-
ematicians were involved, among them Dieudonné, Pontryagin, Weyl. Hoops are
naturally ordered commutative residuated integral monoids, introduced by Bos-
bach in [6, 7]. In the last years, the hoops theory have enriched with deep structure
theorems [1, 2, 3, 4, 5, 6, 7, 12]. Many of these results have a strong impact with
fuzzy logic. Particularly, from the structure theorem of �nite basic hoops ([2],
Corollary 2.10) one obtains an elegant short proof of the completeness theorem for
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the propositional basic logic ([2], Theorem 3.8), introduced by Hájek in [9]. The
algebraic structures corresponding to Hájek's propositional (fuzzy) basic logic,
BL-algebras, are particular cases of hoops. Now, in this paper, we introduce the
concept of (semi)topological hoops and we bring some useful examples of them.

2. Preliminaries

In this section, we gather some basic notions relevant to hoop which will need in
the next sections.

A hoop is an algebraic structure (A,�,→, 1) of type (2, 2, 0) such that, for all
x, y, z ∈ A:
(HP1) (A,�, 1) is a commutative monoid.
(HP2) x→ x = 1.
(HP3) (x� y)→ z = x→ (y → z).
(HP4) x� (x→ y) = y � (y → x).

On a hoop A we de�ne x 6 y if and only if x→ y = 1. Then ” 6 ” is a partial
order on A. A hoop A is bounded if, for all x ∈ A, there is an element 0 ∈ A
such that 0 6 x. Let A be a bounded hoop. For all x ∈ A, we de�ne a negation
” ′ ” on A by, x′ = x → 0. If (x′)′ = x, for all x ∈ A, then the bounded hoop A
is said to have the double negation property, or (DNP) for short. Finally, we let
x0 = 1, xn = xn−1 � x, for any n ∈ N (cf. [2]).

Example 2.1. (cf. [8]) (i) Let G = (G,+,−, 0,∨,∧) be an `-group and 0 6 u ∈
G. Suppose that operations � and → on G[u] = [0, u] are de�ned as follows:

x� y = (x− u+ y) ∨ 0 , x→ y = (y − x+ u) ∧ 0.

Then by routine calculations we can see that G[u] = (G[u],�,→, u) is a hoop.
(ii) Let A = {0, a, b, c, d, 1} and operations � and → on A are de�ned as follows:

→ 0 a b c d 1
0 1 1 1 1 1 1
a c 1 b c b 1
b d a 1 b a 1
c a a 1 1 a 1
d b 1 1 b 1 1
1 0 a b c d 1

� 0 a b c d 1
0 0 0 0 0 0 0
a 0 a d 0 d a
b 0 d c c 0 b
c 0 0 c c 0 c
d 0 d 0 0 0 d
1 0 a b c d 1

Then with these operations A is a bounded hoop with (DNP).

The following proposition provides some properties of hoops.



On (semi)topological hoops 163

Proposition 2.2. (cf. [6, 7]) Let A be a hoop. Then, for all x, y, z ∈ A, the
following conditions hold:

(i) (A,6) is a meet-semilattice with x ∧ y = x� (x→ y).
(ii) x� y 6 z if and only if x 6 y → z.
(iii) x� y 6 x, y.
(iv) x 6 y → x.
(v) x→ 1 = 1.

(vi) 1→ x = x.
(vii) x 6 y → (x� y).

(viii) x� (x→ y) 6 y.
(ix) x 6 (x→ y)→ y.
(x) x 6 y implies x� z 6 y � z.
(xi) x 6 y implies z → x 6 z → y.

(xii) x 6 y implies y → z 6 x→ z.
(xiii) (x→ y) 6 (y → z)→ (x→ z).

Proposition 2.3. (cf. [8]) Let A be a bounded hoop. Then, for all x, y ∈ A, the
following conditions hold:

(i) 1′ = 0 and 0′ = 1.
(ii) x 6 x′′.

(iii) x� x′ = 0.
(iv) x′′′ = x′.
(v) x′ 6 x→ y.
(vi) If x = x′′, then x→ y = y′ → x′.

(vii) x = x′′ if and only if (x→ y)→ y = (y → x)→ x.

Proposition 2.4. (cf. [8]) Let A be a hoop and for any x, y ∈ A, we de�ne,

x t y = ((x→ y)→ y) ∧ ((y → x)→ x)

Then, for all x, y, z ∈ A, the following conditions are equivalent:

(i) t is associative operation on A,
(ii) x 6 y implies x t z 6 y t z,

(iii) x t (y ∧ z) 6 (x t y) ∧ (x t z),
(iv) t is the join operation on A.

A hoop A is called a t-hoop, if t is a join operation on A.

Remark 2.5. (cf. [8]) t-hoop (A,t,∧) is a distributive lattice.

Let A be a hoop. A non-empty subset F of A is called a �lter of A if,
(F1) x, y ∈ F implies x� y ∈ F .
(F2) x 6 y and x ∈ F imply y ∈ F , for any x, y ∈ A.
We use F(A) to denote the set of all �lters of A. Clearly, 1 ∈ F , for all

F ∈ F(A). F ∈ F(A) is called a proper �lter if F 6= A. It can be easily seen that,
if A is a bounded hoop, then a �lter is proper if and only if it does not contain 0
(cf. [8]).
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Proposition 2.6. (cf. [8]) Let A be a hoop and F be a non-empty subset of
A. Then F ∈ F(A) if and only if 1 ∈ F and if, for any x, y ∈ A, x ∈ F and
x→ y ∈ F , then y ∈ F .

Let A be a hoop and F ∈ F(A). We de�ne a binary relation ∼F on A by
x ∼F y if and only if x → y, y → x ∈ F , for any x, y ∈ A. Then ∼F is a
congruence relation on A. Let A/F = {x | x ∈ A}, where x = {y ∈ A | x ∼F y}.
Then the binary relation 6 on A/F de�ned by:

x 6 y if and only if x→ y ∈ F,

is a partial order on A/F (cf. [9]). Thus (A/F,⊗, , 1A/F ) is a hoop, where for
any x, y ∈ A:

1A/F = 1, x⊗ y = x� y, x y = x→ y.

In the follows, we recall some de�nitions of topological spaces.
A set X with a family T of its subsets is called a topological space, denoted by
(X, T ), if X, ∅ ∈ T and T is closed under a �nite intersection and arbitrary union.
The members of T are called open sets of X and the complement of U ∈ T , that
is U c, is said to be a closed set. If B is a subset of X, the smallest closed set
containing B is called the closure of B and denoted by B. A subfamily {Uα} of
T is said to be a base of U if for any x ∈ U ∈ T , there exists an α such that
x ∈ Uα ⊆ U, or equivalently, each U ∈ T is the union of members of {Uα}. A
subset P of a topological space (X, T ) is said to be a neighborhood of x ∈ X if
there exists an open set U such that x ∈ U ⊆ P. A topological space X is said to
be disconnected if it is the union of two disjoint non-empty open sets. Otherwise,
X is said to be connected (cf. [10, 11]).

Let (A, ∗) be an algebra of type 2 and T be a topology onA. ThenA = (A, ∗, T )
is called:
• left (right) topological algebra if for each a ∈ A, the map la : A→ A(ra : A→ A)
is de�ned by x → a ∗ x(x → x ∗ a) is continuous, or equivalently, for any x ∈ A,
and any open neighborhood U of a∗x(x∗a), there exists an open neighborhood V
of x such that a ∗ V ⊆ U(V ∗ a ⊆ U). In this case we also call that the operation
∗ is continuous in the second (�rst) variable.
• semitopological algebra if A is a right and left topological algebra. In this case
we also call that the operation ∗ is continuous in each variable separately.
• topological algebra if the operation ∗ is continuous, or equivalently, if for any
x, y ∈ A and any open neighborhoodW of x∗y, there exist two open neighborhoods
U and V of x and y, respectively, such that U ∗ V ⊆W (cf. [11]).

Proposition 2.7. (cf. [11]) Let (A, ∗) be a commutative algebra of type 2 and
T be a topology on A. Then, right and left topological algebras are equivalent.
Moreover, (A, ∗, T ) is a semitopological algebra if and only if it is right or left
topological algebra.

Let A be a non-empty set, {∗i}i∈I be a family of operations of type 2 on A
and T be a topology on A. Then:
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(i) (A, {∗i}i∈I , T ) is a right(left) topological algebra if for any i ∈ I, (A, ∗i, T )
is a right (left) topological algebra,

(ii) (A, {∗i}i∈I , T ) is a (semi)topological algebra if for all i ∈ I, (A, ∗i, T ) is a
(semi)topological algebra (cf. [11]).

Note: From now one, A is a hoop and T is a topology on A.

3. (Semi)topological hoop

In this section we de�ne the notions of (semi)topological hoop and state and prove
some related results.

De�nition 3.1. Let (A, {∗i}, T ), where {∗i} ⊆ {�,→}, be a (semi)topological
algebra. Then (A, {∗i}, T ) is called a (semi)topological hoop. Moreover, we say
(A, T ) is a (semi)topological hoop if (A,�,→, T ) is a (semi)topological hoop.

Note: Let U, V ⊆ A. Then we de�ne U � V , U → V and U × V as follows:

U � V = {x� y | x ∈ U, y ∈ V }, U → V = {x→ y | x ∈ U, y ∈ V }.

Example 3.2. (i) Every hoop with the discrete topology is a topological hoop.
(ii) Let A = {0, a, b, 1} be a set. De�ne the operations � and → on A as

follows:
� 0 a b 1

0 0 0 0 0
a 0 a a a
b 0 a b b
1 0 a b 1

→ 0 a b 1

0 1 1 1 1
a 0 1 1 1
b 0 a 1 1
1 0 a b 1

Then A with these operations and the topology T = {∅, {0}, {1, a, b}, A} is a
bounded topological hoop.

Note: We know that, any topological hoop is always a semitopological hoop. In
the following example we show that every semitopological hoop is not a topological
hoop, in general.

Example 3.3. Let A = {0, a, b, 1} be a set. De�ne the operations � and → on A
as follows:

� 0 a b 1

0 0 0 0 0
a 0 0 a a
b 0 a b b
1 0 a b 1

→ 0 a b 1

0 1 1 1 1
a a 1 1 1
b 0 a 1 1
1 0 a b 1

Then A with these operations and the topology T = {∅, {1, b}, {1, a, b}, A} is a
semitopological hoop, but it is not a topological hoop. Because 0→ 0 = 1 ∈ {1, b}
and A→ A = A and it is clear that A * {1, b}.
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Example 3.4. Let � and → on the real unit interval A = [0, 1] be de�ned as
follows:

x� y = min{x, y} and x→ y =

{
1 x 6 y
y otherwise

Then A with these operations is a bounded hoop.
Now, let T be a topology on A with the base B = {(a, b]∩A | a, b ∈ R}. Then

V = (a, 0] ∩A = {0} for a < 0, and so {0} is an open neighborhood of 0.
We prove (A,�, T ) is a topological hoop. For this, let x, y ∈ A and U ∈ T

such that x� y ∈ U .
Case 1: Let x = y = 0. Then {0} is an open neighborhood of 0 and x � y ∈

{0} � {0} ⊆ U .
Case 2: Let x = 0 and 0 6= y. Then x � y = 0 ∈ U . Since {0} is an open

neighborhood of 0 and y ∈ (0, y], we have x� y ∈ {0} � (0, y] = {0} ⊆ U .
Case 3: Let 0 6= x = y. Then x � x = x ∈ U . Hence (0, x] ∩ U is an open

neighborhood of x such that x� x ∈ ((0, x] ∩ U)� ((0, x] ∩ U) ⊆ U.
Case 4: Let x < y. Then x � y = x ∈ U . Since x ∈ (0, x] ∩ U ∈ T and

y ∈ (x, y] ∈ T , we obtain x� y ∈ ((0, x] ∩ U)� (x, y] = (0, x] ∩ U ⊆ U.
Case 5: Let x > y. Then x � y = y ∈ U . Since x ∈ (y, x] and y ∈ (0, y] ∩ U ,

x� y ∈ (y, x]� ((0, y] ∩ U) = (0, y] ∩ U ⊆ U.
Hence, (A,�, T ) is a topological hoop. Now, we prove that (A,→, T ) is not a

topological hoop. For this, we consider 1/2 → 1/2 = 1 ∈ (1/2, 1]. Let a ∈ R and
(a, 1/2] be a neighborhood of 1/2. Suppose b = (a + 1/2)/2. Then b ∈ (a, 1/2],
and so b < 1/2. Hence, 1/2→ b = b /∈ (1/2, 1].

Proposition 3.5. Let x2 = x, for all x ∈ A. Then there exists a topology T on
A such that � is continuous.

Proof. Let a ∈ A. De�ne Aa = {x ∈ A | x � a = a}. Clearly, a ∈ Aa. We prove
that Aa ∈ F(A). For this, let x, y ∈ Aa. Then x� a = y � a = a. By (HP1),

(x� y)� a = x� (y � a) = x� a = a.

Hence, x� y ∈ Aa. Also, suppose x 6 y and x ∈ Aa, for some x, y ∈ A. Then by
Proposition 2.2(iii) and (x), we have a = x � a 6 y � a 6 a. Thus, y � a = a.
Hence, y ∈ Aa, and so Aa ∈ F(A), for all a ∈ A. Let B = {Aa | a ∈ A}. Suppose
a ∈ Ax ∩Ay and z be an arbitrary element of Aa. Then

z � x = z � (a� x) = (z � a)� x = a� x = x

and

z � y = z � (a� y) = (z � a)� y = a� y = y.

Thus, z ∈ Ax ∩Ay, and so B is a basis. Let T be a topology generated by B. We
prove that � is continuous. Let x, y ∈ A. Then x� y ∈ Ax�y. Since x ∈ Ax and
y ∈ Ay, it is enough to prove that Ax�Ay ⊆ Ax�y. Let α ∈ Ax�Ay. Then there
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exist a ∈ Ax and b ∈ Ay such that α = a� b. Since a ∈ Ax and b ∈ Ay, a� x = x
and b� y = y, respectively. Thus, by (HP1),

α� (x� y) = (a� b)� (x� y) = (a� x)� (b� y) = x� y.

Hence, α ∈ Ax�y. Therefore, � is continuous.

Proposition 3.6. Let A be bounded with (DNP ). Then (A,→, T ) is a semitopo-
logical hoop if and only if (A,�,′ , T ) is a semitopological hoop.

Proof. (⇒) Let (A,→, T ) be a semitopological hoop. It is clear that ′ is continuous.
Now, we prove that � is continuous in the second variable. Let x � y ∈ U ∈ T .
Since A has (DNP), by (HP3)

x� y = (x� y)′′ = ((x� y)→ 0)→ 0 = (x→ (y → 0))→ 0 = (x→ y′)′,

hence (x → y′)′ ∈ U . Since ′ is continuous, there exists V ∈ T , such that
x→ y′ ∈ V and V ′ ⊆ U . Also, since → is continuous in the second variable, there
exists W ∈ T , such that y′ ∈ W and x → y′ ∈ x → W ⊆ V . Again, since ′ is
continuous, there is Q ∈ T such that y ∈ Q and y′ ∈ Q′ ⊆ W . Now, Q ∈ T is an
open neighborhood of y ∈ Q and x� y ∈ x�Q ⊆ U , because if z ∈ Q, then

x� z = (x→ z′)′ ∈ (x→ Q′)′ ⊆ (x→W )′ ⊆ V ′ ⊆ U.

Since the operator � is commutative, � is continuous in each variable. Hence,
(A,�,′ , T ) is a semitopological hoop.

(⇐) Let (A,�,′ , T ) be a semitopological hoop. We prove that (A,→, T ) is a
semitopological hoop. For this, we prove that → is continuous in two variables.
At �rst, we show that→ is continuous in the second variable. Let x→ y ∈ U ∈ T .
Since A has (DNP), by (HP3),

(x� y′)′ = x→ y′′ = x→ y ∈ U

Since ′ is continuous, there exists an open neighborhood V of x � y′ such that
V ′ ⊆ U . Also, since � is continuous in the second variable, there exists an open
neighborhood W of y′ such that x� y′ ∈ x�W ⊆ V . Again, since ′ is continuous,
there is Q ∈ T , such that y ∈ Q and Q′ ⊆ W . Now, Q is an open neighborhood
of y such that x→ y ∈ x→ Q ⊆ U , because if z ∈ Q, then

x→ z = (x� z′)′ ∈ (x�Q′)′ ⊆ (x�W )′ ⊆ V ′ ⊆ U.

Now, we prove that → is continuous in the �rst variable. For this, let x → y ∈
U ∈ T . Then x → y = (x � y′)′ ∈ U . Since ′ is continuous, there is V ∈ T such
that x � y′ ∈ V and V ′ ⊆ U . Since � is continuous in the �rst variable, there
exists Q ∈ T , x ∈ Q and x� y′ ∈ Q� y′ ⊆ V . Thus, Q is an open neighborhood
of x such that

x→ y = (x� y′)′ ∈ (Q� y′)′ ⊆ V ′ ⊆ U
Hence, → is continuous in the �rst variable.
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Theorem 3.7. Let A be bounded with (DNP ). If (A,→, T ) is a topological hoop,
then (A, T ) is a topological hoop.

Proof. Let→ be continuous. Then the maps ′ and f : A×A ↪→ A×A by f(x, y) =
(x, y′), both, are continuous. Since for each x, y ∈ A, x � y = (x → y′)′, we get
that � is the composite of continuous maps f,→ and ′. Hence � is continuous.

For an arbitrary element a ∈ A we de�ne the subset

V (a) = {x ∈ A | x→ a, a→ x ∈ V }.

Theorem 3.8. There is a nontrivial topology T on A such that (A, T ) is a topo-
logical hoop.

Proof. Let

T = {U ⊆ A | for every a ∈ U, there exists F ∈ F(A) such that F (a) ⊆ U}.

Suppose {Ui : i ∈ I} is a collection of members of T . For any x ∈
⋃
Ui, there

are F ∈ F(A) and j ∈ I such that F (x) ⊆ Uj ⊆
⋃
Ui. Hence

⋃
Ui ∈ T . On

the other hand, for any x ∈
⋂
Ui and any i ∈ I, there are Fi ∈ F(A) such that

x ∈ Fi(x) ⊆ Ui. Let F =
⋂
Fi. Then x ∈ F (x) ⊆

⋂
Ui. Hence

⋂
Ui ∈ F(A). Thus,

T is a topology on A. Let F ∈ F(A), x ∈ A and y ∈ F (x). If z ∈ F (y), then z → y
and y → z, both, are in F. Since y → x and x → y, both, are in F, we get that
z → x ∈ F and x→ z ∈ F. Hence F (y) ⊆ F (x) and so F (x) is in T . Therefore, T
is nontrivial topology. Let ∗ ∈ {�,→}, F ∈ F(A) and x, y ∈ A. Since F (x) = x
and F (y) = y, F (x ∗ y) = F (x) ∗ F (y). This proves that ∗ is continuous.

Corollary 3.9. Let T be as in Theorem 3.8 and X ⊆ A. Then:
(i) for each F ∈ F(A), F (X) is an open and closed subset of A. Moreover,

each �lter is an open and closed set,
(ii) X =

⋂
{F (X) | F ∈ F(A)}.

Proof. (i). Let F ∈ F(A), and y ∈ F (X). Then, F (y) ∩ F (X) 6= ∅. Hence there
is x ∈ X, such that F (y) = F (x) and so y ∈ F (x) ⊆ F (X). Therefore, F (X) is
closed. But F (X) is open because it is a union of open sets.

(ii). Let X ⊆ A and x ∈ X. Since for all F ∈ F(A), x→ x = 1 ∈ F , we have
x ∈ F (x), and so x ∈

⋂
{F (X) | F ∈ F(A)}.

Conversely, let x ∈
⋂
{F (X) | F ∈ F(A)}. Then, for all F ∈ F(A), x ∈ F (X).

Since F (X) =
⋃
a∈X F (a), there exists b ∈ X such that x ∈ F (b). Moreover, since

x→ b ∈ F and b→ x ∈ F , we have b ∈ F (x) ∩X. Hence, x ∈ X.

Theorem 3.10. Let Ω be a family of nonempty subsets of A such that Ω is closed
under intersection and for each x, y ∈ A and V ∈ Ω,

(i) if x ∈ V and x 6 y, then y ∈ V,
(ii) if x ∈ V, then there exists U ∈ Ω such that U(x) ⊆ V,
(iii) there exists W ∈ Ω such that W (x) ⊆ V , for any x ∈W or equivalently,
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W (W ) ⊆ V.
Then there is a nontrivial topology T on A such that (A, T ) is a topological hoop.

Proof. It is easy to prove that F(A) ⊆ Ω. Let

T = {O ⊆ A | for every a ∈ O, there exists V ∈ Ω such that V (a) ⊆ O}.

Firstly, we prove that T is closed under union and intersection. For this let
{Oi : i ∈ I} ⊆ T . Then, for every a ∈

⋃
Oi, there exist i ∈ I and V ∈ Ω such

that a ∈ V (a) ⊆ Oi ⊆
⋃
Oi. Hence T is closed under union. For any a ∈

⋂
Oi

and any i ∈ I, there exists Vi ∈ Ω such that a ∈ Vi(a) ⊆ Oi. Put V =
⋂
Vi,

then V (a) ⊆
⋂
Vi(a) ⊆

⋂
Oi and so T is closed under intersection. Hence, T is a

topology on A. Now, we prove that for each V ∈ Ω and a ∈ A, V (a) is an open set.
Let a ∈ A, V ∈ Ω and x ∈ V (a). Then, x→ a, a→ x ∈ V . By (ii), there exist U1

and U2 ∈ Ω such that U1(a→ x) ⊆ V and U2(x→ a) ⊆ V. Put W = U1 ∩U2 ∈ Ω.
If y ∈W (x), then x→ y and y → x ∈W . By Proposition 2.2(xiii),

x→ y 6 (y → a)→ (x→ a), y → x 6 (x→ a)→ (y → a).

By (i),

(y → a)→ (x→ a) ∈W, (x→ a)→ (y → a) ∈W

Thus,

y → a ∈W (x→ a) ⊆ (U1 ∩ U2)(x→ a) ⊆ U2(x→ a) ⊆ V.

By the similar way, we can see that a → y ∈ V . Then obviously, W (x) ⊆ V (a).
Hence, V (a) is an open set and T is a nontrivial topology. Clearly, the set B =
{V (a) : V ∈ Ω, a ∈ A} is a base for T .

Now we prove that (A, T ) is a topological hoop. At �rst, we show that � is
continuous. Let x� y ∈ O ∈ T . Consider V ∈ Ω such that V (x� y) ⊆ O. By (i),
1 ∈ V, so x � y ∈ V (x � y). By (iii), there is W ∈ Ω such that W (W ) ⊆ V. Let
u ∈ W (x) and v ∈ W (y). Then u → x, x → u, v → y and y → v, all, belong to
W . By Proposition 2.2(iv), (x→ u) 6 [(x� y)→ (u� v)]→ (x→ u) and by (i),
[(x� y)→ (u� v)]→ (x→ u) ∈W. On the other hand, we have

(x→ u)→ ((x� y)→ (u� v)) = (x→ u)→ [x→ (y → (u� v))], by (HP3)

= [x� (x→ u)]→ [y → (u� v)], by Prop. 2.2

> u→ [y → (u� v)], by Prop. 2.2

> y → v.

Since W ∈ Ω and y → v ∈ W , by (i), (x→ u)→ ((x� y)→ (u� v)) ∈ W. Thus,
(x�y)→ (u�v) ∈W (x→ u) ⊆W (W ) ⊆ V. Hence, (x�y)→ (u�v) ∈ V . By the
similar way, we have (u� v)→ (x� y) ∈ V . Therefore, W (x)�W (y) ⊆ V (x� y).
This proves that � is continuous.
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Now, we prove that → is continuous. Let x → y ∈ V (x → y). By (iii),
there is W ∈ Ω such that W (W ) ⊆ V. Let u ∈ W (x) and v ∈ W (y). Then
u→ x, x→ u, v → y and y → v ∈W . By (HP3) we have,

(v → y)→ ((u→ v)→ (x→ y)) = [(u→ v)� (v → y)]→ (x→ y), by Prop. 2.2

≥ (u→ y)→ (x→ y), by (HP3)

= x→ ((u→ y)→ y), by Prop. 2.2

≥ x→ u

Since W ∈ Ω and x → u ∈ W , by (i), (v → y) → ((u → v) → (x → y)) ∈ W .
Also, by Proposition 2.2(iv), v → y 6 ((u → v) → (x → y)) → (v → y). Again,
since W ∈ Ω and v → y ∈ W , by (i), ((u → v) → (x → y)) → (v → y) ∈ W.
Thus, (u → v) → (x → y) ∈ W (v → y) ⊆ W (W ) ⊆ V. This implies that
(u → v) → (x → y) ∈ V . By the similar way, we have (x → y) → (u → v) ∈ V .
Therefore, W (x)→W (y) ⊆ V (x→ y) which implies that → is continuous.

Corollary 3.11. Let T be the topology in Theorem 3.10 and X ⊆ A. Then:
(i) for each V ∈ Ω, V (X) is an open and closed subset of A,
(ii) X =

⋂
{F (X) | F ∈ F(A)}.

Proof. (i). Let V ∈ Ω and y ∈ V (X). Then there exists a net {yi : i ∈ I} which
convergence to y. Since → is continuos, the nets {yi → y} and {y → yi}, both,
convergence to 1. Since 1 ∈ V, yi → y and y → yi, both, are in V, for some i ∈ I.
Hence y ∈ V (yi) ⊆ V (X). Therefore, V (X) is closed. But it is open because it is
the union of open sets.

(ii). The proof is similar to the proof of Corollary 3.9(ii).

Proposition 3.12. If (A, T ) is a topological hoop, then (A,∧, T ) is a topological
hoop.

Proof. Let f : A × A → A × A by f(x, y) = (x, x → y), for all x, y ∈ A. Since
(A,→, T ) is a topological hoop, f is continuous. Also, by Proposition 2.2(i),

∧(x, y) = x ∧ y = x� (x→ y) = (� ◦ f)(x, y).

Since � and f are continuous, ∧ is continuous. Therefore, (A,∧, T ) is a topological
hoop.

Proposition 3.13. Let A be a t-hoop and T be a topology on A. Then:
(i) if (A,∧,→, T ) is a topological hoop, then (A,t, T ) is a topological hoop,
(ii) if A has (DNP ) and (A,→, T ) is a topological hoop, then (A,t, T ) is a

topological hoop.

Proof. (i). Let f : A × A → A is de�ned by f(x, y) = (x → y) → y and
g : A × A → A by g(x, y) = (y → x) → x, for all x, y ∈ A. Since (A,→, T ) is
a topological hoop, f and g are continuous. Also, de�ne f ∧ g : A × A → A by
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(f ∧ g)(x, y) = f(x, y) ∧ g(x, y), for all x, y ∈ A. Since (A,→, T ) is a topological
hoop, by Proposition 3.12, ∧ is continuous. Then f ∧ g is continuous. Moreover,

t(x, y) = xty = ((x→ y)→ y)∧((y → x)→ x) = f(x, y)∧g(x, y) = (f∧g)(x, y).

Hence, t = f ∧ g is continuous.
(ii). Let x, y ∈ A, U ∈ T and x t y ∈ U . Since A has (DNP), by Proposition

2.3(vii), x t y = (x→ y)→ y. Moreover, since (A,→, T ) is a topological hoop, t
is continuous.

Theorem 3.14. Let T be a topology on A and h : A3 → A2 is de�ned by
h(a, b, c) = (a → b, b → c), for all a, b, c ∈ A. If {1} is an open set and h is
continuous, then (A, T ) is a topological hoop.

Proof. Let a ∈ A and ha(b) = (a → b, b → a). Since h is continuous, ha is
continuous. Now, since {1} is open, {1} × {1} is open in A2. On the other hand,

h−1a (1, 1) = {b ∈ A | ha(b) = (1, 1)} = {b ∈ A | (a→ b, b→ a) = (1, 1)}
= {b ∈ A | a→ b = 1, b→ a = 1} = {b ∈ A | b = a} = {a}.

Hence, {a} is an open set and T is a discrete topology. Therefore, (A, T ) is a
topological hoop.

Theorem 3.15. Let (A,→, T ) be a semitopological hoop. If {1} is an open set,
then (A, T ) is a topological hoop.

Proof. Let {1} be an open set and x ∈ A. Since (A, T ) is a semitopological hoop
and x → x = 1 ∈ {1}, there is an open sets U such that x ∈ U , x → U = 1 and
U → x = {1}, which implies that U = {x}. Hence T is a discrete topology on A
and so (A, T ) is a topological hoop.

Proposition 3.16. Let (A,→, T ) be a topological hoop and F ∈ F(A). Then:
(i) if 1 is an interior point of F , then F is an open set,
(ii) if F is an open set, then F is closed,
(iii) if A is connected, then A has no open proper �lter.

Proof. Let (A,→, T ) be a topological hoop and F ∈ F(A).
(i). Suppose x ∈ F. Since 1 is an interior point of F, there exists U ∈ T such

that x → x = 1 ∈ U ⊆ F . Since → is continuous, there exists V ∈ T such that
x ∈ V and V → V ⊆ F . Now, for all y ∈ V , we have x → y ∈ V → V ⊆ F , and
so x → y ∈ F . Since F ∈ F(A) and x ∈ F , by Proposition 2.6, y ∈ F . Thus,
y ∈ V ⊆ F which implies that F is an open set.

(ii). Let F be an open set. We prove that F is closed. For this, we show that
F c is an open set. Let x ∈ F c. Then x /∈ F . Since x → x = 1 ∈ F ∈ T and →
is continuous, there exists U ∈ T such that x ∈ U and U → U ⊆ F . Now, we
prove that U ⊆ F c. For this, let U ∩ F 6= ∅. Then there is y ∈ U ∩ F such that
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y → U ⊆ F . So, for all z ∈ U , y → z ∈ F . Since F ∈ F(A), by Proposition 2.6,
z ∈ F , and so U ⊆ F . Thus, x ∈ F , which is a contradiction. Then U ∩ F = ∅.
Hence, x ∈ U ⊆ F c shows that F c is an open set and so F is closed.

(iii). Suppose F is an open �lter of A. Then by (ii), F is closed. Since A is
connected, we have A = F .

A topological space A is called totally disconnected, if every connected subset
X ⊆ A is either empty or a singleton. A subset X of A is called a component
subspace, if it is the maximal connected subspace (cf. [11]).

Proposition 3.17. Let (A,→, T ) be a semitopological hoop. Then A is totally
disconnected if and only if every its connected subset containing 1 consists just 1.

Proof. (⇒) Suppose A is totally disconnected and X ⊆ A is a connected of 1.
Then it is clear that X = {1}.

(⇐) Let D be a connected subset of A and x ∈ D. Then by (HP2), 1 ∈ (D →
x)∩ (x→ D). Since (A,→, T ) is a semitopological hoop and D is connected, it is
clear that x → D and D → x are connected. By assumption, D → x = {1} and
x→ D = {1} and so D = {x}. Therefore, A is totally disconnected.

Proposition 3.18. Let (A, T ) be a topological hoop and C ⊆ A be a component
of 1 which contains all connected subset of A. Then C is a �lter of A.

Proof. Let a ∈ C. Since (A,�, T ) is a topological hoop, a�C is a connected subset
of A. Since a ∈ C ∩ (a�C), the set C ∪ (a�C) is a connected subset of A which
contains 1. By assumption, C∪(a�C) ⊆ C, and so a�C ⊆ C. Hence, C�C ⊆ C.
Now, suppose that x 6 y and x ∈ C, for some x, y ∈ A. Then x ∧ y = x ∈ C.
Thus, x = x ∧ y ∈ C ∧ y. Since (A, T ) is a topological hoop, by Proposition 3.12,
(A,∧, T ) is a topological hoop. Thus, C ∧ y is a connected set, and so C ∧ y ⊆ C.
Hence, y = 1 ∧ y ∈ C ∧ y ⊆ C, and so y ∈ C. Therefore, C ∈ F(A).

Let A be a hoop and F ∈ F(A). In the preliminary, we saw that A/F is
a quotient hoop and πF : A → A/F is a canonical epimorphism. Let T be a
topology on A and U be a subset of A/F . Then we say that U is an open subset
of A/F if and only if π−1F (U) is an open subset of A. Now, if we consider

T = {U ⊆ A/F | π−1F (U) ∈ T }

then it is easy to show that T is a topology on A/F . This topology on A/F is
called the quotient topology induced by πF . It is well known that it is the largest
topology on A/F making πF continuous.

Theorem 3.19. Let A be a hoop and F ∈ F(A). If (A, T ) is a (semi)topological
hoop and πF is an open set, then (A/F, T ) is a (semi)topological hoop.



On (semi)topological hoops 173

Proof. Let (A, T ) be a topological hoop, ? ∈ {⊗, } and x ? y ∈ V ∈ T , for
x, y ∈ A/F . Then x ∗ y ∈ V , for some ∗ ∈ {�,→}. Since πF is continuous,
x ∗ y ∈ π−1F (V ) ∈ T . Since (A, T ) is a topological hoop, there exist U,W ∈ T such
that x ∈ U , y ∈W and x ∗ y ∈ U ∗W ⊆ π−1F (V ). Since πF is an open map, πF (U)
and πF (W ) are in T , x ∈ πF (U), y ∈ πF (W ) and x ? y ∈ πF (U) ? πF (W ) ⊆ V.
Hence, (A/F, ?, T ) is a topological hoop.

Proposition 3.20. Let (A, T ) be a topological hoop and F ∈ F(A). Then:

(i) A/F has a discrete topology if and only if F is open,

(ii) if (A, T ) is a compact topological hoop, then A/F is a discrete �nite topolo�

gical hoop if and only if F is open.

Proof. (i). Since A/F has a discrete topology, every single set such as {x/F} is
open, for any x ∈ A. Since 1 ∈ A, {1/F} is open. Since {1/F} = F , F is open.
Conversely, if F is an open set, then {1/F} is an open set, too. Since A/F is a
hoop, by Theorem 3.15, A/F has a discrete topology.

(ii). Suppose A is compact. Since π is a continuous epimorphism, π(A) = A/F
is compact. Let F is open. Then by (i), A/F has a discrete topology and so every
single subset is open. Moreover, since A/F is compact, A/F is equal to union of
�nite open subsets. Thus A/F is �nite. The converse, by (i) is clear.

De�nition 3.21. (cf. [11]) Let (X, T ) be a topological space and x ∈ X. A local
basis at x is a set B of open neighborhoods of x such that for all U ∈ T if x ∈ U,
then there exists H ∈ B such that x ∈ H ⊆ U .

Lemma 3.22. Let F ∈ F(A). If T is a topology on A and T is the quotient
topology on A/F , then for each x ∈ A, π−1F (πF (x)) = x. Moreover, if V ∈ T , then
there exists U ∈ T such that πF (U) = V .

Proof. The proof is easy.

Theorem 3.23. Let (A, T ) be a semitopological hoop and F ∈ F(A). Then

B = {π(U ∗ x) | U ∈ T , 1 ∈ U, x ∈ A}

is a local base of the space A/F at the point x/F ∈ A/F , such that ∗ ∈ {�,→}
and the map π : A→ A/F is open.

Proof. Let U ∈ T . Since 1 ∈ U , it is clear that x ∈ U ∗ x, for all x ∈ A. Thus,
x/F ∈ π(U ∗ x). Now, suppose that x/F ∈ A/F . Then there exists W ∈ T such
that x/F ∈ W . Since W is open and π is continuous, we have x ∈ π−1(W ) = O.
On the other hand, by (HP1), x = 1 ∗ x ∈ O. Since ∗ is continuous, there exists
U ∈ T such that 1 ∈ U and x ∈ U ∗ x ⊆ O. Thus,

x/F ∈ π(U ∗ x) ⊆ π(O) = π(π−1(W )) = W
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and so π−1(π(U ∗ x)) ⊆ O. By Lemma 3.22, π−1(π(U ∗ x)) = (U ∗ x)/F ⊆ O.
Thus, π(U ∗x) ⊆W . Hence, B is a local basis. By de�nition of quotient topology,
π(U ∗ x) = (U ∗ x)/F =

⋃
y∈U∗x y/F and by Lemma 3.22,

π−1(π(U ∗ x)) = (U ∗ x)/F =
⋃

y∈U∗x
y/F .

Since
⋃
y∈U∗x y/F is open in A and π is continuous, we get π(U ∗ x) is open in T .

Therefore, π is open.
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A characterization of elementary abelian 3-groups

Chimere S. Anabanti

The author dedicates this paper to Professor Sarah Hart with admiration and respect.

Abstract. We give a characterization of elementary abelian 3-groups in terms of their maximal

sum-free sets. A corollary to our result is that the number of maximal sum-free sets in an

elementary abelian 3-group of �nite rank n is 3n − 1.

1. Preliminaries

The well-known result of Schur which says that whenever we partition the set of
positive integers into a �nite number of parts, at least one of the parts contains
three integers x, y and z such that x + y = z introduced the study of sum-free
sets. Schur [13] gave the result while showing that the Fermat's last theorem does
not hold in Fp for su�ciently large p. The concept was later extended to groups
as follows: A non-empty subset S of a group G is sum-free if for all s1, s2 ∈ S,
s1s2 /∈ S. (Note that the case s1 = s2 is included in this restriction.) An example
of a sum-free set in a �nite group G is any non-trivial coset of a subgroup of G.
Sum-free sets have applications in Ramsey theory and are also closely related to
the widely studied concept of caps in �nite geometry.

Some questions that appear interesting in the study of sum-free sets are:

(i) How large can a sum-free set in a �nite group be?

(ii) Which �nite groups contain maximal by inclusion sum-free sets of small
sizes?

(iii) How many maximal by cardinality sum-free sets are there in a given �nite
group?

Each of these questions has been attempted by several researchers; though none
is fully answered. For question (i), Diananda and Yap [7], in 1969, following an
earlier work of Yap [18], determined the sizes of maximal by cardinality sum-free
sets in �nite abelian groups G, where |G| is divisible by a prime p ≡ 2(mod 3),
and where |G| has no prime factor p ≡ 2(mod3) but 3 is a factor of |G|. They
gave a good bound in the case where every prime factor of |G| is congruent to

2010 Mathematics Subject Classi�cation: 11B75; 20D60; 20K01; 05E15.
Keywords: Sum-free sets, maximal sum-free sets, elementary abelian groups.
The author was supported by a Birkbeck PhD Scholarship during this study.
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1(mod 3). Green and Ruzsa [10] in 2005 completely answered question (i) in the
�nite abelian case. The question is still open for the non-abelian case, even though
there has been some progress by Kedlaya [11, 12], Gowers [9], amongst others.

For question (ii), Street and Whitehead [14] began research in that area in
1974. They called a maximal by inclusion sum-free set, a locally maximal sum-
free set (LMSFS for short), and calculated all LMSFS in groups of small orders,
up to 16 in [14, 15] as well as a few higher sizes. In 2009, Giudici and Hart [8]
started the classi�cation of �nite groups containing LMSFS of small sizes. Among
other results, they classi�ed all �nite groups containing LMSFS of sizes 1 and 2,
as well as some of size 3. The size 3 problem was resolved in [5]. Question (ii) is
still open for sizes k > 4; though some progress has been made in [1]. For other
works on LMSFS, the reader may see [2, 3, 4, 6].

To be consistent with our notations, we will use the term `maximal' to mean
`maximal by cardinality' and `locally maximal' to mean `maximal by inclusion'.
T rn uceanu [16] in 2014 gave a characterization of elementary abelian 2-groups
in terms of their maximal sum-free sets. His theorem (see Theorem 1.1 of [16])
states that �a �nite group G is an elementary abelian 2-group if and only if the set
of maximal sum-free sets coincides with the set of complements of the maximal
subgroups". The author of [16] didn't de�ne the term maximal sum-free sets. Un-
fortunately, the theorem is false whichever de�nition is used. If we take �maximal�
in the theorem to mean `maximal by cardinality', then a counterexample is the
cyclic group C4 of order 4, given by C4 = 〈x | x4 = 1〉. Here, there is a unique max-
imal (by cardinality) sum-free set namely {x, x3}, and it is the complement of the
unique maximal subgroup. But C4 is not elementary abelian. On the other hand,
if we take �maximal� to mean `maximal by inclusion', then the theorem will still be
wrong since S = {x1, x2, x3, x4, x1x2x3x4} is a maximal by inclusion sum-free set
in C4

2 = 〈x1, x2, x3, x4 | x2
i = 1, xixj = xjxi for 1 6 i, j 6 4〉, but does not coincide

with any complement of a maximal subgroup of C4
2 . These counterexamples were

�rst pointed out in the arXiv manuscript at https://arxiv.org/abs/1611.06546,
which prompted an erratum to be published by the author (see [17]).

For a prime p and n ∈ N, we write Zn
p for the elementary abelian p-group

of �nite rank n. We recall here that the number of maximal subgroups of Zn
p is

n−1∑
k=0

pk. Corollary 1.2 of [16] is that the number of maximal sum-free sets in Zn
2 is

2n − 1. This result is correct in its own right and can be proved by showing that
each maximal sum-free set in Zn

2 is the non-trivial coset of a maximal subgroup of
Zn
2 , and every maximal subgroup of Zn

2 is the complement of a maximal sum-free
set in Zn

2 . In this paper, we give a characterization of elementary abelian 3-groups
in terms of their maximal sum-free sets. Moreover, for prime p > 3, we show
that there is no direct analogue of our result for elementary abelian p-groups of
�nite ranks. For the rest of this section, we state the main result of this paper
and its immediate corollary. We remind the reader that Φ(G) denotes the Frattini
subgroup of G.
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Theorem 1.1. A �nite group G is an elementary abelian 3-group if and only if

the set of non-trivial cosets of each maximal subgroup of G coincides with two

maximal sum-free sets in G, every maximal sum-free set is a non-trivial coset of

a maximal subgroup, and Φ(G) = 1.

Corollary 1.2. The number of maximal sum-free sets in Zn
3 is 3n − 1.

2. Proof of Theorem

Let S be a sum-free set in a �nite group G. We de�ne SS = {xy | x, y ∈ S},
S−1 = {x−1 | x ∈ S} and SS−1 = {xy−1 | x, y ∈ S}. Clearly, S ∩ SS = ∅.
Moreover, S ∩ SS−1 = ∅ as well; for if x, y, z ∈ S with x = yz−1, then xz = y,
contradicting the fact that S is sum-free.

Lemma 2.1. Let S be sum-free in G = Zn
3 (n ∈ N), and let x ∈ S. Then the

following hold:

(i) any two sets in {S, x−1S, xS} are disjoint;

(ii) any two sets in {S, SS−1, S−1} are disjoint.

Moreover, if S is maximal, then the following also hold:

(iii) S ∪ x−1S ∪ xS = G and |S| = |G|
3 ;

(iv) S ∪ SS−1 ∪ S−1 = G.

Proof. (i). As S is sum-free, S ∩ xS = ∅ = S ∩ x−1S. So we only need to show
that xS ∩ x−1S = ∅. Suppose for contradiction that xS ∩ x−1S 6= ∅. Then there
exist y, z ∈ S such that xy = x−1z. This means that y = xz; a contradiction.
Therefore xS ∩ x−1S = ∅.

The proof of (ii) is similar to (i).

For (iii), as S ∪ x−1S ∪ xS ⊆ G, we have that 3|S| ≤ |G|; whence |S| ≤ |G|3 .

Each maximal subgroup of G has size |G|3 . As any non-trivial coset of such a

subgroup is sum-free and has size |G|3 ; such a coset of the maximal subgroup must

be maximal sum-free. Thus, |S| = |G|
3 , and S ∪ x−1S ∪ xS = G.

The proof of (iv) is similar.

Proposition 2.2. Suppose S is a maximal sum-free set in an elementary abelian

3-group G, and let x ∈ S. Then xS = S−1 = SS.

Proof. Let S be a maximal sum-free set in an elementary abelian 3-group G, and
x ∈ S. In the light of Lemma 2.1(iv), we deduce that x−1S = S−1S. Let y ∈ xS.
By Lemma 2.1(i) therefore y 6∈ S∪̇SS−1. So Lemma 2.1(iv) tells us that y ∈ S−1,
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and we conclude that xS ⊆ S−1. On the other hand, if y ∈ S−1, then Lemma
2.1(ii) and Lemma 2.1(iii) yield y ∈ xS; so S−1 ⊆ xS. Therefore xS = S−1. Now,

SS =
⋃
x∈S

xS =
⋃
x∈S

S−1 = S−1. (1)

Thus, xS = S−1 = SS as required.

Suppose p is the smallest prime divisor of the order of a �nite group G, and
H is a subgroup of index p in G. Then H is normal in G. This fact is well-known
but we include a short proof for the reader's convenience. Suppose for a contra-
diction that H is not normal. Then for some g ∈ G, we have Hg 6= H. But

|HgH| = |Hg||H|
|Hg∩H| = |H|2

|Hg∩H| = |H| |H||Hg∩H| > |H|p = |G|; thus HgH = G. There-

fore, g = (gh1g
−1)h2 for some h1, h2 ∈ H. So g = h2h1 ∈ H, and we conclude

that Hg = H; a contradiction. Therefore H is normal in G.

We now prove Theorem 1.1

Proof. Let G be an elementary abelian 3-group of �nite rank n. Clearly, every
maximal subgroup of G has size 3n−1, and the non-trivial cosets of any maximal
subgroup of G yield two maximal sum-free sets in G. Next, we show that every
maximal sum-free set in G is a non-trivial coset of a maximal subgroup of G.
Suppose S is a maximal sum-free set in G. Let x ∈ S be arbitrary, and de�ne H :=
x−1S. We show that H is a subgroup of G. Let a and b be elements of H. Then
a = x−1y and b = x−1z for some y, z ∈ S. Since ab = x−1(x−1yz), it is su�cient
to show that x−1yz ∈ S. Recall from Lemma 2.1(iii) that G = S ∪ x−1S ∪ xS.
From Proposition 2.2 therefore, G = S∪x−1S∪S−1. Now, suppose x−1yz ∈ x−1S.
Then there exists q ∈ S such that x−1yz = x−1q. This implies that yz = q; a
contradiction. Next suppose x−1yz ∈ S−1. Then there exists q ∈ S such that
x−1yz = q−1. So yz = xq−1, and we obtain that x−1q = y−1z−1 = (yz)−1; a
contradiction as x−1q ∈ x−1S, (yz)−1 ∈ (SS)−1 = S by Equation 1, and Lemma
2.1(i) tells us that x−1S ∩ S = ∅. We have shown that x−1yz 6∈ x−1S ∪ S−1.
In the light of G = S ∪ x−1S ∪ S−1 therefore, x−1yz ∈ S; whence, H is closed.

So H is a subgroup of G. As |H| = |x−1S| = |S| = |G|
3 , we conclude that H is

a maximal subgroup of G, and S = xH is a non-trivial coset of H in G. So we
have shown now that every maximal sum-free set in G is a non-trivial coset of a
maximal subgroup of G. The third part that Φ(G) = 1 follows from the fact that
the intersection of maximal subgroups of G is trivial.

Conversely, suppose G is a �nite group such that the set of non-trivial cosets of
each maximal subgroup of G coincides with two maximal sum-free sets in G, every
maximal sum-free set of G is a coset of a maximal subgroup of G, and Φ(G) = 1.
First and foremost, G has no subgroup of index 2; otherwise it will have a maximal
sum-free set which is not a coset of a subgroup of index 3. As the smallest index
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of a maximal subgroup of G is 3, any such subgroup must be normal in G. Let H
be a Sylow 3-subgroup of G. Then either H = G or H is contained in a maximal
subgroup (say M) of G. Suppose H is contained in such maximal subgroup M . As
|G/M | = 3, we deduce immediately that |G : H| is divisible by 3; a contradiction!
Therefore, H = G, and we conclude that G is a 3-group. Now, G is an elementary
abelian 3-group follows from the fact that Φ(G) = 1 and P/Φ(P ) is elementary
abelian for every p-group P .

Let p > 3 and prime, and suppose n ∈ N. If G = Zn
p , then there exists a normal

subgroupN of G such that G/N ∼= Zp, and Zp has a maximal sum-free set of size at
least 2 (the latter fact follows from the classi�cation of groups containing maximal
by inclusion sum-free sets of size 1 in [8, Theorem 4.1]). The union of non-trivial
cosets of N corresponding to this maximal sum-free set of Zp is itself sum-free in
G. So G has a maximal sum-free set of size at least 2|N |. This argument shows
that for p > 3, no direct analogue of Theorem 1.1 holds for elementary abelian
p-groups of �nite ranks.
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Characterization of obstinate HvMV-ideals

Mahmood Bakhshi and Akefe Radfar

Abstract. One motivation to study obstinate ideals in any algebra of logic is that the induced

quotient algebra by these ideals is the two-element Boolean algebra. In this paper, we intro-

duce two types of obstinate ideals in HvMV-algebras; obstinate HvMV-ideals and obstinate weak

HvMV-ideals. Giving several theorems and examples we characterize these HvMV-ideals. For

example, we prove that an HvMV-ideal (if exists) must be maximal, and any HvMV-algebra

with odd number of elements does not contatin an obstinate HvMV-ideal. Also, we characterize

these HvMV-ideals in �nite HvMV-algebras with at most six elements; we investigate that which

subsets can be an obstinate (weak) HvMV-ideal. In the sequel, we investigate the relationships

between obstinate (weak) HvMV-ideals, and Boolean and prime HvMV-ideals. Finally, we prove

that in a commutative HvMV-algebra, the quotient HvMV-algebra induced by an obstinate weak

HvMV-ideal must be a two-elements Boolean algebra.

1. Introduction

In 1958, Chang [8] introduced the concept of an MV-algebra as an algebraic proof
of completeness theorem for ℵ0-valued �ukasiewicz propositional calculus, see also
[9]. Many mathematicians have worked on MV-algebras and obtained signi�cant
results. Mundici [21] proved that MV-algebras and Abelian `-groups with strong
unit are categorically equivalent. He also proved that MV-algebras and bounded
commutative BCK-algebras are categorically equivalent (see [20]). The ideal theory
have an important role in studying algebras of logics such as MV-algebras because
they are correspond to the sets of provable formulas in the correspond logics. In
this respect various researches have published by many authors (see for example
[14, 15, 16, 17]).

The hyperstructure theory (called also multialgebras) was introduced in 1934
by Marty [19]. Around the 40's, several authors worked on hypergroups, espe-
cially in France and in the United States, but also in Italy, Russia and Japan.
Hyperstructures have many applications to several sectors of both pure and ap-
plied sciences. A short review of the theory of hyperstructures appear in [10]. In
[11] a wealth of applications can be found, too. There are applications to the fol-
lowing subjects: geometry, hypergraphs, binary relations, lattices, fuzzy set and
rough sets, automata, cryptography, combinatorics, codes, arti�cial intelligence
and probabilities.

2010 Mathematics Subject Classi�cation: 06F35, 20N20
Keywords: MV-algebra, HvMV-algebra, obstinate HvMV-ideal
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Borzooei et al. [6, 18] applied the hyperstructures to BCK-algebras and in-
troduced the notion of a hyper BCK-algebra and a hyper K-algebra, which is a
hyperstructure weaker than hyper BCK-algebras. Recently, Ghorbani et al. [13]
applied the hyperstructures to MV-algebras and introduced the concept of hyper
MV-algebra and investigated some related results, see also [22]. Particularly, they
investigated the relationships between hyper MV-algebras and hyper K-algebras.
They proved that any hyper MV-algebra together with suitable (hyper) operations
is a hyper K-algebra, and any hyper K-algebra satisfying some conditions can be
viewed as a hyper MV-algebra.

In 1995, Vougiouklis introduced a generalization of hyperstructures so-called
Hv-structure (see [23, 24]). Indeed, Hv-structures are a generalization of the well-
known algebraic hyperstructures (hypergroup, hyperring, hypermodule and so on).
Actually some axioms concerning the above hyperstructures such as the associa-
tive law, the distributive law and so on are replaced by their corresponding weak
axioms. Since then the study of Hv-structure theory has been pursued in many
directions by Vougiouklis, Davvaz, Spartalis and others. To investigate the rela-
tionships between Hv-structures such as Hv-groups and suitable generalizations of
MV-algebras, the �rst author introduced HvMV-algebras and gave various results.
He introduced some types of ideals such as (fuzzy) HvMV-ideals and (fuzzy) weak
HvMV-ideals and their generalizations (see [1, 2, 3, 4, 5]).

2. Preliminaries

This section is devoted to give some de�nitions and results from the literature.
For more details we refer to the references.

De�nition 2.1. An HvMV-algebra is a nonempty set H endowed with a binary
hyperoperation `⊕', a unary operation `∗' and a constant `0' satisfying the following
conditions:

(HvMV1) x⊕ (y ⊕ z) ∩ (x⊕ y)⊕ z 6= ∅, (weak associativity)
(HvMV2) (x⊕ y) ∩ (y ⊕ x) 6= ∅, (weak commutativity)
(HvMV3) (x∗)∗ = x,
(HvMV4) (x∗ ⊕ y)∗ ⊕ y ∩ (y∗ ⊕ x)∗ ⊕ x 6= ∅,
(HvMV5) 0∗ ∈ (x⊕ 0∗) ∩ (0∗ ⊕ x),
(HvMV6) 0∗ ∈ (x⊕ x∗) ∩ (x∗ ⊕ x),
(HvMV7) x ∈ (x⊕ 0) ∩ (0⊕ x),
(HvMV8) 0∗ ∈ (x∗ ⊕ y) ∩ (y ⊕ x∗) and 0∗ ∈ (y∗ ⊕ x) ∩ (x⊕ y∗) imply x = y.

On any HvMV-algebra H, the binary relation `�' is de�ned as

x � y ⇔ 0∗ ∈ x∗ ⊕ y ∩ y ⊕ x∗.

Proposition 2.2. In any HvMV-algebra H, the following hold: ∀x, y ∈ H and
∀A,B ⊆ H,
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(1) A � A, 0 � A � 1, where 1 = 0∗,

(2) A � B implies B∗ � A∗,

(3) (A∗)∗ = A,

(4) A ∩B 6= ∅ implies that A � B,

(5) x� (y � z) ∩ (x� y)� z 6= ∅, where x� y = (x∗ ⊕ y∗)∗,

(6) (x� y) ∩ (y � x) 6= ∅,

(7) 0 ∈ (x� 0) ∩ (0� x),

(8) 0 ∈ (x� x∗) ∩ (x∗ � x),

(9) x ∈ (x� 1) ∩ (1� x),

(10) 0 ∈ (x ∧ 0) ∩ (0 ∧ x), where x ∧ y = (x⊕ y∗)� y,

(11) x � y and y � x imply x = y.

De�nition 2.3. Let I be a nonempty subset of HvMV-algebra H satisfying
(I0) x � y and y ∈ I imply x ∈ I.

I is called

(1) an HvMV-ideal if x⊕ y ⊆ I, for all x, y ∈ I,

(2) a weak HvMV-ideal if x⊕ y � I, for all x, y ∈ I.

Obviously, any HvMV-ideal is a weak HvMV-ideal, but the converse is not true
in general (see [1], for more details).

The set of all HvMV-ideals of HvMV-algebra H is denoted by Id(H).
From Proposition 2.2(4) it follows that

Theorem 2.4. Every HvMV-ideal is a weak HvMV-ideal.

From (HvMV7) it follows that 0 ∈ 0 ⊕ 0, whence {0} is a weak HvMV-ideal,
in any HvMV-algebra H. Generally {0} is not an HvMV-ideal, while H is itself
an HvMV-ideal (and so a weak HvMV-ideal). Hence H is called trivial HvMV-
ideal, and {0} and H are called the trivial weak HvMV-ideals of H. Any (weak)
HvMV-ideal of H (except H itself) is called proper.

De�nition 2.5. Let θ be an equivalence relation in HvMV-algebra H.

• θ is called a congruence if

(1) xθy and uθv imply that x⊕u θy⊕v, where AθB means that for all a ∈A
there exists b ∈ B and for all b ∈ B there exists a ∈ A such that aθb.

(2) xθy implies that x∗θy∗,
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• θ is said to be regular if x∗ ⊕ y ∩ y ⊕ x∗θw{0∗} and y∗ ⊕ x ∩ x ⊕ y∗θw{0∗}
imply xθy, where AθwB means that there exist a ∈ A and b ∈ B such aθb.

• The congruence class 0/θ is called the congruence kernel of θ.

Throughout the paper, H will denotes an HvMV-algebra, unless otherwise
stated.

3. Main results

De�nition 3.1. A proper HvMV-ideal I of H is called an obstinate HvMV-ideal
if it satis�es (OI), where

(OI) (∀x, y ∈ H \ I) x� y∗ ∪ y∗ � x ⊆ I and x∗ � y ∪ y � x∗ ⊆ I

De�nition 3.2. A proper weak HvMV-ideal I of H is called an obstinate weak
HvMV-ideal if it satis�es (WOI), where

(WOI) (∀x, y ∈ H \ I) x� y∗ ∪ y∗ � x � I and x∗ � y ∪ y � x∗ � I

From the de�nition it immediately follows that every obstinate HvMV-ideal is
an obstinate weak HvMV-ideal, whereas the converse may not be true, in general.

Example 3.3. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉, whereH = {0, a, b, 1} and
⊕ and ∗ are de�ned as given in Table 1. It is not di�cult to check that I = {0, a}
is an obstinate weak HvMV-ideal of H, while it is not an obstinate HvMV-ideal
because b, 1 ∈ H \ I but 1∗ � b ∪ b� 1∗ = {0, a, 1} 6⊆ I.

⊕ 0 a b 1

0 {0, a, b} {a, b} {b} {0, a, b, 1}
a {a} {a} {1} {1}
b {b} {1} {a, b, 1} {a, 1}
1 {0, a, b, 1} {0, b, 1} {0, b, 1} {a, b, 1}
∗ 1 b a 0

Table 1: Cayley table of Example 3.3

Example 3.4. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉, where H = {0, a, b, 1}
and ⊕ and ∗ are de�ned as given in Table 2.

⊕ 0 a b 1

0 {0} {a} {b} {1}
a {a} {a} {1} {1}
b {b} {1} {b} {1}
1 {1} {1} {1} {b, 1}
∗ 1 b a 0

Table 2: Cayley table of Example 3.4

It is not di�cult to check that I = {0, a} is an obstinate HvMV-ideal of H.
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Theorem 3.5. In an HvMV-algebra with at least three elements, the singleton {0}
can not be an obstinate HvMV-ideal.

Proof. Let H be an HvMV-algebra with |H| > 3 and assume that {0} is an
obstinate HvMV-ideal of H, by contrary. Then for x ∈ H \ {0, 1} we have
x∗ � 1 ∪ 1 � x∗ ⊆ {0}; i.e., x∗ � 1 = {0}, whence x ⊕ 0 = {1}. This contra-
dicts (HvMV7). Thus {0} is not an obstinate HvMV-ideal.

Theorem 3.6. Any obstinate HvMV-ideal I of H satis�es

x ∈ I or x∗ ∈ I (∀x ∈ H). (3.1)

Proof. Assume that I is an obstinate HvMV-ideal of H and x ∈ H \I. Since 1 6∈ I,
so x∗ ∈ x∗ � 1 ⊆ I.

Example 3.7. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 in which H = {0, a, b, 1}
and ⊕ and ∗ are de�ned as in Table 3. It is easily seen that {0, a} is an HvMV-ideal
of H satisfying (3.1), while it is not an obstinate HvMV-ideal because b, 1 6∈ {0, a},
but 1∗ � b ∪ b � 1∗ = {0, b, 1} 6⊆ {0, a}. This example shows that the converse of
Theorem 3.6 is not true in general.

⊕ 0 a b 1

0 {0} {a} {b} {1}
a {a} {0, a} {0, b, 1} {0, 1}
b {b} {0, 1} {b} {0, 1}
1 {0, 1} {a, 1} {0, b, 1} {0, 1}
∗ 1 b a 0

Table 3: Cayley table of Example 3.7

Theorem 3.8. An HvMV-algebra with 2n + 1 elements, where n is a positive
integer, does not contain any obstinate HvMV-ideal.

Proof. Let H be an HvMV-algebra with 2n+1 elements, where n > 1 is a positive
integer, and let I be an obstinate HvMV-ideal of H (by contrary). Then there
exists x ∈ H such that x∗ = x. On the other hand, by Theorem 3.6 we must have
x∗ = x ∈ I. Hence 0∗ ∈ x∗ ⊕ x ⊆ I, which a contradiction. Therefore, H can not
contain any obstinate HvMV-ideal.

Theorem 3.9. In an HvMV-algebra, every obstinate HvMV-ideal, if exists, is
maximal.

Proof. Let I be an obstinate HvMV-ideal of H and J be an HvMV-ideal of H such
that properly contains I. Let a ∈ J \ I. By Theorem 3.6, a∗ ∈ I ⊂ J . Hence
1 ∈ a⊕ a∗ ⊆ J , whence J = H. Therefore I is a maximal HvMV-ideal of H.

Theorem 3.10. (Extension Theorem) Let I and J be HvMV-ideals of H such
that I ⊆ J . If I is an obstinate HvMV-ideal, J is also an obstinate HvMV-ideal.
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Proof. Assume that x, y 6∈ J , for x, y ∈ H. Then x, y 6∈ I and so x∗� y ∪ y�x∗ ⊆
I ⊆ J . Similarly, y∗ � x ∪ x � y∗ ⊆ J , proving J is an obstinate HvMV-ideal of
H.

Example 3.11 shows that the converse of Theorem 3.9 does not hold in general.

Example 3.11. Consider the HvMV-algebra 〈H,⊕,∗ , 0〉, where H = {0, a, b, c, 1}
and ⊕ and ∗ are de�ned as in Table 4. It is easy to verify that the only proper
HvMV-ideals of H are {0} and {0, a}. Hence {0, a} is a maximal HvMV-ideal of H,
while it is not obstinate because b, c ∈ H \ {0, a} and b∗� c∪ c� b∗ = H 6⊆ {0, a}.

⊕ 0 a b c 1

0 {0} {a} {b} {c} {1}
a {a} {0, a} {b, 1} {0, a, c} {1}
b {b} {b, 1} {b, 1} H {1}
c {c} {0, a, c} H \ {1} {c, 1} {1}
1 {1} {1} {1} {1} {1}
∗ 1 b a c 0

Table 4: Cayley table of Example 3.11

Example 3.12. Consider the HvMV-algebra 〈H,⊕,∗ , 0〉, where H = {0, a, b, 1}
and ⊕ and ∗ are de�ned as in Table 5. Routine calculations show that {0, a} and
{0, a, b} are obstinate weak HvMV-ideals of H. This example shows that Theorem
3.9 does not hold for obstinate weak HvMV-ideals, in general.

⊕ 0 a b 1

0 {0} {a} {a, b} H
a {a} {a, 1} {a, b} H
b {0, b} {0, a, b} H {1}
1 H {0, a, 1} {0, a, 1} {b, 1}
∗ 1 a b 0

Table 5: Cayley table of Example 3.12

Theorem 3.13. Let H = {0, a, 1} be an HvMV-algebra.

(i) If |a⊕ a| = 1, H does not contain any obstinate weak HvMV-ideal.

(ii) If |a⊕ a| > 1, {0, a} is the maximal obstinate weak HvMV-ideal.

Proof. Let H = {0, a, 1} be an HvMV-algebra with three elements.
(i) We observe that a∗ = a and since 0∗ ∈ a∗ ⊕ a = a⊕ a, hence a⊕ a = {0∗}.

This implies that a⊕ a 6� {0, a}. Hence {0, a} can not be a weak HvMV-ideal and
so is not an obstinate weak HvMV-ideal.

(ii) We assume that |a⊕ a| > 1. Then

{0, 1} ⊆ a⊕ a or {a, 1} ⊆ a⊕ a or both. (3.2)
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We prove that I = {0, a} is a maximal obstinate weak HvMV-ideal of H. From
(HvMV7) it follows that 0 ⊕ 0 � I, 0 ⊕ a � I and a ⊕ 0 � I and from (3.2) it
follows that a⊕a � I. Obviously, I satis�es (I0). Thus I is a weak HvMV-ideal of
H. Now, from 1 6∈ I and that 0 ∈ 1∗�1∪1�1∗ it follows that 1∗�1∪1�1∗ � I.
Hence I is an obstinate weak HvMV-ideal. It is obvious that I is maximal.

Remark 3.14. We mention that the intersection of two HvMV-ideals is again
an HvMV-ideal (see [1, Theorem 4.14]), while it is not true for obstinate HvMV-
ideals. To see this consider Example 3.4. It is easy to check that {0, a} and {0, b}
are obstinate HvMV-ideals of H, while their intersection, {0}, is not an obstinate
HvMV-ideal because a, b ∈ H \ {0} but a� b∗ ∪ b∗ � a = {a} 6⊆ {0}.

On the other hand, the union of two HvMV-ideals may not be an HvMV-ideal,
in general (see Example 3.7 in which {0, a} and {0, b} are HvMV-ideals of H but
the union, {0, a, b}, is not an HvMV-ideal because a⊕ b = {0, b, 1} 6⊆ {0, a, b}). If
this is true it is easily proved that the union of two obstinate HvMV-ideals is again
an obstinate HvMV-ideal. Indeed we have

Theorem 3.15. Assume that A is a nonempty family of obstinate HvMV-ideals of
H such that ∪A is closed with respect to `⊕'. If each member of A is an obstinate
HvMV-ideal, ∪A is again an obstinate HvMV-ideal of H.

Proof. The proof is routine. We only observe that if ∪A is closed with respect to
⊕, ∪A satis�es De�nition 2.3(1).

Corollary 3.16. If Id(H) is closed with respect to the union, then OId(H), the
set of all obstinate HvMV-ideals of H, is an upper semilattice with respect to set
inclusion as the partial ordering.

In the sequel, we give several characterizations of obstinate week HvMV-ideals.

De�nition 3.17. We say that an HvMV-algebra H satis�es the condition (AP) if
for all n ∈ N and for all x, y1, y2, . . . , yn ∈ H we have

x � (· · · (x⊕ y1)⊕ · · · )⊕ yn and x � (· · · (y1 ⊕ y2)⊕ · · · ⊕ yn)⊕ x

Remark 3.18. We observe that if H satis�es (AP), then x � x⊕y and x � y⊕x,
for all x, y ∈ H and so x� y � x and x� y � y, by Proposition 2.2(2).

Example 3.19. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉, where H = {0, a, 1} and
⊕ and ∗ are de�ned as given in Table 6.

⊕ 0 a 1

0 {0, a} {0, a} {1}
a {0, a} {0, a, 1} {1}
1 {1} {a, 1} {0, 1}
∗ 1 a 0

Table 6: Cayley table of Example 3.19
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It is easy to verify that H satis�es (AP). This example shows that those HvMV-
algebras satisfying (AP) do exist.

Theorem 3.20. Every HvMV-algebra with three elements satis�es (AP ).

Proof. It follows from (HvMV5)-(HvMV7) and Proposition 2.2(1).

De�nition 3.21. An element a ∈ H is said to be a scalar if |x⊕ a| = |a⊕ x| = 1,
where the vertical lines means the cardinality.

Theorem 3.22. Let I be a nonempty subset of H.

(i) Assume that H satis�es (AP). If I is a proper weak HvMV-ideal satisfying
(3.1), then it is an obstinate weak HvMV-ideal.

(ii) If 0 is a scalar, every obstinate weak HvMV-ideal satis�es (3.1).

Proof. (i) We assume that H satis�es (AP) and I is a proper weak HvMV-ideal
of H satisfying (3.1). For x, y ∈ H \ I we have x∗, y∗ ∈ I. On the other hand
x� y∗ � y∗ and y∗ � x � y∗, whence x� y∗ ∪ y∗ � x � I. Similarly, it is proved
that x∗ � y ∪ y � x∗ � I, completes the proof.

(ii) Assume that 0 is a scalar, I is an obstinate weak HvMV-ideal of H and
x ∈ H \ I. Since 1 6∈ I, so {x∗} = x∗ � 1 ∪ 1� x∗ � I, whence x∗ ∈ I.

The next corollary is immediately follows.

Corollary 3.23. In an HvMV-algebra satisfying (AP ) and in which 0 is a scalar,
a proper weak HvMV-ideal is obstinate if and only if it satis�es (3.1).

Example 3.24. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 with H = {0, a, b, c, d, 1}
and ⊕ and ∗ are de�ned as in Table 7.

⊕ 0 a b c d 1

0 {0, a, c} {a} {b} {c} {d} {1}
a {a} {0, a} H {0, a, c} H \ {1} H
b {b} H H \ {1} {0, a, c} H \ {1} H
c {c} {0, a, c} {0, a, c} H \ {1} {1} H
d {d} H \ {1} H \ {1} {1} H \ {1} H
1 H H H H H H

∗ 1 b a d c 0

Table 7: Cayley table of Example 3.24

Then H does not satisfy (AP) because b 6� {0, a, c} = b⊕ c. Moreover, {0, a, c}
is a weak HvMV-ideal satisfying (3.1), while it is not an obstinate weak HvMV-ideal
because b, d 6∈ {0, a, c} but b∗ � d ∪ d � b∗ = {1, b, d} 6� {0, a, c}. This example
shows that the condition (AP) is necessary in Theorem 3.22(i).
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Example 3.25. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 in whichH = {0, a, b, c, 1}
and ⊕ and ∗ are de�ned as in Table 8. Routine calculations show that H satis�es
(AP). Moreover, {0, a} is an obstinate weak HvMV-ideal of H, which does not
satisfy (3.1) because c = c∗ 6∈ {0, a}. This example shows that the converse of
Theorem 3.22(i) may not be true in general.

⊕ 0 a b c 1

0 {0} {a} {b} {c} H
a {a} {0, a, b, c} H {0, a, b, c} H
b {0, a, b, c} H {0, a, b, c} {0, a, b, c} H
c {0, a, b, c} {0, a, b, c} {0, a, b, c} {1} H
1 H H H {0, a, c, 1} {0, b, 1}
∗ 1 b a c 0

Table 8: Cayley table of Example 3.25

Example 3.26. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 in which H = {0, a, b, 1}
and ⊕ and ∗ are de�ned as in Table 9. Obviously, 0 is not a scalar. Moreover,
{0, a} is an obstinate weak HvMV-ideal of H, which does not satisfy (3.1) because
b = b∗ 6∈ {0, a}. This example shows that if 0 is not a scalar, Theorem 3.22(ii)
may not be true.

⊕ 0 a b 1

0 {0} {a} {a, b} H
a {a} {a, 1} {b} H
b {0, b} {0, a, b} H {1}
1 H {0, a, 1} {a, 1} H

∗ 1 a b 0

Table 9: Cayley table of Example 3.26

Example 3.27. Consider the HvMV-algebra H given in Example 3.12. It is not
di�cult to check thatH satis�es (AP) and {0, b} is a weak HvMV-ideal ofH, which
is not an obstinate weak HvMV-ideal because a, 1 6∈ {0, b}, while a∗� 1∪ 1� a∗ =
{a} 6� {0, b}. We observe that a, a∗ 6∈ {0, b}. This example shows that the
condition (3.1) is necessary in Theorem 3.22(i).

Lemma 3.28. For a ∈ H \{0}, if H \{a, 1} is a weak HvMV-ideal of H satisfying
(3.1), it is an obstinate weak HvMV-ideal, too.

Proof. Let I = H \ {a, 1} (with a 6= 0) be a weak HvMV-ideal of H which satis�es
(3.1). Now, we prove that I satis�es (WOI), for x, y ∈ {a, 1}. If a = 1, from
0 ∈ 1∗ � 1 ∪ 1 � 1∗, the proof is complete. Assume that a 6= 1. Again from
0 ∈ 1∗ � 1 ∪ 1� 1∗ and that 0 ∈ a∗ � a ∪ a� a∗ and 0 ∈ 1∗ � a ∪ a� 1∗ it follows
that 1∗ � 1 ∪ 1� 1∗ � I, a∗ � a ∪ a� a∗ � I and 1∗ � a ∪ a� 1∗ � I. Also, since
a∗ ∈ a∗ � 1 ∪ 1� a∗ and a∗ ∈ I, so a∗ � 1 ∪ 1� a∗ � I, completes the proof.

Now, we give more general case than Lemma 3.28.
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Lemma 3.29. Let n > 2 be a positive integer and a1, a2, . . . , an, an+1 = 1 ∈ H be
such that

(∃k ∈ {1, 2, . . . , n, n+1}) a∗k ∈ a∗i �aj ∪aj �a∗i , ∀i, j ∈ {1, 2, . . . , n, n+1}. (3.3)

If H \ {a1, a2, . . . , an, 1} is a weak HvMV-ideal of H satisfying (3.1), it is an ob-
stinate weak HvMV-ideal, too.

Proof. Let I = H \ {a1, a2, . . . , an, an+1 = 1} be a weak HvMV-ideal of H. We
know that 0 ∈ 1∗�ai∪ai�1∗ and 0 ∈ a∗i �ai∪ai�a∗i , whence 1∗�ai∪ai�1∗ � I
and a∗i � ai ∪ ai � a∗i � I, for all i ∈ {1, 2, . . . , n + 1}. From (3.1) it follows that
a∗i ∈ I, for all i ∈ {1, 2, . . . , n+ 1}, whence combining a∗i ∈ 1� a∗i ∪ a∗i � 1 we get
1�a∗i ∪a∗i � 1 � I. Moreover, from (3.3) and that a∗k ∈ I for k ∈ {1, 2, . . . , n+1},
it follows that a∗i � aj ∪ aj � a∗i � I, completes the proof.

Example 3.30. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 in whichH = {0, a, b, c, 1}
and ⊕ and ∗ are de�ned as in Table 10.

⊕ 0 a b c 1

0 {0} {a} {b} {c} {1}
a {a} {0, a, b, c} H {0, a, b, c} H
b {b} H {0, a, b, c} {0, a, b, c} H
c {c} {0, a, b, c} {0, a, b, c} H H
1 {1} H H {0, a, 1} {0, a, b, 1}
∗ 1 b a c 0

Table 10: Cayley table of Example 3.30

(i) It is obvious that H \ {b, 1} = {0, a, c} is a weak HvMV-ideal of H satisfy-
ing (3.1). This example shows that those weak HvMV-ideals satisfying the
conditions of Lemma 3.28 do exist.

(ii) It is not di�cult to check that I = {0, a, b} is a weak HvMV-ideal of H but it
is not an obstinate weak HvMV-ideal because c, 1 6∈ I, while c∗�1∪1� c∗ =
{c} 6� I. Also, obviously {0, a, b} does not satisfy (3.1). Hence the condition
(3.1) is necessary in Lemma 3.28.

(iii) Routine calculations show that J = {0, a} is a weak HvMV-ideal of H, which
is not an obstinate weak HvMV-ideal because c, 1 6∈ J , while c∗�1∪1� c∗ =
{c} 6� J . We observe that J satis�es (3.3) but does not satisfy (3.1) because
c = c∗ 6∈ {0, a}. This example shows that the condition (3.1) is necessary in
Lemma 3.29.

Theorem 3.31. Let H be an HvMV-algebra with |H| < 6. Then every proper
weak HvMV-ideal of H satisfying (3.1) is an obstinate weak HvMV-ideal.

Proof. Assume thatH is an HvMV-algebra with at most �ve elements. We consider
the following cases.
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Case 1: |H| = 2 or 3. If H = {0, 1} or H = {0, a, 1}, then the only possible
proper weak HvMV-ideals of H satisfying (3.1) are {0} and {0, a}, whence by
Lemma 3.28, they are obstinate weak HvMV-ideals.

Case 2: Assume that H = {0, a, b, 1} with four elements. If a∗ = a and b∗ = b,
the only possible proper weak HvMV-ideal of H satisfying (3.1) is {0, a, b}, whence
by Lemma 3.28, it follows that it is an obstinate weak HvMV-ideal. If a∗ = b
(whence b∗ = a), the only possible proper weak HvMV-ideals satisfying (3.1) are
{0, a} and {0, b}, whence by Lemma 3.28 it follows that they are obstinate weak
HvMV-ideals of H.

Case 3: Assume that H = {0, a, b, c, 1} with �ve elements. We �rst assume
that a∗ = a, b∗ = b and c∗ = c. Then the only possible proper weak HvMV-ideal
of H satisfying (3.1) is {0, a, b, c}, whence by Lemma 3.28 it follows that it is an
obstinate weak HvMV-ideal. Let a∗ = b, b∗ = a and c∗ = c. Then {0, a, c} and
{0, b, c} can be the only proper weak HvMV-ideals of H satisfying (3.1), whence
by Lemma 3.28 it follows that they are obstinate HvMV-ideals.

Now, we give some conditions under which those weak HvMV-ideals mentioned
in Lemma 3.28 there exist.

Theorem 3.32. Let H be an HvMV-algebra. Then H \ {1} is a weak HvMV-ideal
if and only if

(∀x, y ∈ H \ {1}) x⊕ y 6= {1}. (3.4)

Proof. Assume that I = H \ {1} satis�es (3.4) and let x � y and y ∈ I, for some
x, y ∈ I. It is clear that x 6= 1, whence x ∈ I. Now, let x, y ∈ I. Since x⊕y 6= {1},
so there exists a ∈ x⊕y such that a 6= 1. This implies that a ∈ I. Hence x⊕y � I,
proving I is a weak HvMV-ideal of H.

The converse is obvious.

Corollary 3.33. In an HvMV-algebra H, H\{1} is an obstinate weak HvMV-ideal
if and only if x⊕ y 6= {1}, for all x, y ∈ H \ {1}.

Proof. Assume that x ⊕ y 6= {1}, for all x, y ∈ H \ {1}. We must prove that
0�1∪1�0 � I. But this follows from the fact that 0 ∈ 0�1∪1�0. Considering
Theorem 3.32, we conclude that H \ {1} is an obstinate weak HvMV-ideal of H.
The converse follows from Theorem 3.32 and the fact that any obstinate weak
HvMV-ideal is a weak HvMV-ideal.

Example 3.34. Consider the HvMV-algebra H given in Example 3.30. It is easy
to check that H \ {1} = {0, a, b, c} is a weak HvMV-ideal satisfying (3.4). This
example shows that those weak HvMV-ideals satisfying the conditions of Theorem
3.32 do exist.

Example 3.35. Consider the HvMV-algebra H given in Example 3.4. Then H \
{1} = {0, a, b} is not a weak HvMV-ideal because a ⊕ b = {1} 6� H \ {1}. This
example shows that the condition (3.4) is necessary in Theorem 3.32.
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De�nition 3.36. An element a ∈ H is called a coatom if there is not any element
b ∈ H \ {1} such that a ≺ b.

Theorem 3.37. Let a ∈ H be a coatom. Then H \ {a, 1} is a weak HvMV-ideal
of H if and only if

(∀x, y ∈ H \ {a, 1}) x⊕ y 6⊆ {a, 1}. (3.5)

Proof. Assume that (3.5) holds and let I = H \ {a, 1}. Also, let x � y and y ∈ I,
for x, y ∈ H. Since y /∈ {a, 1} and a and 1 are coatoms, then x /∈ {a, 1}, whence
x ∈ I. Now, let x, y ∈ I. By hypothesis, there exists z ∈ x⊕y such that z /∈ {a, 1},
whence z ∈ I. Hence x⊕ y � I.

The converse follows from the fact that a and 1 are coatoms.

Corollary 3.38. Assume that a ∈ H is a coatom with a∗ 6= a. If H \ {a, 1}
satis�es (3.1) and (3.5), then it is an obstinate weak HvMV-ideal of H.

Proof. It follows from Lemma 3.28 and Theorem 3.37.

Example 3.39. Consider the HvMV-algebra H given in Example 3.11.

(i) Obviously, c is a coatom with c∗ = c. Moreover, {0, a, b} is a weak HvMV-
ideal of H, which is not obstinate because c∗ � 1 ∪ 1� c∗ = {c} 6� {0, a, b}.
Hence the condition `a∗ 6= a, for all coatoms a' is necessary in Corollary 3.38.

(ii) Obviously, b is also a coatom with b∗ = a 6= b. It is easily checked that
H \ {b, 1} = {0, a, c} satis�es (3.1) and (3.5). Hence it is an obstinate weak
HvMV-ideal of H.

Theorem 3.40. Assume that a1, . . . , an be coatoms of H. Then H \{a1, . . . , an, 1}
is a weak HvMV-ideal of H if and only if

(∀x, y ∈ H \ {a1, . . . , an, 1}) x⊕ y 6⊆ {a1, . . . , an, 1}. (3.6)

Proof. It is similar to the proof of Theorem 3.37.

Corollary 3.41. Let a1, . . . , an be coatoms of H which satisfy the conditions of
Lemma 3.29. If H \ {a1, . . . , an, 1} satis�es (3.1) and (3.6), then it is an obstinate
weak HvMV-ideal.

Proof. It follows from Lemma 3.29 and Theorem 3.40.

Example 3.42. Consider the HvMV-algebra H given in Example 3.25. It is easy
to check that a, b and c are coatoms of H. Moreover, H \ {b, c, 1} = {0, a} is a
weak HvMV-ideal of H and (3.6) satis�ed. This example shows that those weak
HvMV-ideals satisfying (3.6) do exist.
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4. Boolean, prime and obstinate weak HvMV-ideals

In this section, the notions of Boolean weak HvMV-ideals and prime weak HvMV-
ideals are introduced and the relationships between them and obstinate weak
HvMV-ideals are investigated.

De�nition 4.1. Let I be a proper weak HvMV-ideal of H. I is called a

(i) prime weak HvMV-ideal if x ∧ y � I implies that x ∈ I or y ∈ I, for all
x, y ∈ H,

(ii) Boolean weak HvMV-ideal if x ∧ x∗ ∪ x∗ ∧ x � I, for all x, y ∈ H.

Example 4.2. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉 in which ⊕ and ∗ are
de�ned as in Table 11. It is not di�cult to check that {0, a, b, c} is prime weak
HvMV-ideal of H but it is not a Boolean weak HvMV-ideal because a∧ b∪ b∧ a =
{1} 6� {0, a, b, c}.

⊕ 0 a b c 1

0 {0} {a} {b} {c} {1}
a {a} {c} H {0, a, b, c} H
b {b} H {c} {0, a, b, c} H
c {c} {0} {0} H H
1 {1} H H {0, a, c, 1} {0, a, c, 1}
∗ 1 b a c 0

Table 11: Cayley table of Example 4.2

Example 4.3. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉, whereH = {0, a, b, 1} and
⊕ and ∗ are de�ned as in Table 12. It is not di�cult to check that I = {0, b} is a
Boolean weak HvMV-ideal of H, while it is not a prime weak HvMV-ideal because
a ∧ a = H � I but a 6∈ I.

⊕ 0 a b 1

0 {0} {0, a} {0, a, b} {0, a, b, 1}
a {0, a} {0, a} {0, a, b, 1} {0, a, b, 1}
b {0, a, b} {0, a, b, 1} {0, a, b} {0, a, b, 1}
1 {0, 1} {a, 1} {b, 1} {a, b, 1}
∗ 1 b a 0

Table 12: Cayley table of Example 4.3

Theorem 4.4. Let H be an HvMV-algebra with the property (AP ) and assume
that 0 is a scalar. Then every obstinate weak HvMV-ideal of H is a Boolean weak
HvMV-ideal.

Proof. Let I be an obstinate weak HvMV-ideal of H. By Theorem 3.22(ii), we
have x ∈ I or x∗ ∈ I, for all x ∈ H. On the other hand, since H satis�es (AP),
so x ∧ x∗ � x∗ and x∗ ∧ x � x, whence x ∧ x∗ ∪ x∗ ∧ x � I. Hence I is a Boolean
weak HvMV-ideal of H.
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Example 4.5. Consider the HvMV-algebra H given in Example 4.2. Obviously,
0 is a scalar. Also, H does not satisfy (AP) because a 6� {c} = a ⊕ a. It is not
di�cult to check that {0, a, b} is an obstinate weak HvMV-ideal of H but it is not
a Boolean weak HvMV-ideal because a ∧ b = {1} 6� {0, a, b}. This example shows
that the condition (AP) is necessary in Theorem 4.4.

Example 4.6. Consider the HvMV-algebra H given in Example 3.25. Obviously,
0 is not a scalar. Routine calculations show that H satis�es (AP). Moreover, {0, b}
is an obstinate weak HvMV-ideal of H but it is not a Boolean weak HvMV-ideal
because c∧c = {c} 6� {0, b}. This example shows that if 0 is not a scalar, Theorem
4.4 may not be true in general.

Example 4.7. Consider the HvMV-algebraH given in Example 3.30. Obviously, 0
is a scalar. Also, it is not di�cult to check that H satis�es (AP). Moreover {0, a, b}
is a Boolean weak HvMV-ideal of H but it is not an obstinate weak HvMV-ideal
because c, 1 6∈ {0, a, b}, while c∗� 1∪ 1� c∗ = {c} 6� {0, a, b}. This example shows
that the converse of Theorem 4.4 does not true in general.

Theorem 4.8. In an HvMV-algebra with the property (AP ), every proper weak
HvMV-ideal which is both Boolean and prime is an obstinate weak HvMV-ideal.

Proof. Let H be an HvMV-algebra with the property (AP) and let I be a Boolean
weak HvMV-ideal and a prime weak HvMV-ideal of H. Then x ∧ x∗ ∪ x∗ ∧ x � I,
for all x ∈ H. This implies that x ∧ x∗ � I or x∗ ∧ x � I, for all x ∈ H. In any
case, we get x ∈ I or x∗ ∈ I. Now, by Theorem 3.22(i) the proof is complete.

Example 4.9. Consider the HvMV-algebra 〈H;⊕,∗ , 0〉, where H = {0, a, b, 1}
and ⊕ and ∗ are de�ned as given in Table 13. It is not di�cult to check that
H satis�es (AP). Also, I = {0, a} is a prime weak HvMV-ideal of H, while it is
neither a Boolean weak HvMV-ideal nor an obstinate HvMV-ideal because b∧ b∗ =
b∗ ∧ b = {b} 6� I and b, 1 /∈ I, while b∗ � 1 ∪ 1 � b∗ = {b} 6� I, respectively. This
example shows that the condition `Boolean' is necessary in Theorem 4.8.

⊕ 0 a b 1

0 {0} {0, a, b} {b} H
a {a} H {a, b} H
b {b} {a, b} {1} {1}
1 {b, 1} {0, 1} {1} {a, b, 1}
∗ 1 a b 0

Table 13: Cayley table of Example 4.9

Example 4.10. Consider the HvMV-algebra H given in Example 3.30. It is easily
seen that H satis�es (AP). Also, it is not di�cult to check that {0, b} is a Boolean
weak HvMV-ideal, while it is neither an obstinate weak HvMV-ideal nor a prime
weak HvMV-ideal because c, 1 6∈ {0, b} but c∗ � 1 ∪ 1 � c∗ = {c} 6� {0, b} and
a ∧ c = H � {0, b}, while a, c 6∈ {0, b}. This example shows that the condition
`prime' is necessary in Theorem 4.8.
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Example 4.11. Consider Example 3.3. Routine calculations show thatH satis�es
(AP). Moreover, I = {0, a} is an obstinate weak HvMV-ideal of H but it is not a
prime weak HvMV-ideal because 1 ∧ b = {0, a, b, 1} � I, while b, 1 6∈ I. Also, it is
not a Boolean weak HvMV-ideal because b ∧ b = {a, b} � I, while b 6∈ I. Hence
the converse of Theorem 4.8 is not true in general.

In HvMV-algebras with at most �ve elements we have more strong result:

Theorem 4.12. In any HvMV-algebra H with |H| < 6, every proper weak HvMV-
ideal which is both Boolean and prime is an obstinate weak HvMV-ideal.

Proof. It is obvious that every proper weak HvMV-ideal which is both Boolean
and prime satis�es (3.1). The remains follows from Theorem 3.31.

Theorem 4.13. Let H = {0, a, 1} be an HvMV-algebra satisfying

a ∈ a⊕ a or 0 ∈ a⊕ a. (4.7)

Then {0, a} is a weak HvMV-ideal of H.

Proof. Let I = {0, a}. Obviously, (I0) is satis�ed. From 0 ∈ 0 ⊕ 0 and a ∈
a⊕ 0 ∩ 0⊕ a it follows that 0⊕ 0 � I, a⊕ 0 � I and 0⊕ a � I. Under condition
(4.7) it is obvious that a⊕a � I, as well. Hence I is a weak HvMV-ideal of H.

Theorem 4.14. Let H = {0, a, 1} be an HvMV-algebra satisfying (4.7). Then {0}
and {0, a} are Boolean weak HvMV-ideals of H.

Proof. We know that {0} is a weak HvMV-ideal, in any HvMV-algebra. From
Proposition 2.2(10), it follows that 1 ∧ 1∗ ∪ 1∗ ∧ 1 � {0}. If a ∈ a ⊕ a, then
0 ∈ (a∗ ⊕ a)∗ ⊆ ((a⊕ a)∗ ⊕ a)∗ = a ∧ a, whence a∗ ∧ a = a ∧ a � {0}. Similarly, if
0 ∈ a⊕a, then 0 ∈ (0∗⊕a)∗ ⊆ ((a⊕a)∗⊕a)∗ = a∧a = a∗∧a. Hence a∗∧a � {0}.
Thus, {0} is a Boolean weak HvMV-ideal of H.

Now, from 0∗ ∈ a∗⊕ a = a⊕ a it follows that a ∈ 0⊕ a ⊆ (a⊕ a)∗⊕ a, whence
a = a∗ ∈ ((a ⊕ a)∗ ⊕ a)∗ = a∗ ∧ a. Hence a∗ ∧ a � I. Therefore I is a Boolean
weak HvMV-ideal of H.

Lemma 4.15. In an HvMV-algebra, every two distinct elements a, b with a∗ = a
and b∗ = b are incomparable.

Proof. Let a, b be two distinct elements of H. Then

a � b ⇔ 0∗ ∈ a∗ ⊕ b ∩ b⊕ a∗ = a⊕ b ∩ b⊕ a = a⊕ b∗ ∩ b∗ ⊕ a ⇔ b � a,

which is a contradiction.

Lemma 4.16. In any HvMV-algebra H, for every x ∈ H the following hold:

(i) if x∗ = x, then x ∈ x ∧ x,
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(ii) if x ∈ x⊕ x or 0 ∈ x⊕ x, then 0 ∈ x ∧ x∗,

(iii) if x∗ ∈ x⊕ x, then x ∈ x ∧ x∗,

(iv) if 0∗ ∈ x⊕ x, then x∗ ∈ x ∧ x∗,

Proof. (i) Assume that x∗ = x, for x ∈ H. From 0∗ ∈ x∗ ⊕ x and x ∈ 0 ⊕ x it
follows that x = x∗ ⊆ (0⊕ x)∗ ⊆ ((x∗ ⊕ x)∗ ⊕ x)∗ = x ∧ x.

(ii) Assume that x ∈ x⊕x. Then 0 ∈ x�x∗ ⊆ (x⊕x)�x∗ = x∧x∗. Similarly,
if 0 ∈ x⊕ x, then 0 ∈ 0� x∗ ⊆ (x⊕ x)� x∗ = x ∧ x∗.

(iii) If x∗ ∈ x⊕ x, then x ∈ (x⊕ x)∗ ⊆ ((x⊕ x)∗ ⊕ x)∗ = x ∧ x∗.
(iv) If 0∗ ∈ x⊕ x, then x∗ ∈ 0∗ � x∗ ⊆ (x⊕ x)� x∗ = x ∧ x∗.

Theorem 4.17. Let H = {0, a, b, 1} be an HvMV-algebra.

(i) If a∗ = a and b∗ = b, {0, a} and {0, b} can not be simultaneously a prime
weak HvMV-ideal and an obstinate weak HvMV-ideal.

(ii) Let a∗ = b. Then {0, a} and {0, b}) are weak HvMV-ideals of H if and only
if they are Boolean weak HvMV-ideals of H.

(iii) {0, a, b} is a weak HvMV-ideal of H if and only if it is a Boolean weak HvMV-
ideal.

Proof. (i) By contrary, we assume that I = {0, a} is a prime weak HvMV-ideal and
an obstinate weak HvMV-ideal ofH. From b, 1 /∈ I it follows that (b⊕0)∗∪(0⊕b)∗ =
b∗� 1∪ 1� b∗ � I, whence (b⊕ 0)∗ � I or (0⊕ b)∗ � I. Considering Lemma 4.15,
it follows that a ∈ b ⊕ 0 or 0∗ ∈ b ⊕ 0 or a ∈ 0 ⊕ b or 0∗ ∈ 0 ⊕ b. From the two
�rst cases it follows that b ∧ b � I and from the two second cases it follows that
b ∧ 1 � I. This contradicts the hypothesis that I is a prime weak HvMV-ideal of
H.

Similarly, it is proved that {0, b} can not be simultaneously a Boolean weak
HvMV-ideal and an obstinate weak HvMV-ideal.

(ii) Assume that a∗ = b (whence b∗ = a) and I = {0, a} is a weak HvMV-ideal
of H. From 0 ∈ 0∧1∪1∧0 it follows that 0∧1∪1∧0 � I. It remains that to show
that a∧b∪b∧a � I. Since a ∈ I and I is a weak HvMV-ideal, so a⊕a � I, whence
0 ∈ a⊕ a or a ∈ a⊕ a, or b ∈ a⊕ a and b � a. In the �rst two cases it follows that
0 ∈ a ∧ b, whence a ∧ b � I. In the last case, we have 0∗ ∈ b∗ ⊕ a = a⊕ a and so
0 ∈ (a ⊕ a)∗ ⊆ ((a ⊕ a)∗ ⊕ a)∗ = a ∧ b. Hence a ∧ b � I, proving I is a Boolean
weak HvMV-ideal of H.

Similar argument shows that if {0, b} is a weak HvMV-ideal, it is also a Boolean
weak HvMV-ideal.

The converse is obvious.
(iii) Assume thatI = {0, a, b} is a weak HvMV-ideal of H. Obviously, 0 ∧ 0∗ ∪

0∗ ∧ 0 = 1∗ ∧ 1 ∪ 1 ∧ 1∗ � I. Now, if a∗ = a and b∗ = b, from Lemma 4.16(i) it
follows that a ∈ a ∧ a∗ ∪ a∗ ∧ a and b ∈ b ∧ b∗ ∪ b∗ ∧ b, whence a ∧ a∗ ∪ a∗ ∧ a � I
and b∧ b∗ ∪ b∗ ∧ b � I. Otherwise, since I is a weak HvMV-ideal, so we must have
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a ⊕ a � I and b ⊕ b � I, whence {0, a, b} ⊆ a ⊕ a and similarly {0, a, b} ⊆ b ⊕ b.
If a∗ = b ∈ a ⊕ a, then a ∈ a ∧ a, by Lemma 4.16(iii), otherwise 0 ∈ a ∧ a∗, by
Lemma 4.16(ii). In any case a ∧ a∗ � I. Similarly, we can show that b ∧ b∗ � I.
Hence I is a Boolean HvMV-ideal.

The converse is obvious.

Example 4.18. Consider the HvMV-algebra H given in Example 3.26. Obviously,
H satis�es the conditions of Theorem 4.17(i). Also, it is easily checked that {0, a}
is an obstinate weak HvMV-ideal of H, which is not a prime weak HvMV-ideal
because b ∧ b = H � {0, a}, while b /∈ {0, a}.

Example 4.19. Consider the HvMV-algebraH given in Example 4.9. Then a∗ = a
and b∗ = b and {0, a} is a prime weak HvMV-ideal, while it is not an obstinate
weak HvMV-ideal. This example shows that those HvMV-algebras satisfying the
conditions of Theorem 4.17 do exist.

Example 4.20. Consider the HvMV-algebra H given in Example 3.3. Obviously,
{0, a} and {0, b} are weak HvMV-ideals of H and so by Theorem 4.17 are Boolean
weak HvMV-ideals of H.

Example 4.21. Consider the HvMV-algebra H given in Example 3.7. Then
{0, a, b} is a weak HvMV-ideal of H and so by Theorem 4.17, it is a Boolean
weak HvMV-ideal of H.

Example 4.22. As Example 4.9 shows {0, a} is a weak HvMV-ideal of H, while
it is not a Boolean weak HvMV-ideal. We observe that a∗ 6= a does not hold in H.
So, this condition is necessary in Theorem 4.17(ii).

In connection with quotient HvMV-algebras induced by obstinate weak HvMV-
ideals we have the following result. Before, we state it we observe that an HvMV-
algebra H is said to be commutative if x⊕ y = y ⊕ x, for all x, y ∈ H.

Theorem 4.23. Assume that H is commutative and let I be an obstinate weak
HvMV-ideal of H. If there exists a regular congruence θ in H such that 0/θ = I,
then

(i) H/θ is the two-elements Boolean algebra,

(ii) I is an HvMV-ideal,

(iii) x∗ 6= x, for all x ∈ H,

(iv) |H| is an even positive integer.

Proof. Let I be an obstinate weak HvMV-ideal of H and θ be a regular congruence
in H such that 0/θ = I.

(i) Let x, y ∈ H be such that x/θ, y/θ 6= 0/θ. Then x, y /∈ I, whence x∗ � y =
y�x∗ � I and y∗�x = x�y∗ � I. This implies that (x⊕y∗)∗ = x∗�y∩I 6= ∅ and
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(y ⊕ x∗)∗ = y∗ � x∩ I 6= ∅. Hence there exist a ∈ x⊕ y∗ and b ∈ y ⊕ x∗ such that
a∗, b∗ ∈ I = 0/θ, whence a, b ∈ 0∗/θ. This means that x⊕y∗θ{0∗} and y⊕x∗θ{0∗}.
Since θ is regular, so xθy; i.e., x/θ = y/θ. Therefore, H/θ = {0/θ, 0∗/θ}.

(ii) We observe that in an HvMV-algebra 0∗ /∈ 0 ⊕ 0, otherwise we must have
0∗ � 0, which is impossible. Hence in H/θ we have I⊕I = 0/θ⊕0/θ = {0/θ}. This
implies that for every x, y ∈ I, x⊕ y ⊆ I, which implies that I is an HvMV-ideal.

(iii) Assume that x∗ = x, for some x ∈ H. Considering (i) we have x ∈ 0/θ
or x ∈ 0∗/θ. In the �rst case we have x = x∗θ0∗, whence 0θ0∗, which is a
contradiction. Similarly, if x ∈ 0∗/θ we get 0θ0∗, which is a contradiction.

(iv) Considering (iii), the proof is obvious.

Remark 4.24. We notice that Theorem 4.23 does not state that an obstinate
weak HvMV-ideal which is the kernel of a congruence is an obstinate HvMV-ideal.
It just states that, as a weak HvMV-ideal, it must be an HvMV-ideal. To see this
consider the HvMV-algebra given in Table 14. It is not di�cult to check that H
is a commutative HvMV-algebra in which I = {0, a} is an HvMV-ideal (and so a
weak HvMV-ideal) of H which is an obstinate weak HvMV-ideal, while it is not an
obstinate HvMV-ideal because 1 /∈ I but 1∗ � 1 = {0, b} 6⊆ I. It is not di�cult to
verify that the relation θ = 4H∪{(0, a), (a, 0), (b, 1), (1, b)} is a regular congruence
in H such that 0/θ = I.

⊕ 0 a b 1

0 {0} {a} {b} {a, 1}
a {a} {0} {1} {b, 1}
b {b} {1} {a, 1} H
1 {a, 1} {b, 1} H {0, a, 1}
∗ 1 a b 0

Table 14: A commutative HvMV-algebra

5. Conclusions

We introduced a new type of HvMV-ideals (obstinate HvMV-ideals and obstinate
weak HvMV-ideals) and gave a deep characterization of them. We proved that in
any HvMV-algebra with odd number of elements there does not exist any obsti-
nate HvMV-ideal. Especially, in an HvMV-algebra with at least three elements, the
singleton {0} is not an obstinate weak HvMV-ideal. Moreover, obstinate HvMV-
ideals are maximal (if exist). Next, we studied the properties of obstinate weak
HvMV-ideals. We proved that every proper weak HvMV-ideal satisfying suitable
conditions is an obstinate weak HvMV-ideal. In the sequel, we introduced the no-
tions of prime weak HvMV-ideals and Boolean weak HvMV-ideals and gave some
basic properties. Furthermore, we investigated the relationships between obstinate
weak HvMV-ideals, prime weak HvMV-ideals and Boolean weak HvMV-ideals. We
proved that every proper weak HvMV-ideal which is both Boolean and prime is an
obstinate weak HvMV-ideal, under suitable conditions, but the converse may not be
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true. We also characterized obstinate weak HvMV-ideals and the relationships be-
tween prime weak HvMV-ideals and Boolean weak HvMV-ideals in HvMV-algebras
with at most �ve elements and investigated what subsets can be a suitable candi-
date to be an obstinate weak HvMV-ideal, Boolean weak HvMV-ideal or a prime
weak HvMV-ideal.
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Complete graph decompositions and P-groupoids

John Carr and Mark Greer

Abstract. We study P-groupoids that arise from certain decompositions of complete graphs.

We show that left distributive P-groupoids are distributive, quasigroups. We characterize some

P-groupoids when the corresponding decomposition is a Hamiltonian decomposition for complete

graphs of odd, prime order. We also study a speci�c example of a P-quasigroup constructed from

cyclic groups of odd order. We show that the right multiplication group of such P-quasigroups

is isomorphic to the dihedral group.

1. Introduction

The concept of graph amalgamation was introduced in 1984 by Anthony Hilton
[5]. Recently, the subject has gained more attention and is becoming more widely
studied. We aim to provide insight into graph amalgamation by considering the
results of amalgamation in Latin squares. First, we cover some preliminaries.

Recall that a graph is an ordered pair G = (V,E) comprising a set V of vertices
with a set E of edges. A complete graph, denoted by Kn where n is the number
of vertices in the graph, is a graph where every pair of vertices is connected by an
edge. An edge coloring of a graph G is a function γ : C → E(G), where C is a
set of colors. A Hamiltonian decomposition of K2n+1 is an edge-coloring of K2n+1

with n colors in which each color class is a C2n+1 cycle, called Hamiltonian cycles.
We de�ne graph amalgamation in the following way.

De�nition 1.1. Let G and H be two graphs with the same number of edges where
G has more vertices than H. We say that H is an amalgamation of G if there
exists a bijection φ : E(G)→ E(H) and a surjection ψ : V (G)→ V (H) where the
following hold

1. If x, y are two vertices in G where ψ(x) 6= ψ(y), and both x and y are adjacent
by edge e in G, then ψ(x) and ψ(y) are adjacent by edge φ(e) in H.

2. If e is a loop on a vertex x ∈ V (G), then φ(e) is a loop on ψ(x) ∈ H.

3. If e joins x, y ∈ V (G) where x 6= y, but ψ(x) = ψ(y), then ψ(e) is a loop on
ψ(x).

2010 Mathematics Subject Classi�cations: 20N05, 05C25

Keywords: Complete graphs, Hamiltonian decompositions, P-groupoids, P-quasigroups,

quandles.
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Example 1.2. K5 and a Hamiltonian decomposition.

1

2

34

5

Example 1.3. The following is an example of a graph amalgamation of the com-
plete graph on 5 vertices with the amalgamation ψ(1) = 1, ψ(2) = 2, ψ(3) = 2,
ψ(4) = 3, ψ(5) = 3.

1

G

2

34

5

1

H

23∼

Note that since the edges between two amalgamated graphs are in bijection
with each other, edge colorings are invariant to amalgamation; that is, edge colors
are unchanged by amalgamation. However, more interesting is the fact that if G
is a complete graph of the form K2n+1 and the edges are colored in such a way as
to specify a Hamiltonian decomposition, then the edges also form a Hamiltonian
decomposition in H.

The concept of amalgamating a larger graph down into a smaller graph is a
well understood concept in graph theory. Likewise, one can disentangle vertices
of a graph to create a larger graph. To disentangle a vertex is to split the vertex
into multiple vertices. Using example 3, we could disentangle vertex 2 of graph H
into vertices 2 and 3, while disentangling vertex 3 into vertices 4 and 5 to create
graph G. Some graph theorists are currently studying how to take a graph with a
Hamiltonian decomposition such as graph G, and to disentangle G to create a new
graph, say G′, where G′ also has a Hamiltonian decomposition. Since the concept
of amalgamation also exists in the Latin square setting, we approach the problem
from an algebraic perspective.

Let Kn be a complete graph. It is well known that the edges in Kn can be
decomposed into distinct cycles if and only if n is odd [9]. In this setting, Kotzig
gave a complete characterization of a groupoid (termed P-groupoid) that would
describe the decomposition. Indeed, let Q be a set with n elements (corresponding
to the vertices in Kn) and de�ne xy = z if and only if edges (x, y) and (y, z) are
in the same cycle where x 6= y. If x = y, then set x2 = x.
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Example 1.4. Consider the previous example of K5, along with its associated
P-groupoid.

1

2

34

5

(Q,·) 1 2 3 4 5
1 1 3 5 2 4
2 5 2 4 1 3
3 4 1 3 5 2
4 3 5 2 4 1
5 2 4 1 3 5

Kotzig then showed that all decompositions of complete graphs are given by
P-groupoids, de�ning them as follows.

De�nition 1.5 ([9]). Let (Q, ·) be a groupoid. Then (Q, ·) is a P-groupoid if for
all x, y, z ∈ Q,
(1.5.1) x2 = x (Idempotent).

(1.5.2) x 6= y ⇒ xy 6= x and xy 6= y.

(1.5.3) xy = z ⇔ zy = x.

For the rest of the paper we only consider �nite groupoids and P-groupoids.
One can quickly show that the order of every P-groupoid is odd [9] and that the
equation xa = b is always uniquely solvable for x. Indeed, xa = b ⇔ ba = x.
Hence, P-groupoids are idempotent, right quasigroups. We show that if the P-
groupoid is left distributive, then it is right distributive and a quasigroup (Theorem
2.2).

Dénes and Keedwell gave the �rst speci�c example of a P-quasigroup relating
to the decomposition [2]. We also note that this P-quasigroup is a quandle and
use results from [10] to describe the right multiplication group and automorphism
group of Dénes and Keedwell's example. We then show that if H ≤ Q is a
subquasigroup, then |H| must divide |Q| (Theorem 2.6). If the graph has prime
order, then Dénes and Keedwell's example is an example of a P-quasigroup relating
a Hamiltonian decomposition.

2. P-groudpoids and quasigroups

A groupoid (Q, ·) is a set Q with a binary operation · : Q×Q→ Q. A quasigroup

(Q, ·) is a groupoid such that for all a, b ∈ Q, the equations ax = b and ya = b
have unique solutions x, y ∈ Q. We denote these unique solutions by x = a\b and
y = b/a, respectively. Standard references in quasigroup theory are [1, 13]. All
groupoids (quasigroups) considered here are �nite.

To avoid excessive parentheses, we use the following convention:

• multiplication · will be less binding than divisions /, \.
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• divisions are less binding than juxtaposition.

For example xy/z · y\xy reads as ((xy)/z)(y\(xy)).
For x ∈ Q, where Q is a quasigroup, we de�ne the right and left transla-

tions by x by, respectively, yRx = yx and yLx = xy for all y ∈ Q. The fact
that these mappings are permutations of Q follows easily from the de�nition of
a quasigroup. It is easy to see that yL−1x = x\y and yR−1x = y/x. We de�ne
the left multiplication group of Q, Mltλ(Q) = 〈Lx | ∀x ∈ Q〉, the right multipli-

cation group of Q, Mltρ(Q) = 〈Rx | ∀x ∈ Q〉 and the multiplication group of Q,
Mlt(Q) = 〈Mltλ(Q),Mltρ(Q)〉.

Lemma 2.1. Let Q be a P-groupoid. Then |Rx| = 2 for all x ∈ Q (i.e. R2
x = idQ).

Proof. Let |Q| = 2n+1 for some n ∈ Z and suppose q1x = q2 for some x, q1, q2 ∈ Q.
Then q1R

2
x = q2Rx = q1. Moreover, xRx = x. Hence,

Rx = (x)(q1q2)(q3q4) . . . (q2n)(q2n+1).

The desired result follows.

A groupoid Q is left distributive if it satis�es x(yz) = (xy)(xz) for all x, y, z ∈
Q. Similarly, it is right distributive if it satis�es (yz)x = (yx)(zx). A distributive

groupoid is a groupoid that is both left and right distributive.

Theorem 2.2. Let Q P-groupoid. If Q is left distributive, then Q is a distributive

quasigroup.

Proof. Let Q be a left distributive, P-groupoid. Note that by left distributivity,
we have x · yx = xy · x. Suppose that xa = xb for some x, a, b ∈ Q. Then we
compute

(ax)(ab · x) = [(ax)(ab)](ax · x) by left distributivity,

= [(ax)(ab)]a by Lemma 2.1,

= [(a · xb)]a by left distributivity,

= a(xb · a) = a(xa · a) by assumption,

= ax by Lemma 2.1

Hence, we have ab · x = ax by (1.5.2). Thus, ab = a and hence, b = a by (1.5.2)
again. Thus, Q is a quasigroup.

For right distributive, we �rst note that by left distributivity x(xy · z) = (xy ·
y)(xy · z) = (xy)(yz). Using (1.5.3), we have

[x(xy · z)](yz) = xy. (1)

Similarly, (xy · z)x = (xy · z)(xy · y) = (xy)(zy) and x(xy · z) = (xy · y)(xy · z) =
(xy)(yz) both by left distributivity again, thus

(xy · z)x = (xy)(zy), (2)
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x(xy · z) = (xy)(yz). (3)

Hence we have

(x · yz)(xz · u) = [(xy)(xz)](xz · u) by left distributivity,

= (xy)[(xy)(xz) · u] by (3) with x→ xy, y → yz, z → u,

= (xy)[(x · yz) · u] by left distributivity,

thus
(x · yz)(xz · u) = (xy)[(x · yz) · u]. (4)

Substituting y → yz in (1) give x(yz) = [x(x(yz) · z)][yz · z] = x(x(yz) · z) · y. So

x(yz) = x(x(yz) · z) · y. (5)

Hence we compute

x = [x · x(yz)][x(yz)]
= [x · x(yz)][x(x(yz) · z) · y] by (5),

= [x(x(yz) · z)][xz · y] by (4) with y → x(yz), u→ y.

Thus
x = [x(x(yz) · z)][xz · y]. (6)

Replacing x→ xy and y → x in (6) gives

xy = [(xy) · (xy · xz)z][(xy · z)x] by (6) with x→ xy,

= [(xy) · (xy · xz)z](xy · zy) by (2),

= [(xy) · (x · yz)z](xy · zy) by left distributivity,

and therefore
xy = [(xy) · (x · yz)z](xy · zy). (7)

Recalling (3) and substituting y → yz, we have (x · yz)y = (x · yz)(yz · z) =
x · (x · yz)z, so

(x · yz)y = x · (x · yz)z. (8)

We compute

x(yz · x) = (x · yz)x = (xy · xz)x by left distributivity,

= (xy) · (xy · xz)z by (8) x→ xy, y → x,

and hence
x(yz · x) = (xy)[(x · yz)z]. (9)

Hence, the right hand side of (7) can be rewritten as

xy = [x(yz · x)](xy · zy). (10)
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Using left distributivity, we have

(xy) · (xz · y)(zy) = [(xy)(xz · y)](xy · zy) by left distributivity,

= [(xy · xz)(xy · y)](xy · zy) by left distributivity,

= [(x · yz)(xy · y)](xy · zy) by left distributivity,

= [(x · yz)x](xy · zy)
= [x(yz · x)](xy · zy),

and thus
[x(yz · x)][(xy · zy)] = (xy)[(xz · y)(zy)]. (11)

Therefore, the right hand side of (10) can be rewritten as xy = (xy)[(xz · y)(zy)]
Finally, since (xy)[(xz · y)(zy)] = xy, we have (xz · y)(zy) = xy by (1.5.2) and

thus (xy)(zy) = xz · y by (1.5.3).

We now focus on the �rst speci�c constructions of a P-quasigroup dealing with
Hamiltonian decompositions given by De«es and Keedwell [2].

Theorem 2.3 ([2]). Consider Zn = {0, 1, . . . , n − 1} where n = 2k + 1 for some

k ∈ Z. De�ne r ◦ s = 2s− r mod n. Then (Zn, ◦) is a P-quasigroup of order n.

Proposition 2.4. For (Zn, ◦), the following hold:

(i) yLnx = 2n(y − x) + x for all x, y ∈ Q.

(ii) |Lx| = k where k is the smallest integer such that 2k ≡ 1 mod n.

(iii) LnxRx = RxL
n
x.

Proof. Let x, y ∈ Q. For (i), yLx = 2y − x = 2(y − x) + x. By induction,

yLn+1
x = (2y − x)Lnx = 2n((2y − x)− x) + x = 2n+1(y − x) + x.

For (ii), let k > 0 be the smallest integer such that yLkx = y. Then, by (1),

2k(y − x) + x ≡ y ⇔ 2ky − y − 2kx+ x ≡ 0⇔ (y − x)(2k − 1) ≡ 0.

Hence, 2k ≡ 1 mod n. Finally,

yLxRx = (2y − x)Rx = 3x− 2y = (2x− y)Lx = yRxLx.

Since Mlt(Q) is a group, (iii) follows.

(Zn, ◦) is well known. A quasigroup Q is medial (or entropic) if (xy)(zw) =
(xz)(yw) for all x, y, z, w ∈ Q. Idempotent medial quasigroups are distributive
[15]. There is a well-known correspondence between abelian groups and medial
quasigroups, the Toyoda-Bruck theorem. That is, (Q, ·) is a medial quasigroup if
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and only if there is an abelian group (Q,+) such that x ·y = f(x)+g(y)+ c for all
x, y ∈ Q for some commuting f, g ∈ Aut(Q) and c ∈ Q [14]. If (G,+) is an abelian
group of odd order, then both f(x) = −x and g(y) = 2y are automorphisms of G.
Hence, De«es and Keedwell's P-quasigroup is precisely the medial quasigroup of
the form x ◦ y = f(x) + g(y) + 0.

De�nition 2.5. A groupoid (Q, ·) is a quandle if

1. a2 = a for all a ∈ Q,
2. For all a, b ∈ Q, the equations xa = b have a unique solution,

3. (ab)c = (ac)(bc) for all a, b, c ∈ Q.
Note that quandles are idempotent, right distributive, and right quasigroups.

(Zn, ◦) is also referred to as the dihedral quandle of order n withMltρ(Q) ∼= D2n

[10], the dihedral group of order 2n. For a quandle Q, the inner automorphism

group of Q, Inn(Q) is the subgroup generated by Lx for all x ∈ Q. Thus, Inn(Zn, ◦)
is isomorphic to the dihedral group of order n. Moreover, both Lx and Ry are
a�ne maps for all x, y. Indeed,

[(1−t)a+tb]Lx = 2[(1−t)a+tb]−x = (1−t)(2a−x)+j(2b−x) = (1−t)(aLx)+t(bLx),
[(1−t)a+tb]Ry = 2y−[(1−t)a+tb] = (1−t)(2y−a)+t(2y−b) = (1−t)(aRy)+t(bRy),
for all a, b, t ∈ Zn. That is Aut(Zn, ◦) is isomorphic to the a�ne group A�(Zn)
[10].

Note that P-quasigroups always have subgroups 〈x〉 for all x. It is well-known
that in general, the order of a subquasigroup doesn't divide the order of the quasi-
group. However, for Q = (Zn, ◦), the order of the subquasigroup always divides
the order of the quasigroup.

Theorem 2.6. Let Q = (Zn, ◦). If H ≤ Q, then |H| divides |Q|. Hence, if Q has

prime order and |H| ≤ |Q|, then H = 〈x〉 for some x ∈ Q or H = Q.

Proof. Let H ≤ Q. If |H| = 〈x〉, then |H| = 1 and we are done. Let x, y ∈ Q.
Then y = x + k, since both x, y ∈ Zn. Then x ◦ y = x + 2k ∈ H. Continuing,
x ◦ (x + 2k) = x + 3k, and thus, elements of H are of the form x + lk. Since Q
is �nite, we must have x + l1k = x + l2k. Thus, k(l1 − l2) ≡ 0 mod n. Thus, k
is a divisor of n. Let kl = n. Then H = {x, x + k, x + 2k, . . . x + (l − 1)k}, and
therefore |H| = l, a divisor of n.

The following is a minimal example of a P-groupoid that is not a quandle,
found by Mace4 [11].

Example 2.7. A P-groupoid of order 5 that is not a quandle.

(Q, ·) 1 2 3 4 5

1 1 3 2 3 4
2 3 2 1 5 3
3 2 1 3 1 2
4 5 5 5 4 1
5 4 4 4 2 5
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3. Hamiltonian decompostions and P-quasigroups

Theorem 3.1. Let Q1 and Q2 be two P-groupoids. Then, Q1
∼= Q2 if and only if

the corresponding decompositions of the associated complete graph is isomorphic.

Proof. Suppose φ is an isomorphism between Q1 and Q2 where both Q1 and Q2

correspond to decompositions of Kn. By de�nition (a, b)(b, c) belong to the same
cycle in the decomposition of Kn if and only if ab = c for all a, b, c ∈ Q1. Then
(φ(a), φ(b))(φ(b), φ(c)) belong to the same cycle in Kn if and only if φ(a)φ(b) =
φ(c). Since this is precisely the correspondence between Q2 and its Hamiltonian
decompostion of Kn, the decompositions must be isomorphic.

Alternatively, suppose φ is an isomorphism between two decompositions of Kn.
If (φ(a), φ(b))(φ(b), φ(c)) belong to the same cycle in Kn for some a, b, c ∈ Q1, then
φ(a)φ(b) = φ(c) for φ(a), φ(b), φ(c) ∈ Q2. Again, since this is precisely how we
establish a correspondence between P-groupoids and complete undirected graphs,
we conclude that Q1

∼= Q2.

Theorem 3.2. ([2]) Let p be an odd prime. Then (Zn, ◦) corresponds to a Hamil-

tonian decomposition in Kp.

Note that Theorem 3.1 does not imply all P-groupoids of prime order cor-
responding to a Hamiltonian decomposition of Kp are quasigroups. Below are
two Hamiltonian decompositions of K7 with non isomorphic corresponding P-
groupoids.

Example 3.3. Two non-isomorphic Hamiltonian decompositions and their corre-
sponding P-groupoids.

1
2

3

45

6

7

Q1 1 2 3 4 5 6 7

1 1 3 7 5 6 4 2
2 4 2 6 7 3 5 1
3 5 1 3 6 2 7 4
4 2 6 5 4 7 1 3
5 3 7 4 1 5 2 6
6 7 4 2 3 1 6 5
7 6 5 1 2 4 3 7

1
2

3

45

6

7

Q2 1 2 3 4 5 6 7

1 1 4 4 7 7 5 6
2 7 2 7 5 6 4 5
3 5 5 3 6 4 7 4
4 6 1 1 4 3 2 3
5 3 3 6 2 5 1 2
6 4 7 5 3 2 6 1
7 2 6 2 1 1 3 7
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The following is motivated by Theorem 2.6.

Theorem 3.4. Let Kn have a Hamiltonian decomposition and let Q be the cor-

responding P-groupoid. Then Q doesn't contain any nontrivial subgroupoids.

Proof. Let |Q| = n correspond to a complete graph Kn with a Hamiltonian de-
composition. For the sake of contradiction, suppose ∃H < Q where |H| > 1. Since
H is a subgroupoid, H is closed and multiplying the elements of H will create a
cycle with length less than n. However, this contradicts our assumption that Kn

has a Hamiltonian decomposition. Therefore, we conclude that Q doesn't contain
any subgroupoids with order greater than 1.

The following is an example of a P-groupoid corresponding to a Hamiltonian
decomposition of K9. It is currently unknown if a P-quasigroup exists that corre-
sponds to a Hamiltonian decomposition of K9 (note that (Z9, ◦)) is not a quasi-
group).

Example 3.5. A P-groupoid of order 9 corresponding to a Hamiltonian decom-
position.

1
2

3

4

56

7

8

9
K9 1 2 3 4 5 6 7 8 9

1 1 3 5 2 7 4 9 6 8
2 9 2 4 1 3 3 4 4 3
3 8 1 3 5 2 2 5 5 2
4 7 6 2 4 6 1 2 2 6
5 6 7 1 3 5 7 3 3 7
6 5 4 8 8 4 6 8 1 4
7 4 5 9 9 1 5 7 9 5
8 3 9 6 6 9 9 6 8 1
9 2 8 7 7 8 8 1 7 9

Further work would consist of �nding all necessary and su�cient conditions
such that a P-groupoid of odd nonprime order corresponds to a Hamiltonian de-
composition of a complete graph. Hilton gave necessary and su�cient conditions
for a Hamiltonian decomposition of K2n+1 corresponding to a Hamiltonian circuit
[5]. The proof relies heavily on Hall's work with completing partial Latin squares
[4]. Thus, using P-groups to classify Hamiltonian decompositions is a natural
choice. Moreover, due to the connection to quandles in the prime order case, per-
haps �nding a relationship between P-groupoids and quandles could lead to new
results in both �elds.

Acknowledgment. Some investigations in this paper were assisted by the au-
tomated deduction tool, Prover9, and the �nite model builder, Mace4, both
developed by McCune [11]. Similarly, all presented examples were found and ver-
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Categorical equivalences

in the theory of sharp transitivity

Timothy L. Clark

Abstract. There are well-known correspondences between loops and regular permutation sets;

neardomains and sharply 2-transitive groups; and KT-�elds and sharply 3-transitive groups.

Initially, these correspondences only considered isomorphisms. However, the �rst two correspon-

dences were realized as more general categorical equivalences. In this note, we o�er a simpli�ed

development of these equivalences and extend the results to a categorical equivalence between

KT-�elds and sharply 3-transitive groups. We then show how these three equivalences are related

to one another via a diagram of functors.

1. Introduction and overview

Given a loop L, its set of left translations T1L = {λa : x 7→ ax | a ∈ L} acts
regularly on L, meaning for every x, y ∈ L, there is a unique λa ∈ T1L such
that λa(x) = y. It turns out, not only is this construction functorial, it forms an
equivalence between the category of loops (denoted Loop) and the category of
regular permutation sets (denoted RPS) [1].

There is a related correspondence between neardomains and sharply 2-transitive
groups. Here, a neardomain essentially consists of (F,+, ·) where (F,+) is a loop
and (F \ {0}, ·) is a group, while a sharply 2-transitive group is a group action
that is regular on pairs of distinct points. Given a neardomain, its group of a�ne
transformations T2F = {x 7→ a + bx | b 6= 0} acts sharply 2-transitively on F
(cf. [2] (6.1)). In [1], this correspondence was proven to be an equivalence be-
tween the category of neardomains (denoted nDomain) and a category of sharply
2-transitive groups (denoted s2tGroup). Proving that T2 is a categorical equiva-
lence hinges on the de�nition of s2tGroup; the crucial realization in [1] is that not
every conceivable morphism of sharply 2-transitive groups corresponds to a near-
domain morphism, so we must pare down our morphisms of sharply 2-transitive
groups accordingly.

Finally, there is another correspondence between KT-�elds and sharply 3-
transitive groups, where KT-�elds are neardomains with a distinguished invo-

2010 Mathematics Subject Classi�cation: 20N05; 12K05; 16Y99; 20B22; 18A99.

Keywords: loops; neardomains; near�elds; KT-�elds; sharply multiply transitive groups;

equivalence of categories.
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lution (thought of as a generalized inversion) and sharply 3-transitive groups are
groups that act regularly on triples of distinct points. As shown in [2] (11.1),
given a KT-�eld F , one can form the group of generalized fractional a�ne trans-
formations T3F which acts sharply 3-transitively on F . The name �generalized
fractional a�ne transformations� comes from the fact that, if F is a �eld, then

T3F =
{
x 7→ a+bx

c+dx | ad− bc 6= 0
}
. In general, T3F is generated as a subgroup of

the permutations on F by T2F and the distinguished involution of F . Our main re-
sult is that, not only is T3 functorial, the category of KT-�elds (denoted KTfield)
is equivalent to a category of sharply 3-transitive groups (denoted s3tGroup); cf.
Theorem 3.13. Moreover the three equivalences T1, T2, and T3 enjoy a particularly
nice interdependence.

As is the case for T2, proving that T3 is an equivalence of categories largely
depends on the morphisms we allow in s3tGroup. In particular, the construction
of T3F demands that morphisms in s3tGroup induce morphisms in s2tGroup
on stabilizers. Once this is done, however, the argument proceeds swiftly. This is
substantially a consequence of the general scheme in which T1, T2, and T3 �t. As
we will see:

• Given a neardomain F , the functor T2 is essentially two applications of T1 �
once to (F \ {0}, ·) and once to (F,+).

• Given a KT-�eld F with distinguished involution σ, the functor T3 is essen-
tially T2 after forgetting and then remembering σ.

So, overall, our categorical equivalences T2 and T3 are built in a very tangible way

from the comparatively simple equivalence T1 : Loop
'−→ RPS; this is formalized

in Theorem 3.14.

Organization. Section 2 focuses on preliminary de�nitions and basic results
from category theory, non-associative algebra, and sharply multiply transitive ac-
tions. In particular, we have the lemma:

Lemma 1.1. Let C and D be categories and suppose there are functors F : C→ D
and G : D→ C such that GF = idC. If G is faithful, then F is an equivalence of
categories with inverse G.

We also have the lemma:

Lemma 1.2. Let C be one of the categories RPS, s2tGroup, or
s3tGroup. Then two morphisms (f,Φ) and (g,Ψ) are equal in C if and only if
Φ = Ψ.

These two lemmas combine in Section 3 to shorten the proofs of Theorems
3.4, 3.9, and 3.13 regarding the assortment of categorical equivalences mentioned
above. In particular, in Section 3 we prove:



Categorical equivalences in the theory of sharp transitivity 213

Theorem 1.3. There is an equivalence of categories T3 : KTfield
'−→ s3tGroup.

We also concisely exhibit the relationship between T1, T2, and T3 in Section 3 via
the following theorem:

Theorem 1.4. There is a commutative diagram of functors:

KTfield
T3

' //

��

s3tGroup

��
nDomain

T2

' //

��

s2tGroup

��
Loop

T1

' // RPS.

2. Preliminaries

This section is dedicated to some de�nitions and basic results for reference in the
development to follow.

2.1. Category theory

We assume familiarity with the notions of category and functor; the standard
reference is [4]. We recall some basic de�nitions here, namely that of natural
equivalence and categorical equivalence. We also prove Lemma 2.1 that helps us
provide succinct proofs of our main theorems in Section 3.

Natural and categorical equivalences. Given two functors F,G : C → D, a
natural transformation η : F → G is an assignment for each object X of C a
morphism ηX : F (X) → G(X) in D such that, for every morphism f : X → Y in
C, the following diagram commutes

F (X)

F (f)

��

ηX // G(X)

G(f)

��
F (Y )

ηY
// G(Y ).

A natural transformation in which each ηX is an equivalence is called a natural
equivalence.

We are primarily interested in exhibiting pairs of categories as equivalent, in a
sense we will make precise immediately: A functor F : C→ D is an equivalence

of categories if there is a functor G : D→ C and natural equivalences FG
∼=−→ idD
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and GF
∼=−→ idC. In this case, we write F : C

'→ D or simply C ' D, and we call G
the inverse of F . Assuming the Axiom of Choice, F : C→ D is an equivalence of
categories if and only if F is full, faithful, and essentially surjective ([4] Theorem
IV.4.1).

The faithful retract lemma. We will call a category C a retract of a category
D provided there are functors F : C → D and G : D → C such that GF = idC.
In this case, the functor G is called a retraction. If, additionally, there is a

natural equivalence FG
∼=−→ idD, we call C a deformation retract of D. We

recognize deformation retract as a stronger notion of categorical equivalence. This
next lemma is an adaptation of a familiar result from category theory that if a
retraction has a left inverse, then it has a two sided inverse.

Lemma 2.1 (Faithful Retract Lemma). Suppose C is a retract of D via F : C→
D and G : D → C. If G is faithful, then there exists a natural transformation

FG
∼=−→ idD. In particular, F is an equivalence of categories with inverse G.

Proof. Suppose G is a retraction. We claim G is essentially surjective and full. To
see this, let X be an object in C. Then GF (X) = X since GF = idC, thus G is
(essentially) surjective on objects. Now suppose f : G(X)→ G(Y ) is a morphism
in C where X and Y are objects of D. Then, GFf = f : G(X)→ G(Y ), hence G
is full.

So, if G is also faithful, then G is an equivalence of categories. This means

there exists a functor H : C → D and a natural equivalence HG
∼=−→ idD. Thus,

there is a natural equivalence HGF
∼=−→ idDF , i.e. a natural equivalence H

∼=−→ F .

Therefore, we induce a natural equivalence FG
∼=−→ HG

∼=−→ idD as claimed.

2.2. Loops, neardomains, and KT-�elds

In this section, we briskly review some basic de�nitions from non-associative alge-
bra and de�ne categories of loops, neardomains, and KT-�elds.

Loops. A loop is a nonempty set L with a binary operation (a, b) 7→ ab such
that:

1. The operation has a two-sided identity element e ∈ L;

2. For every a, b ∈ L, there exist unique x, y ∈ L such that ax = b and ya = b.

A morphism of loops is a function f : L→ L′ that preserves the loop operation.
The category whose objects are loops and whose arrows are loop homomorphisms
will be denoted Loop.



Categorical equivalences in the theory of sharp transitivity 215

Neardomains. A set F with operations + and · is called a neardomain if:

1. F is a loop under + with identity 0;

2. For all a, b ∈ F : a+ b = 0 implies b+ a = 0;

3. F − {0} is a group under · with identity 1;

4. For all a ∈ F : 0 · a = 0;

5. For all a, b, c ∈ F : a · (b+ c) = a · b+ a · c;

6. For all a, b ∈ F , there exists da,b ∈ F − {0} such that, for all x ∈ F ,
a+ (b+ x) = (a+ b) + da,b · x.

A morphism of neardomains f : F → F ′ is a function that preserves both
operations. The category of neardomains and neardomain morphisms is denoted
nDomain. Note: F is a near�eld if and only if all of the da,b = 1 (i.e., if and only
if F is a group under +). Every �nite neardomain is a near�eld. Whether there
exists a neardomain that is not a near�eld was a long-standing open question, but
the construction provided in [5] con�rms the existence of proper neardomains.

It can be shown (cf. [1] Property 3.2) that all neardomain morphisms are
injective. Consequently, if there exists a neardomain morphism f : F → F ′, then
char F = 2 if and only if char F ′ = 2. This fact turns out to be essential for
de�ning the appropriate category of sharply 2-transitive groups in Section 3.

KT-�elds. A KT-�eld is quadruple (F,+, ·, σ) such that

1. (F,+, ·) is a neardomain;

2. σ : F → F is an involutary automorphism of (F \ {0}, ·) satisfying

σ(1 + σ(x)) = 1− σ(1 + x) ,

for all x ∈ F \ {0,−1}.

The characteristic of F as a KT-�eld is de�ned to be the characteristic of the near-
domain F . Amorphism of KT-�elds (F,+, ·, σ) and (F ′,+, ·, σ′) is a neardomain
morphism f : F → F ′ such that σ′ ◦ f = f ◦ σ on F \ {0}. KT-�elds and KT-�eld
morphisms constitute a category denoted KTfield. We note that if F is a �eld,
then σ(x) = x−1 ([2] Theorem 13.2).

2.3. Sharply multiply transitive actions

We now review some basic de�nitions and results from the theory of sharply tran-
sitive actions. We then de�ne categories of regular permutations sets, sharply
2-transitive groups, and sharply 3-transitive groups, utilizing the crucial insight
from [1] regarding which morphisms to allow between sharply 2-transitive groups.
The section ends with a proof of Lemma 2.4 that allows us to more easily identify
when two morphisms in these categories are equal.
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Regular permutation sets. A regular permutation set is a triple (M,Ω, ∗)
where Ω is a set, ∗ ∈ Ω is a chosen base point, and M is a subset of the set of all
permutations on Ω such that:

1. The identity map idΩ : α 7→ α is in M ;

2. M acts regularly on Ω: for every α, β ∈ Ω, there is a unique m ∈M such
that m(α) = β.

A morphism of regular permutation sets (M,Ω, ∗) and (N,Σ, ∗) is a pair
of functions (f,Φ) where f : M → N and Φ: Ω → Σ such that Φ(∗) = ∗, and the
following diagram commutes:

M × Ω

f×Φ

��

ev // Ω

Φ

��
N × Σ

ev
// Σ,

where the horizontal maps are the evaluation maps. Regular permutation sets and
morphisms of regular permutation sets (with composition de�ned componentwise)
assemble into a category which we denote RPS.

An action of a group G on a set Ω is said to be sharply transitive provided
for every α, β ∈ Ω, there exists a unique g ∈ G such that gα = β. A sharply
transitive group action of a group G on a set Ω corresponds (via the standard
identi�cation of G ≤ symΩ) to a regular permutation set (G,Ω, ∗) for a chosen
base point ∗ ∈ Ω. In this way, we can de�ne the category s1tGroup as the full
subcategory of RPS whose objects are sharply transitive group actions.

Sharply 2-transitive groups. Suppose a group G acts on a set Ω. The action is
sharply 2-transitive provided: for every (α1, α2), (β1, β2) ∈ Ω×Ω where α1 6= α2

and β1 6= β2, there is a unique g ∈ G with gα1 = β1 and gα2 = β2.
It is tempting at this point to try to de�ne a category of sharply 2-transitive

groups analogous to the category RPS. To start, we might say the objects of
this category are of the form (G,Ω, 0, 1) where G acts sharply 2-transitively on
Ω and 0, 1 ∈ Ω are distinct base points. Then, we could de�ne a morphism to
be a pair of functions (f,Φ) : (G,Ω, 0, 1) → (H,Σ, 0, 1) with f : G → H a group
homomorphism, Φ : Ω → Σ a function sending 0 7→ 0 and 1 7→ 1, such that the
following diagram commutes:

G× Ω //

f×Φ

��

Ω

Φ

��
H × Σ // Σ.

This de�nes a perfectly reasonable category. However, as shown in [1], this cate-
gory has �too many� morphisms to be equivalent to the category of neardomains!
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So, we must eliminate morphisms between sharply 2-transitive groups that do
not correspond to neardomain morphisms. Recall: all neardomain morphisms are
injective and, consequently, the existence of a neardomain morphism f : F → F ′

implies char F = 2 if and only if char F ′ = 2. The characterestic of a neardomain
turns out to be related to what is called the type of its corresponding sharply
2-transitive group, which we explore forthwith.

Suppose a group G acting sharply 2-transitively on a set Ω and consider the
involutions of G, invG = {g ∈ G | g 6= idΩ, g

2 = idΩ}. Note: invG is never empty
if Ω has at least two elements. It can be shown that exactly one of the following
conditions holds: (1) every g ∈ invG has a unique �xed point; or (2) no g ∈ invG
has a �xed point ([2] Section 2).

If each g ∈ invG has a unique �xed point we say G is of type 1, and if no g ∈
invG has a �xed point, we say G is of type 0. We can now de�ne the appropriate
category of sharply 2-transitive groups as follows: The category s2tGroup has
objects (G,Ω, 0, 1) where G is a group that acts sharply 2-transitively on a set Ω,
and 0, 1 ∈ Ω are distinct base points. The morphisms in s2tGroup are pairs of
maps (f,Φ): (G,Ω, 0, 1)→ (H,Σ, 0, 1) where

1. G and H are of the same type;

2. f : G→ H is a group homomorphism;

3. Φ: Ω→ Σ is injective, mapping 0 7→ 0 and 1 7→ 1; and

4. the following diagram commutes:

G× Ω

f×Φ

��

// Ω

Φ

��
H × Σ // Σ ,

where the horizontal maps are evaluation.

Let (G,Ω, 0, 1) be a sharply 2-transitive group on a set Ω. In the case G has
type 1, call ι the unique (by [2] (3.1)) involution �xing the base point 0 ∈ Ω. We
de�ne a subset aG ⊆ G by aG = invG◦ ι if G has type 1, and aG = invG∪{idΩ}
if G has type 0. It is shown in [2] that (aG,Ω, 0) is a regular permutation set.
Moreover, this construction is functorial:

Proposition 2.2. There is a functor a : s2tGroup→ RPS.

Proof. For a sharply 2-transitive group (G,Ω, 0, 1) de�ne a(G,Ω, 0, 1) = (aG,Ω, 0)
as above. The fact that (aG,Ω, 0) is a regular permutation set is shown in [2]
Theorem 3.3. To show that a is functorial, let (f,Φ) : (G,Ω, 0, 1) → (H,Σ, 0, 1)
be a morphism in s2tGroup. By Lemma 3.8 in [1], we have f(aG) ⊆ aH.
Thus, we de�ne af as the restriction f |aG: aG → aH. We are left to show that
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(af,Φ) : (aG,Ω, 0) → (aH,Σ, 0) is a morphism in RPS, as verifying that a is
functorial is then routine.

First, we note that Φ(0) = 0 by assumption. Now, consider the following
commutative diagram:

aG× Ω �
� //

af×Φ

��

G× Ω //

f×Φ

��

Ω

Φ

��
aH × Σ

� � // H × Σ // Σ.

The left square commutes by de�nition of af , while the right square commutes
since (f,Φ) is a morphism in s2tGroup. Thus, the total rectangle commutes,
verifying that (af,Φ) is a morphism in RPS.

Sharply 3-transitive groups. A group action of G on a set Ω is said to be
sharply 3-transitive if, for all 3-tuples of distinct elements of Ω, (α1, α2, α3) and
(β1, β2, β3), there is a unique g ∈ G such that gαi = βi for i = 1, 2, 3. We can
recognize sharply 3-transitive groups in terms of sharply 2-transitive groups as
follows:

Proposition 2.3. A group G acts sharply 3-transitively on a set Ω if and only if
for every α ∈ Ω the stabilizer Gα acts sharply 2-transitively on Ω \ {α}.
Proof. See [2] (1.1)(a).

As with the category of sharply 2-transtive groups, we must be careful to avoid
excess morphisms in our category of sharply 3-transitive groups. Let (G,Ω) be
a sharply 3-transitive group. As shown in [2] Section 2, each stabilizer (Ga,Ω \
{a}) is a sharply 2-transitive group of the same type. This allows us to de�ne
the appropriate category of sharply 3-transitive groups, as follows: The category
s3tGroup has objects (G,Ω, 0, 1,∞) where G is a group that acts sharply 3-
transitively on a set Ω, and 0, 1,∞ ∈ Ω are distinct base points. The morphisms
in s3tGroup are pairs of maps (f,Φ): (G,Ω, 0, 1,∞)→ (H,Σ, 0, 1,∞) where:

1. The stabilizers G∞ and H∞ have the same type as sharply 2-transitive
groups;

2. f : G→ H is a group homomorphism;

3. Φ: Ω→ Σ is injective, mapping 0 7→ 0, 1 7→ 1, and ∞ 7→ ∞; and

4. the following diagram commutes:

G× Ω

f×Φ

��

// Ω

Φ

��
H × Σ // Σ ,

where the horizontal maps are evaluation.
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The sharp morphism lemma. We now prove a lemma that allows us to more
easily recognize when two morphisms in RPS, s2tGroup, and s3tGroup are
equal. Together with Lemma 2.1, this result greatly expedites the proofs of The-
orems 3.4, 3.9, and 3.13.

Lemma 2.4 (Sharp Morphism Lemma). Let C be one of the categories RPS,
s2tGroup, or s3tGroup. Then two morphisms (f,Φ) and (g,Ψ) are equal in C
if and only if Φ = Ψ.

Proof. We will prove the nontrivial assertion for C = s3tGroup. The proofs for
the other options of C are similar.

Let (f,Φ), (g,Ψ): (G,Ω, 0, 1,∞)→ (H,Σ, 0, 1,∞) be two morphisms in
s3tGroup, and suppose Φ = Ψ. Now, let x ∈ G and α ∈ Ω. Since (f,Φ) and
(g,Φ) are morphisms in s3tGroup, we have f(x)Φ(α) = Φ(x(α)) = g(x)Φ(α). For
α ∈ {0, 1,∞}, this implies we must have f(x)(0) = g(x)(0), f(x)(1) = g(x)(1),
and f(x)(∞) = g(x)(∞). Now, each of g(x)(0), g(x)(1), and g(x)(∞) must be
distinct since the base points are distinct. By the sharp 3-transitivity of H on
Σ, g(x) is the unique element of H such that 0 7→ g(x)(0), 1 7→ g(x)(1), and
∞ 7→ g(x)(∞). Thus, we must have f(x) = g(x), hence f = g.

3. The categorical equivalences

In this section, we show that there are categorical equivalences (1) RPS ' Loop
(Theorem 3.4); (2) s2tGroup ' nDomain (Theorem 3.9); and (3) s3tGroup '
KTfield (Theorem 3.13). The �rst two equivalences were �rst proved in [1]. We
review their development for completeness (especially since we understand the
third equivalence in terms of the �rst two), using Lemmas 2.1 and 2.4 to provide
alternate, more concise proofs. We then exhibit the close relationship between
these equivalences with a diagram of functors in Theorem 3.14.

3.1. Regular permutation sets and loops

Given a loop L, constructing an object of RPS is relatively straightforward. De-
note T1L = {λa : x 7→ ax | x, a ∈ L} the set of left translations of L. Then
(T1L,L, e) is a regular permutation set ([1] Property 2.5). As we see in the next
proposition, this construction is functorial.

Proposition 3.1. There is a functor T1 : Loop→ RPS.

Proof. For L a loop, de�ne T1L as above. For a loop homomorphsim f : L → L′,
if we de�ne T1f : λa 7→ λf(a), it can be shown that T1 is a functor.

Constructing a loop out of a regular permutation set is a little more subtle.
Let (M,Ω, ∗) be a regular permutation set. Ultimately, we would like to �nd a
loop structure on Ω. We do so by �rst building a loop out of M (which, being
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a set of permutations, comes with a little more structure than Ω), and importing
the structure on M to Ω.

While composition of functions is the obvious operation on symΩ, there is no
guarantee that the subset M ⊆ symΩ is closed under this operation. However,
since the action of M on Ω is regular, the map µ : M → Ω de�ned by m 7→ m(∗)
is a bijection. We de�ne the operation ⊗∗ : M ×M → M so that the following
diagram commutes:

M ×M �
� i×i //

⊗∗
��

symΩ× symΩ

◦
��

M Ω
µ−1

∼=oo symΩ.
ev(−,∗)

oo

Explicitly, we have ⊗∗ : (m,n) 7→ µ−1(m ◦ n(∗)). It can be shown that M is a
loop under ⊗∗ with identity idΩ. Furthermore, if M is a subgroup of symΩ, then
(M,⊗∗) = (M, ◦) (cf. [1] Property 2.1).

We use µ to de�ne an operation ·∗ on Ω by the following commutative diagram:

Ω× Ω
µ−1×µ−1

∼=
//

·∗
��

M ×M

⊗∗
��

Ω M.
µ

∼=oo

Explicitly, we have ·∗ : (α, β) 7→ µ−1(α)(β).

Proposition 3.2. For Ω and ·∗ as above, Ω is a loop under ·∗ with identity ∗, and
µ : M → Ω is a loop isomorphism. In particular, if M is a subgroup of symΩ, then
(Ω, ·∗) is a group. Furthermore, if (f,Φ) : (M,Ω, ∗)→ (N,Σ, ∗) is a morphism in
RPS, then Φ: Ω→ Σ is a homomorphism of loops.

Proof. See [1] Property 2.2 and Corollary 2.4.

This lets us de�ne two functors RPS→ Loop:

• P⊗ : RPS→ Loop sends (M,Ω, ∗) 7→ (M,⊗∗) and (f,Φ) 7→ f .

• P : RPS→ Loop sends (M,Ω, ∗) 7→ (Ω, ·∗) and (f,Φ) 7→ Φ.

These functors are naturally equivalent, as shown in the following proposition:

Proposition 3.3. There is a natural equivalence µ : P⊗
∼=−→ P .

Proof. For any regular permutation set (M,Ω, ∗), de�ne µM : M → Ω as the

composite M
(id,∗)−−−→ M × Ω

ev−→ Ω. As we have seen in Proposition 3.2, µM :

(M,⊗∗)
∼=−→ (Ω, ·∗) is a loop isomorphism.
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We are left to show that this construction is natural. Consider a morphism of
regular permutation sets (f,Φ) : (M,Ω, ∗) → (N,Σ, ∗). By [1] Property 2.3, we
have Φ ◦ µM = µN ◦ f witnessing the naturality of µ.

Finally, we have the following theorem:

Theorem 3.4 (Cara�Kieboom�Vervloet [1]). The functors P : RPS � Loop :T1

constitute an equivalence of categories. Moreover, Loop is a deformation retract
of RPS.

Proof. See [1] Theorem 2.6 for a proof that PT1 = idLoop. The fact that P is
faithful follows from Lemma 2.4, and the full result then follows from Lemma
2.1.

In light of Proposition 3.2, we have the following corollary:

Corollary 3.5. The equivalence of categories P : RPS � Loop :T1 restricts to
an equivalence of categories s1tGroup � Group. Thus, we have the following
commutative diagram of functors:

Group

��

' // s1tGroup

��
Loop

'
T1

// RPS,

where the vertical functors are inclusions.

3.2. Sharply 2-transitive groups and neardomains

Given a neardomain F , the set of a�ne transformations is

T2F = {〈a, b〉 : x 7→ a+ bx | a, x ∈ F, b ∈ F \ {0}}.

In [2], it is shown that T2F is a subgroup of symF that acts sharply 2-transitively
on F . This construction turns out to be functorial. Compare this with Proposition
3.1.

Proposition 3.6. There is a functor T2 : nDomain→ s2tGroup.

Proof. See [2] (6.1) for a proof that (T2F, F, 0, 1) is a sharply 2-transitive group. To
show that T2 is functorial, consider a morphism of near domains f : F → F ′. Now
de�ne T2f : T2F → T2F

′ by 〈a, b〉 7→ 〈f(a), f(b)〉. Then (T2f, f) is veri�ed to be a
morphism in s2tGroup in the proof of Theorem 4.1 of [1], and this assignment is
easily seen to be functorial.

Given a neardomain F , the next proposition lets us identify the composite
aT2F as the set of left translations of the loop (F,+), i.e. aT2F = T1(F,+).
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Proposition 3.7. Let F be a neardomain. Then aT2F = {〈a, 1〉 | a ∈ F} =
T1(F,+). Thus, there is a commutative diagram of functors:

nDomain
T2 //

(+)

��

s2tGroup

a

��
Loop

T1

// RPS,

where (+): nDomain→ Loop is de�ned by (F,+, ·) 7→ (F,+) and f 7→ f .

Proof. See [2] (6.5).

Now consider a sharply 2-transitive group action of a group G on a set Ω (with
at least two elements). For two distinct base points 0, 1 ∈ Ω, consider the regular
permutation sets (aG,Ω, 0) and (G0,Ω \ {0}, 1) (by [2] (1.1)(a)). The functor
P : RPS→ Loop can be used to de�ne two loops, namely (Ω,+0) = P (aG,Ω, 0)
and (Ω\{0}, ·1) = P (G0,Ω\{0}, 1). Note that, since G0 is a group, so is (Ω\{0}, ·1)
by Proposition 3.2. We can further de�ne α ·1 β = 0 if either α = 0 or β = 0 to
extend the operation ·1 to all of Ω. These two operations constitute a neardomain
structure on Ω, and with our carefully curated morphisms in s2tGroup, we have
the following result:

Proposition 3.8. For a sharply 2-transitive group (G,Ω, 0, 1), the set Ω equipped
with addition +0 and multiplication ·1 forms a neardomain F = (Ω,+0, ·1). Fur-
thermore, G is of type 0 if and only if char F = 2, and if (f,Φ) is a morphism in
the category of sharply 2-transitive groups, then Φ is a morphism of neardomains.

Proof. See [2] (6.2), [3] Section 7.10, and [1] Property 3.9.

This means we can de�ne a functor Q : s2tGroup→ nDomain by (G,Ω, 0, 1) 7→
(Ω,+0, ·1) and (f,Φ) 7→ Φ. We now have the following theorem:

Theorem 3.9 (Cara�Kieboom�Vervloet [1]). The functors
Q : s2tGroup � nDomain :T2 constitute an equivalence of categories. Moreover,
nDomain is a deformation retract of s2tGroup.

Proof. See [1] Theorem 4.1 for a proof that QT2 = idnDomain. The fact that Q
is faithful follows from Lemma 2.4, and the full result then follows from Lemma
2.1.

Given a sharply 2-transitive group (G,Ω, 0, 1), the associated neardomain
(Ω,+0, ·1) is a near�eld if and only if aG is a subgroup of G (see the proof of
Theorem 4.3 in [1]). Call s2tGroupa the full subcategory of s2tGroup whose
objects (G,Ω, 0, 1) have aG a subgroup of G, and call nField the full subcategory
of nDomain whose objects are near�elds. We have the following corollary:
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Corollary 3.10 (Cara�Kieboom�Vervloet [1]). The functors
Q : s2tGroup � nDomain :T2 restrict to an equivalence of cateogries
s2tGroupa � nField. Thus, we have a commutative diagram of functors:

nField
' //

��

s2tGroupa

��
nDomain

T2

' // s2tGroup,

where the vertical functors are inclusions.

Proof. See [1] Theorem 4.3.

3.3. Sharply 3-transitive groups and KT-�elds

Conisder a KT-�eld F . Let ∞ /∈ F , and call F = F ∪ {∞}. Extend + and · to
F by a +∞ = ∞ and b · ∞ = ∞ for all a ∈ F and b ∈ F \ {0}. Extend σ to an
involution on F by σ(0) =∞ and σ(∞) = 0.

For a ∈ F and b ∈ F \ {0}, extend 〈a, b〉 : F → F to a permutation of F by
asserting ∞ 7→ ∞. Then, by Proposition 3.6, T2F = {〈a, b〉 | a ∈ F, b ∈ F \ {0}}
is a group that acts sharply 2-transitively on F \ {∞} = F .

Now, by [2] Theorems 10.21 and 1.1(b), and [6] Theorem 10.6.16, T2F is the
stabilizer G∞ of a sharply 3-transitive group G on F , where G = 〈T2F, σ〉 ⊆ symF .
Thus, we assign T3F = 〈T2F, σ〉. We think of T3F as generalized fractional a�ne
transformations on F . This construction turns out to be functorial, as shown in
the next proposition. Compare this with Propositions 3.1 and 3.6.

Proposition 3.11. There is a functor T3 : KTfield→ s3tGroup

Proof. See [2] Theorem 11.1 for a proof that T3F acts sharply 3-transitively on F .
To verify that T3 is functorial, consider a morphism of KT-�elds f : (F,+, ·, σ)→
(F ′,+, ·, σ′). De�ne T3f : T3F → T3F

′ by extending T2f : 〈a, b〉 7→ 〈f(a), f(b)〉
and σ 7→ σ′ to a group homomorphism 〈T2F, σ〉 → 〈T2F

′, σ′〉. Extend f to F
by saying f(∞) = ∞. We now verify that (T3f, f) is indeed a morphism in
s3tGroup between (T3F, F , 0, 1,∞) and (T3F

′, F ′, 0, 1,∞). That this assignment
is functorial is readily veri�ed.

Notice, since f is a morphism of neardomains, f is necessarily injective and
satis�es f(0) = 0, f(1) = 1, and f(∞) =∞. Furthermore, char F = 2 if and only
if char F ′ = 2. Thus, the sharply 2-transitive stabilizers of ∞, T2F and T2F

′, are
of the same type.
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It remains to show that the following diagram commutes:

T3F × F
T3f×f //

��

T3F
′ × F ′

��
F

f
// F ′.

This follows from Theorem 3.9 and the fact that, as a KT-�eld morphism, σ′ ◦f =
f ◦ σ.

Suppose, now, we have a group G acting sharply 3-transitively on a set Ω
with distinct base points 0, 1,∞ ∈ Ω. We know G∞ acts sharply 2-transitively on
Ω \ {∞} by Proposition 2.3, and we can construct the corresponding neardomain
Q(G∞,Ω \ {∞}, 0, 1,∞) = (Ω \ {∞},+0, ·1). This neardomain can then be �xed
up with an appropriate involution σ producing a KT-�eld as follows: σ is the
restriction to Ω\{∞, 0} of the unique involution τ ∈ G sending 1 7→ 1 and 0 7→ ∞
(see [2] (11.2)). The next proposition shows that this construction is functorial.

Proposition 3.12. There is a functor R : s3tGroup→ KTfield.

Proof. Let (G,Ω, 0, 1,∞) be a sharply 3-transitive group. De�ne R(G,Ω, 0, 1,∞)
to be (Ω \ {∞},+0, ·1, σ) as described above. Now, consider a morphism (f,Φ) :
(G,Ω, 0, 1,∞) → (H,Σ, 0, 1,∞) in the category s3tGroup. Then G∞ and H∞
have the same type, and

(f |G∞ ,Φ |Ω\{∞}) : (G∞,Ω \ {∞}, 0, 1)→ (H∞,Σ \ {∞}, 0, 1)

can be veri�ed to be a morphism in s2tGroup. Thus,

Q(f |G∞ ,Φ |Ω\{∞}) = Φ |Ω\{∞}: Ω \ {∞} → Σ \ {∞}

is a morphism of neardomains by Proposition 3.8. To show that Φ |Ω\{∞} is a
morphism of KT-�elds, we must verify that the following diagram commutes:

Ω \ {∞, 0}
Φ|Ω\{∞,0} //

σ

��

Σ \ {∞, 0}

σ′

��
Ω \ {∞, 0}

Φ|Ω\{∞,0}

// Σ \ {∞, 0}.

To start, recall that (f,Φ) is a morphism in s3tGroup, so in particular, for
every g ∈ G and α ∈ Ω, we have f(g)(Φ(α)) = Φ(g(α)). Now, let τ : Ω → Ω and
τ ′ : Σ → Σ be the involutions of G and H, respectively, that restrict to σ and σ′,
respectively. We note that f(τ) = τ ′ since:
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• f(τ)f(τ) = f(τ2) = f(idΩ) = idΣ, as f is a group homomorphism;

• for α ∈ {0, 1,∞}, f(τ)(α) = f(τ)(Φ(α)) = Φ(τ(α)) = τ ′(α).

So, by uniqueness of the choice of τ ′, we are forced to conclude f(τ) = τ ′.
We then �nd that for every α ∈ Ω, we have f(τ)(Φ(α)) = Φ(τ(α)), i.e. τ ′ ◦Φ =

Φ ◦ τ . This implies the desired result on the restrictions of these functions to
Ω \ {∞, 0}. Therefore, we de�ne R(f,Φ) = Q(f |G∞ ,Φ |Ω\{∞}) = Φ |Ω\{∞}, which
is easily veri�ed to be functorial.

We now prove the main result of this section:

Theorem 3.13. The functors R : s3tGroup � KTfield :T3 constitute an equiv-
alence of categories. Moreover, KTfield is a deformation retract of s3tGroup.

Proof. Since QT2 = idnDomain, one can readily verify that RT3 is idKTfield. Sup-
pose we have R(f,Φ) = R(g,Ψ) for two morphisms of sharply 3-transitive groups
(f,Φ) and (g,Ψ). Then we have Φ |Ω\{∞}= Ψ |Ω\{∞}, and since Φ(∞) = ∞ =
Ψ(∞), we conclude Φ = Ψ. Lemma 2.4 implies f = g, thus R is faithful and the
desired result follows from Lemma 2.1.

3.4. A diagram of categorical equivalences

Far from being ad hoc, the categorical equivalences described above are very closely
related to one another. In addition to our functors from the preceding develop-
ment, we de�ne:

• U : KTfield → nDomain is the forgetful functor, sending (F,+, ·, σ) 7→
(F,+, ·) and f 7→ f ;

• (−)∞ : s3tGroup→ s2tGroup sends (G,Ω, 0, 1,∞) 7→ (G∞,Ω \ {∞}, 0, 1)
and (f,Φ) 7→ (f |G∞ ,Φ |Ω\{∞}); and

• (+): nDomain→ Loop sends (F,+, ·) 7→ (F,+) and f 7→ f .

Now, call A the diagram KTfield
U−→ nDomain

(+)−−→ Loop and call S the dia-

gram s3tGroup
(−)∞−−−→ s2tGroup

a−→ RPS. We have the following theorem:

Theorem 3.14. There is a (pointwise) natural equivalence T : A '−→ S.
Proof. The components of T are T1, T2, and T3, as in the commutative diagram
of functors:

KTfield
T3

' //

U

��
(1)

s3tGroup

(−)∞

��
nDomain

T2

' //

(+)

��
(2)

s2tGroup

a

��
Loop

T1

' // RPS,
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where square (1) commutes by de�nition of T3, and square (2) commutes by Propo-
sition 3.7.
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On the number of autotopies

of an n-ary quasigroup of order 4

Evgeny V. Gorkunov, Denis S. Krotov and Vladimir N. Potapov

Abstract. An algebraic system consisting of a �nite set Σ of cardinality k and an n-ary op-

eration f invertible in each argument is called an n-ary quasigroup of order k. An autotopy of

an n-ary quasigroup (Σ, f) is a collection (θ0, θ1, . . . , θn) of n + 1 permutations of Σ such that

f(θ1(x1), . . . , θn(xn)) ≡ θ0(f(x1, . . . , xn)). We show that every n-ary quasigroup of order 4 has

at least 2[n/2]+2 and not more than 6 · 4n autotopies. We characterize the n-ary quasigroups of

order 4 with 2(n+3)/2, 2 · 4n, and 6 · 4n autotopies.

1. Introduction

Let Σ be the set of k elements 0, 1, . . . , k − 1. The Cartesian degree Σn consists
of all tuples of length n formed by elements of Σ. An algebraic system with the
support Σ and an n-ary operation f : Σn → Σ invertible in each argument is called
an n-ary quasigroup of order k (sometimes, for brevity, an n-quasigroup or simply
a quasigroup). The corresponding operation f is also called a quasigroup.

An isotopy of the set Σn+1 is a tuple θ = (θ0, θ1, . . . , θn) of permutations from
the symmetric group Sk acting on Σ. The isotopy action on Σn+1 is given by the
rule

θ : x 7→ θ(x) = (θ0(x0), . . . , θn(xn)) for x = (x0, . . . , xn) ∈ Σn+1.

To denote isotopies and permutations that constitute them, we will use the Greek
alphabet, and when writing their action on elements of Σ we sometimes omit
parentheses.

Two sets M1,M2 ⊆ Σn+1 are called isotopic if here exists an isotopy θ such
that θ(M1) = M2. Two quasigroups f and g are called isotopic if for some isotopy
θ = (θ0, θ1, . . . , θn) it holds

g(x1, . . . , xn) = θ−10 f(θ1x1, . . . , θnxn). (1)
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If f = g, then any isotopy θ for which (1) holds is called an autotopy of the
quasigroup f . The autotopy group Atp(f) of a quasigroup f is the group consisting
of all autotopies of f (the group operation is the composition).

A 2-quasigroup f with neutral element e such that f(e, a) = f(a, e) = a for
any a ∈ Σ is called a loop. If a loop f satis�es the associative axiom f(x, f(y, z)) ≡
f(f(x, y), z), then we have a group. It is known (see, for example, [1]), that all
2-quasigroups of order 4 are isotopic to either the group Z2 ×Z2 or the group Z4.
So, quasigroups generalize groups, which illustrates their algebraic nature.

At the same time, the concept of a quasigroup admits a purely combinato-
rial interpretation. By line in Σn+1, we mean a subset of n elements that are
mutually distinct exactly at one coordinate. For a quasigroup f : Σn → Σ, the
set M(f) = {(x0, x1, . . . , xn) ∈ Σn+1 | x0 = f(x)} will be called the code of the
quasigroup f . The term �code� is borrowed from the theory of error correcting
codes, in the framework of which the set M(f) is an MDS-code with distance 2
(an equivalent concept, also well known in combinatorics, is the Latin hypercube).
The quasigroup code is characterized as a subset Σn+1 of cardinality kn intersect-
ing each line in exactly one element. This view allows us to see a quasigroup from
its combinatorial side. We note that the codes of isotopic quasigroups are isotopic,
namely, it follows from (1) that M(g) = θ−1(M(f)).

In this paper, we investigate autotopies of quasigroups of order 4. We estab-
lish tight upper and lower bounds on the order of the autotopy group of such a
quasigroup. In a way, it is natural that the richest group of autotopies turned out
to be for the quasigroups called linear with a structure close to group. Also we
characterize the quasigroups with minimum and pre-maximum (that is, next to
the maximum) orders of the autotopy group.

The concept of an autotopy is a generalization of a more partial notion of �au-
tomorphism� and re�ects in some sense the �regularity� or �symmetry� of a quasi-
group as a combinatorial object. The study of the transformations of the space
mapping the object onto itself is a classic, but at the same time a di�cult task,
considered in many areas of mathematics. The complexity of such problems is
illustrated by Frucht's theorem [2] stating that each �nite group is isomorphic to
the group of automorphisms of some graph, and also a similar result concerning
perfect codes in coding theory [6].

In coding theory, the group of automorphisms of a code is generated by the
isometries of the metric space that sitabilize the code. There we �nd another
example of the phenomenon that an object with group properties has the richest
group of automorphisms. In papers [5, 8, 9] it is shown that the binary Hamming
code, which is a linear perfect code, has the largest automorphism group among
the binary 1-perfect codes, and its order at least twice exceeds the order of the
automorphism group of any other binary 1-perfect code of the same length.

The paper is organized as follows. Section 2 provides basic de�nitions and
statements. In Section 3, a representation of quasigroups necessary for further
proof of the fundamental results is given. Auxiliary statements on the autotopies
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of quasigroups are collected in Section 4. A tight lower bound on the number of
autotopies of a quasigroup of order 4 is proved in Section 5. In Section 5.2, we
discuss the quasigroups with the smallest order of the autotopy group. Finally, in
Section 6 an upper bound on the order of the autotopy group of a quasigroup of
order 4 is derived and it is proved that this bound is attained only by the linear
quasigroups. We also establish the maximum order of the autotopy group of
a nonlinear quasigroup of order 4 and prove that it is attained only by isotopically
transitive quasigroups, which were described in [4].

2. Notations and basic facts

For x = (x1, . . . , xn) ∈ Σn and a ∈ Σ, we put xai = (x1, . . . , xi−1, a, xi+1, . . . , xn).
The inverse of an n-quasigroup f in the i-th argument is denoted by f 〈i〉; that is,
for any x ∈ Σn and a ∈ Σ, the equations f 〈i〉(xai ) = xi and f(x) = a are equivalent.
Obviously, the inversion of an n-quasigroup in any argument is an n-quasigroup.
By the 0-th argument of an n-quasigroup f , we mean the value of the function
f(x1, . . . , xn), which, formally not being an argument of the operation f itself, is
associated with the i-th argument of the inverse f 〈i〉.

In this paper, we study the autotopies of quasigroups of order 4; so, below we
assume Σ = {0, 1, 2, 3}. A quasigroup f of order 4 is said to be semilinear if there
are aj , bj ∈ Σ, aj 6= bj , j = 0, 1, . . . , n, for which

f({a1, b1} × . . .× {an, bn}) = {a0, b0}. (2)

In this case, we also say that the quasigroup f is {aj , bj}-semilinear in the j-th
argument, for j = 0, 1, . . . , n. Note that if in the identity (2) any two of the
sets {aj , bj} are replaced by their complements in Σ, then the identity remains
true. Thus, in every argument, a semilinear quasigroup is {0, 1}-, {0, 2}- or {0, 3}-
semilinear. If f is {a, b}-semilinear in each of its arguments, then we call it simply
{a, b}-semilinear.

A quasigroup f is linear if in each of its arguments it is {a, b}-semilinear for
any a, b ∈ Σ.

Each 2-quasigroup is isotopic to one of the two quasigroups ⊕, +4 with the
value tables

⊕ 0 2 1 3
0 0 2 1 3
2 2 0 3 1
1 1 3 0 2
3 3 1 2 0

,

+4 0 2 1 3
0 0 2 1 3
2 2 0 3 1
1 1 3 2 0
3 3 1 0 2

. (3)

The quasigroups (Σ,⊕) and (Σ,+4) are the groups Z2 × Z2 and Z4, respectively.

Remark 2.1. In the value tables (3), the elements 0, 2, 1, 3 are not ordered
lexicographically, in the usual sense. With the given ordering, it is easier to observe
the semilinear structure of the given group. In the future, similarly, the table of
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values of a {0, 2}-semilinear n-quasigroup is convenient to be thought as an n-dim-
ensional 4× . . .× 4 array which is divided into n-dimensional 2× . . .× 2 subarrays
�lled with two values 0, 2 or 1, 3.

The quasigroup ⊕ iterated n− 1 times will be denoted by ln; that is,

ln(x1, . . . , xn) = x1 ⊕ . . .⊕ xn.

Lemma 2.2. (cf. [7])

(i) All linear n-quasigroups are isotopic to ln.

(ii) If an n-quasigroup is simultaneously {0, 1}- and {0, 2}-semilinear in some
argument, then it is linear.

Lemma 2.3. If an n-quasigroup f is {a, b}-semilinear in the i-th argument for
some i ∈ {0, . . . , n} and θ = (θ0, . . . , θn) is an isotopy, then the n-quasigroup θ(f)
is {θ−1i (a), θ−1i (b)}-semilinear in the i-th argument.

An n-ary quasigroup f is said to be reducible if for some integer m, 2 6 m < n,
and permutation σ ∈ Sn, there exists a representation f in the form of a repetition-
free composition such that

f(x1, . . . , xn) = h(g(xσ(1), . . . , xσ(m)), xσ(m+1), . . . , xσ(n)) (4)

(repetition-free means that each variable occurs only once in the right side). With-
out loss of generality, we can assume that the quasigroup g is irreducible.

In [3], a description of quasigroups of order 4 is obtained in terms of semilin-
earity and reducibility.

Theorem 2.4. Every n-ary quasigroup of order 4 is reducible or semilinear.

3. The representation of quasigroups

According to Theorem 2.4, a non-semilinear quasigroup can be represented as
a repeatition-free composition of two or more semilinear quasigroups (some of the
composed quasigroups can coincide with each other or be linear). A representation
of a quasigroup f in the form of a repeatition-free composition of quasigroups of
arity greater than 1 will be called a decomposition of f . Note that a quasigroup
may have several decompositions. In the simplest case, the quasigroup represents
its own trivial decomposition.

In the following, we will use a graphical representation of a decomposition of
a quasigroup in the form of a labeled tree. The inner vertices of this tree (the
degree of which is not less than 3) will be called nodes and denoted by characters
u, v, w, with or without indices; and the leaves (vertices of degree 1) will be
denoted by symbols of variables x1, x2, . . . , y, z, etc. The edge incident to a leaf
of the tree is called a leaf edge. The remaining edges are called inner.



On the number of autotopies of an n-ary quasigroup of order 4 231

Firstly, we de�ne recursively the root tree T (S) of a decomposition S (the
notion of the root decomposition tree is introduced as an auxiliary term to de�ne
the decomposition tree and will not be used after that de�nition).

1) A variable xi is associated with the tree consisting of one vertex of degree
0, being the root and labelled by the variable xi itself.

2) Let a decomposition S be of the form S = h(S1, . . . , Sn). If the decom-
positions and/or variables S1, . . . , Sn correspond to the root trees T1, . . . , Tn,
respectively, then we build the tree T (S) as follows. De�ne a new vertex u as the
root of the tree and assign the label h to it. Consistently connect vertex u with the
roots of the trees T1, . . . , Tn. The root of the tree Tj , j ∈ {1, . . . , n}, is considered
as the j-th neighbor of u. On the other hand, the vertex u is considered as the
0-th neighbor of the root of the tree Tj .

By a decomposition tree (without �root�), we call the tree obtained by con-
necting the leaf x0 as the 0-th neighbor to the root of the tree T (S). The tree
of the decomposition S is denoted by T0(S). The leaf x0 corresponds to the 0-th
argument, i.e., to the value of the quasigroup represented by the decomposition S.

The tree T0(S) of a decomposition S for a quasigroup f can be treated as the
decomposition tree for the code M(f). It is important to understand that only
the enumeration of the leaves and of the neighbors of every vertex de�nes which
arguments are independent for the quasigroup f and for every element of the
decomposition. Changing this enumeration, we can get the decomposition tree for
the inverse of f in any argument. Namely, to get a decomposition for f<i>, it is
su�cient to take the following. Find the path P from x0 to xi. Then for each inner
node u ∈ P , swap the labels of its two neighbors laying in this path and replace
the label of u by the corresponding inverse. Finally, swap the labels xi and x0.
The order de�ned on the neighbors of every node uniquely determines the order
of the arguments of the quasigroups in the decomposition and of the represented
quasigroup. It is worth to note that as the autotopy groups of a quasigroup and
its inverses are isomorphic, from the point of view of the questions considered in
the current research, it is not necessary to remember all the time which of the
arguments is the 0-th one; so, the 0-th argument will not be emphasized in the
most of considerations.

For a decomposition and its tree, de�ne the operation of merging. Assume that
a decomposition S contains the fragment

f1(S1, . . . , Si−1, f2(Si, . . . , Si+n2−1), Si+n2
, . . . , Sn1+n2−1), (5)

where S1, . . . , Sn1+n2−1 are some decompositions and the n1-quasigroup f1 and
n2-quasigroup f2 satisfy the identity

g(x1, . . . , xn1+n2−1) ≡ f1(x1, . . . , xi−1, f2(xi, . . . , xi+n2−1), xi+n2 , . . . , xn1+n2−1)
(6)

for some (n1 + n2 − 1)-quasigroup g. The result of merging f1 and f2 in S is

de�ned as the decomposition S̃ obtained from S by replacing the fragment (5) by
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g(S1, . . . , Sn). Note that we consider a concrete occurrence of (5) in S (in general
a fragment can occur more than one time).

Respectively, in the decomposition tree T0(S), the adjacent nodes u and v
labeled by f1 and f2 are merged as follows. This pair of nodes is replaced by a new
node w labeled by g, whose neighbors are the neighbors of the removed nodes u
and v (except u and v themselves). The neighbors of w are assigned the numbers
0, . . . , n1 +n2− 1 consequently in the following order. At �rst, the neighbors of u
with the numbers 0, . . . , i−1 are assigned (in the same order); next, the neighbors
of v with the numbers 1, . . . , n2 are assigned; then, the remaining neighbors of u
with the numbers i+ 1, . . . , n1 are assigned. The result of the described merging
is the decomposition tree T0(S̃). Trivially, we have the following fact.

Lemma 3.1. Being applied to a decomposition, merging does not alter the quasi-
group represented by the decomposition.

We call a decomposition (and its tree) semilinear if all involved quasigroups
are semilinear.

In a decomposition tree, consider two neighbor nodes u, v with labels f1, f2,
respectively. Assume that u is the 0-th neighbor of v and v is the i-th neighbor
of u. We call the nodes u and v coherent if for some a, b ∈ Σ the quasigroup f1
is {a, b}-semilinear in the i-th argument and f2 is {a, b}-semilinear in the 0-th
argument.

Lemma 3.2. Merging two coherent nodes in a semilinear tree results in a semi-
linear tree.

Proof. Let quasigroups f1 and f2 of arity n1 and n2, respectively, correspond to
coherent nodes in a decomposition tree, and (6) holds for some (n1 + n2 − 1)-ary
quasigroup g. To prove the lemma, it su�ces to verify that the quasigroup g is
semilinear, which is straightforward from (6) and the de�nition of a semilinear
quasigroup.

We call a semilinear decomposition (and its tree) proper if there are no pairs
of coherent nodes in the decomposition tree.

Lemma 3.3. Every quasigroup of order 4 has a proper decomposition.

Proof. By Theorem 2.4, every n-ary quasigroup of order 4 has a semilinear de-
composition. Since there are no more than n− 1 nodes in the decomposition tree,
successively merging pairs of coherent nodes, we obtain a required decomposition
in at most n− 2 steps.

Remark 3.4. In general, a proper decomposition is not unique and depends on the
order of merging. The simplest example of a decomposition that can be merged in
two ways is f(g(h(x1, x2), x3), x4), where f and g are {0, 1}-semilinear quasigroups,
g and h are {0, 2}-semilinear quasigroups, and f and h are not linear in contrast
to g. A proper decomposition of a nonlinear quasigroup does not involve any linear
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quasigroups because a node labeled by a linear quasigroup is coherent with each
of its neighbors.

Let S be some decomposition, and let its tree T0(S) have the edge set E. An
isotopy of the decomposition is a collection θ = (θe)e∈E of permutations of Σ,
acting on S as follows. If a node of T0(S) has a label fi and ej , j = 0, 1, . . . , ni,
is the j-th edge incident to this node, then fi is replaced by f ′i , where f

′
i is the

quasigroup de�ned by

f ′i(x1, . . . , xni) = θ−1e0 fi(θe1x1, . . . , θeni
xni). (7)

As a result, we get the tree of some decomposition, denoted by θ(S) and called
isotopic to S. The following is straightforward.

Lemma 3.5. Isotopic decompositions represent isotopic quasigroups. More pre-
cisely, if θ is an isotopy connecting decompositions of quasigroups f and f ′, then

x0 = f ′(x1, . . . , xn) = θ−1e0 f(θe1(x1), . . . , θen(xn)),

where ej is the edge incident to the leaf xj, j = 0, 1, . . . , n.

An autotopy of the decomposition S is an isotopy θ such that θ(S) = S. The
support of an autotopy is the set of edges corresponding to non-identity permu-
tations. We call a proper decomposition (and its tree) reduced if every involved
quasigroup is {0, 1}- or {0, 2}-semilinear.

Lemma 3.6. For every quasigroup of order 4, there is an isotopic quasigroup with
a reduced decomposition.

Proof. Consider an n-quasigroup f and construct an isotopic quasigroup with
a reduced decomposition. We start with a proper decomposition S of f , which
exists by Lemma 3.3. Since the decomposition tree T0(S) is a bipartite graph, its
vertices are divided into two independent parts; the vertices of one part are called
even, those of the other part are odd.

Let us �nd an isotopy θ such that the odd nodes of θ(S) are {0, 1}-semilinear,
while the even nodes are {0, 2}-semilinear. To do this, we de�ne the permutation θe
for every edge e in the tree T0(S).

Consider two cases. Firstly, let e connect two nodes, an odd one with a label g
and an even one labeled by h. Suppose that g is the i-th neighbor of h, which
in turn is the 0-th neighbor of g. Note that if g is {0, a}-semilinear in the 0-
th argument and h is {0, b}-semilinear in the i-th one, then a 6= b because the
decomposition S is proper. In this case, we put θe(0) = 0, θe(1) = a, θe(2) = b,
θe(3) ∈ {1, 2, 3} \ {a, b}.

Now we turn to the other case, where e connects a node labeled by g and its
i-th neighbor, a variable x. Suppose g is {0, a}-semilinear in the i-th argument.
Then we set θe = (1a) if the node is in the odd part of T0(S), and θe = (2a) if the
node is in the even part.
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Consider the action of the constructed isotopy on the decomposition S. A node
of the decomposition tree T0(S) labeled by fi will get the label f

′
i (see (7)) in the

tree T0(θ(S)). Suppose fi is {0, a}-semilinear in the j-th argument. Then, by
Lemma 2.3, the quasigroup f ′i is {0, 1}-semilinear in the j-th argument if fi is an
odd node, or {0, 2}-semilinear in the j-th argument if fi is an even node.

Thus, the decomposition θ(S) is proper by the de�nition. By Lemma 3.5, the
quasigroup represented by θ(S) is isotopic to the original quasigroup f .

4. Autotopies of quasigroups

Let π = (π0, . . . , πm) and τ = (τ0, . . . , τn−m+1) be isotopies. If π0 = τ1, then
we de�ne

π⊗̇τ = (τ0, π1, . . . , πm, τ2, . . . , τn−m+1).

Let us consider the n-ary quasigroup f obtained as the composition of an
m-quasigroup g and an (n−m+ 1)-quasigroup h:

f(x1, . . . , xn) = h(g(x1, . . . , xm), xm+1, . . . , xn).

We de�ne the action of the operation ⊗̇ on the autotopy groups of g and h as
follows:

Atp(g)⊗̇Atp(h) = {π⊗̇τ | π = (π0, . . . , πm) ∈ Atp(g),

τ = (τ0, . . . , τn−m+1) ∈ Atp(h), π0 = τ1}.

We restrict ourselves by considering quasigroups of order 4 only; however, the next
lemma holds for any other order as well.

Lemma 4.1. If f is an n-quasigroup represented as the composition

f(x1, . . . , xn) = h(g(x1, . . . , xm), xm+1, . . . , xn),

then
Atp(f) = Atp(g)⊗̇Atp(h).

Proof. Obviously, Atp(g)⊗̇Atp(h) 6 Atp(f). To prove the reverse, consider an
autotopy θ = (τ0, π1, . . . , πm, τ2, . . . , τn−m+1) ∈ Atp(f). Let us show that there
exists a permutation π0 = τ1 ∈ S4 such that π = (π0, . . . , πm) ∈ Atp(g), τ =
(τ0, . . . , τn−m+1) ∈ Atp(h), and θ = π⊗̇τ .

Note that if such a permutation π0 exists, then it is uniquely de�ned by the
permutations π1, . . . , πm, because for every tuple in Σn the quasigroup g possesses
only one value. Moreover, if we put π0 = τ1, then π ∈ Atp(g) if and only if
τ ∈ Atp(h). Indeed, the relation π ∈ Atp(g), by the de�nition, means that the
equations

x0 = h(g(x1, . . . , xm), xm+1, . . . , xn) and

x0 = h(π0g(π−11 x1, . . . , π
−1
m xm), xm+1, . . . , xn)
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are equivalent. Applying the autotopy θ ∈ Atp(f), for any tuple (x1, . . . , xn) in Σn

we get

x0 = h(g(x1, . . . , xm), xm+1, . . . , xn) =

= τ−10 h(π0g(x1, . . . , xm), τ2xm+1, . . . , τn−m+1xn).

The last equality implies that for any (t, xm+1, . . . , xn) ∈ Σn−m+1 it holds

h(t, xm+1, . . . , xn) = τ−10 h(π0t, τ2xm+1, . . . , τn−m+1xn).

That is, for τ1 = π0 we have τ ∈ Atp(h).
So, it remains to show that there exists a permutation π0 ∈ S4 such that

π ∈ Atp(g). Taking into account that θ ∈ Atp(f), we can write that for every
(x1, . . . , xm) ∈ Σm it holds

x0 = h(g(x), 0, . . . , 0) = τ−10 h(g(π1x1, . . . , πmxm), τ2(0), . . . , τn−m+1(0)). (8)

Trivially, the 1-quasigroups

q1(s) = h(s, 0, . . . , 0), q2(t) = τ−10 h(t, τ2(0), . . . , τn−m+1(0))

are permutations of Σ. So, (8) can be rewritten as follows:

g(x) = q−11 (q2(g(π1x1, . . . , πmxm))).

De�ning π0(·) = q−12 (q1(·)), we have (π0, . . . , πm) ∈ Atp(g).

Lemma 4.1 and the results of the previous section allows us to make the fol-
lowing observation. Studying the autotopy group of a quasigroup of order 4, we
can assume it to be represented as a repetition-free composition of quasigroups,
where each of the quasigroups is {0, a}-semilinear for some a ∈ Σ, but not linear.

In the remaining part of this section, we prove three lemmas on minimum
autotopy groups of semilinear quasigroups. In the description of autotopies, it is
convenient to use the following notation.

For a nonlinear {0, a}-semilinear quasigroup f (and the corresponding nodes
of decomposition trees), a ∈ Σ \ {0}, the permutation (0a)(bc), where {b, c} = Σ \
{0, a}, is called the native involution, and the permutations (0b)(ca) and (0c)(ab)
are called the foreign involutions. Each of the transpositions (0a) and (bc) forming
the native involution (0a)(bc) is called a native transposition of the semilinear
quasigroup (node). The two cyclic permutations (0bac) and (0cab) whose square
is the native involution (0a)(bc) are called the native cycles of the semilinear
quasigroup (node).

Lemma 4.2. The following isotopies belong to the autotopy group of a {0, a}-
semilinear n-ary quasigroup f , a ∈ Σ \ {0}.
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(i) An isotopy consisting of two native involutions and n− 1 identity permuta-
tions, in an arbitrary order.

(ii) An isotopy consisting of n+ 1 native transpositions all of which di�er from
(0a) in the case f({0, a}n) = {0, a}, and exactly one of which equals (0a) in
the case f({0, a}n) = Σ\{0, a}.

Proof. Without loss of generality we assume a = 1. The identity (2) holds for
any {ai, bi} from {{0, 1}, {2, 3}}, i = 1, . . . , n (the pair {a0, b0} is uniquely de�ned
from the other pairs and also coincides with {0, 1} or {2, 3}).

(i) Applying the native involution (01)(23) in one of the arguments changes
the values of the quasigroup in all points, but at the same time leaves the sets
{a1, b1}×. . .×{an, bn} with the above restrictions in place. It follows from (2) that
the values of the quasigroup also change in accordance with the native involution.
When applying the native involution in some other argument, we again obtain the
original quasigroup.

(ii) Let f({0, 1}n) = {0, 1}. Consider an arbitrary tuple (x1, . . . , xn) of values
of the arguments and the value x0 of the quasigroup on this tuple. Among x0, x1,
. . . , xn, an even number of values belong to {2, 3}. Thus, applying successively the
transposition (23) to each of the arguments, we change the value of the quasigroup
an even number of times, and the changes do not take the value in a partial
point beyond the pair {0, 1} or the pair {2, 3}. As a result, we get that after
applying all transpositions, the value of the quasigroup has not changed. The case
f({0, 1}n) = {2, 3} is treated similarly.

Lemma 4.3. Assume that an {a, b}-semilinear binary quasigroup q of order 4 is
not linear. Let ξ be the corresponding native involution. The autotopy group of q
consists of the following transformations.

(i) The autotopies (Id, ξ, ξ), (ξ, Id, ξ), (ξ, ξ, Id), and the identity autotopy.

(ii) The autotopies (τ0, τ1, τ1), (τ1, τ0, τ1), (τ1, τ1, τ0), (τ0, τ0, τ0), where τ0, τ1 are
the two distinct native transpositions; the choice of τ0 is unique for q.

(iii) The autotopies (ξ′, ϕ1, ϕ2), (ϕ1, ξ
′′, ϕ2), (ϕ1, ϕ2, ξ

′′′), where the pair ϕ1, ϕ2

is an arbitrary pair of native cycles, for which the permutations ξ′, ξ′′, ξ′′′ ∈
{Id, ξ} are uniquely de�ned.r

(iv) The autotopies (τ ′, ψ1, ψ2), (ψ1, τ
′′, ψ2), (ψ1, ψ2, τ

′′′), where the pair ψ1, ψ2

is an arbitrary pair of foreign involutions, for which the native transpositions
τ ′, τ ′′, τ ′′′ are uniquely de�ned.

Proof. It can be directly checked that each of the presented isotopies is an autotopy
of q. To do this, it is su�cient to consider the {0, 2}-semilinear quasigroup +4

(see Example 4.4 below) because all quasigroups satisfying the hypothesis of the
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lemma are isotopic to +4. It is easy to see that the set of presented autotopies is
closed under the composition; that is, this set forms a group.

The completeness is checked numerically. There are 4 autotopies of each of
the types (i), (ii) and 12 autotopies of each of the types (iii), (iv); totally we have
32 autotopies. On the other hand, we can bound the number of autotopies from
the upper side. It follows from the nonlinearity of +4 and Lemma 2.3 that for an
arbitrary autotopy (ψ0, ψ1, ψ2) each of the permutations ψ0, ψ1, ψ2 maps {0, 2}
to {0, 2} or {1, 3}. There are 8 ways to choose ψ1 meeting this condition, and
8 ways for ψ2; by the de�nition of a quasigroup, ψ0 is determined uniquely from
ψ1 and ψ2. Moreover, it is easy to check that there is no autotopy with ψ1 = Id
and ψ2 = (01). It follows that the order of the autotopy group is less than 64.
Hence, this group coincides with the group from the autotopies (i)�(iv).

Example 4.4. Consider the binary quasigroup +4 de�ned in (3). The permuta-
tion (02)(13) is the native involution for q; the permutations (02) and (13) are the
native transpositions for q, and (0123), (0321) are the native cycles. The auto-
topy group of q is generated by the following (strictly speaking, redundant) set of
autotopies:

(i) ((02)(13), (02)(13), Id), ((02)(13), Id, (02)(13)), (Id, (02)(13), (02)(13));
(ii) ((13), (13), (13));
(iii) (Id, (0123), (0321));
(iv) ((13), (03)(12), (01)(23)), ((02), (01)(23), (01)(23)), ((02), (03)(12), (03)(12)).

Thus, we know the group of autotopies of the unique, up to isotopy, nonlinear
binary quasigroup. In addition, we need examples of semilinear 3- and 4-ary
quasigroups with the minimal group of autotopies. We de�ne the n-ary quasigroup
l•n by the identity

l•n(x) =

{
ln(x)⊕ 2, if x ∈ {0, 2}n,
ln(x), if x 6∈ {0, 2}n.

Lemma 4.5. If n > 3 then the autotopy group of l•n is generated by the autotopies
enumerated in Lemma 4.2 and has the order 2n+1.

We prove Lemma 4.5 for any n. However, we note that only the cases n = 3
and n = 4 are used in the further discussion. For these cases, the statement of
Lemma 4.5 can be checked directly.

Proof. Obviously, the autotopies in Lemma 4.2 have order 2, commute and are
linearly independent; whence the order of the group generated by them follows.

The codeM(ln) of the quasigroup ln is a 2n-dimensional a�ne subspace of the
vector space over the �eld GF(2) of two elements with the addition ⊕ and trivial
multiplication by 0 and 1.

The code M(l•n) of l•n di�ers from the a�ne subspace M(ln) in the 2n vertices
of the set Bn, where Bn = M(l•n)\M(ln) = {(l•n(x), x) | x ∈ {0, 2}n}. Moreover,
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M(ln) is a unique closest (in the sense above) to M(l•n) a�ne subspace, because
any other a�ne subspace of the same dimension di�ers from M(ln) in at least
22n−1 > 4 · 2n vertices. Under the action of an autotopy of l•n, the code M(l•n) is
mapped to itself (by the de�nition), while M(ln) is mapped to an a�ne subspace
(indeed, it is easy to see that any permutation of Σ is an a�ne transformation
over GF(2)), which is also closest to M(l•n). It follows that an autotopy of l•n is
necessarily an autotopy of ln. Moreover, it also follows that under the action of
such an autotopy the set Bn (the di�erence between the codes of l•n and ln) is
mapped to itself. In particular, every permutation of that autotopy stabilizes the
set {0, 2}, i.e. is one of Id, (02), (13), (02)(23). As it follows from the description
of the autotopy group of ln in Section 6, all such autotopies are combinations of
the autotopies listed in Lemma 4.2.

5. A lower bound and quasigroups attaining it

5.1. The estimation

In this section, we consider an arbitrary quasigroup of order 4 and prove a sharp
lower bound for the order of its autotopy group. In particular, the autotopy group
of a semilinear quasigroup is rather large. For a reducible quasigroup f , we show
that the nodes of its decomposition tree T0(f) can be grouped into subsets, which
we call bunches. Each bunch in T0(f) consists of nodes of the same parity, i.e.
it does not contain any adjacent nodes of the tree T0(f). A current subgroup of
the autotopy group Atp(f) corresponds to each bunch, and the subgroups corre-
sponding to di�erent bunches are independent.

We now introduce additional notation and de�nitions concerning the repre-
sentation of quasigroups in a form of a decomposition tree. Let f be an n-ary
quasigroup of order 4 with a reduced decomposition S and the decomposition tree
T = T0(S).

• Let N = n + 1 denote the number of leaves in the tree T , and let V be the
number of nodes in T .

• A bald node is an inner vertex u of the tree T without leaves among the
neighbors of u. Let E equal the number of bald nodes in T .

• A bridge node, or simply bridge, is a vertex u of degree 3 in the tree T that
is adjacent to exactly one leaf. The leaf adjacent to the bridge u is called a bridge
leaf. Let B equal the number of bridges in T .

• A fork is a vertex u of degree 3 in the tree T that is adjacent to exactly two
leaves. Let F equal the number of forks in T .

• By G(T ), we denote the graph with the set of nodes of the tree T taken as
the vertex set. Two vertices are adjacent in the graph G(T ) if the corresponding
nodes are adjacent to the same bridge in T . It is easy to see that G(T ) is a forest.

• A bunch is a connected component of G(T ). Let Γ equal the number of
bunches in T .
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• For a bunch G in G(T ), a leaf x of the tree T belongs to the leaf set of G if x
is adjacent to some node of T included in G. A bunch of the graph G(T ) is called
bald if its leaf set is empty. Let L equal the number of bald bunches in T .

It is worth to note that a bridge providing a corresponding edge in a bunch G
does not belong to G as its vertex. The bridge being a node is contained in another
bunch which di�ers from G. In addition, all bridges providing the edges of the
bunch G belong to one of two parts of the bipartite graph T while the nodes of G
pertain to the other part of T .

For example, consider the decomposition tree designed in Figure 1. There are
one bald node ι, �ve bridges γ, δ, ζ, η, θ, and one fork β. The nodes form seven
bunches, namely {α, β, ε, η, ι}, {γ}, {δ}, {ζ, θ}, {κ}, {λ}, {µ}.

ε
ζ

η
θ

ι

κ

λ
µ

γ

α

δβ

Figure 1: A decomposition tree

Since the number V of nodes in a tree T equals the number of vertices in the
forest G(T ), the number B of bridges in T equals the number of edges in G(T ),
and the number Γ of bunches in T equals the number of connected components
of G(T ), it follows that

Γ = V −B. (9)

It is evident that the number Γ −L of non-bald bunches is less than or equal to
the number V −E of non-bald nodes. Therefore, the relations Γ−L = V −B−L 6
V − E hold and from that we get a bound for the number of bald bunches

L > E −B. (10)

For two di�erent leaves x and y in the leaf set of a bunch G in the graph G(T ),
we de�ne an isotopy ψx,y of the decomposition S in the following way. For any
edge of the chain P connecting leaves x and y in the tree T we take the involution
ξ = ξ(G) native to the nodes of the bunch G. Each bridge node in the chain P
does not belong to G, but is adjacent to two nodes of the bunch G and one leaf
z of the tree T . If a bridge v is labeled by f , then for the leaf edge of v we take
a native transposition τ = τ(z) of the bridge v such that the three permutations
ξ, ξ, τ in an appropriate order form an autotopy of the binary quasigroup f . Such
a transposition exists by Lemma 4.3(iv). Finally, we take the identity permutation
for the remaining edges of the tree T .
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Lemma 5.1. For any two leaves x and y from the leaf set of a bunch in G(T ),
the isotopy ψx,y is an autotopy of the decomposition S.

Proof. Consider a bunch G and any two leaves x and y from the leaf set of G. The
nodes of the chain P connecting x and y in the tree T can be partitioned into two
parts. The �rst part consists of the nodes of the bunch G. If u ∈ P is a node of G,
then by construction the isotopy ψx,y contains the involution ξ = ξ(G) native to u
for each of the two edges incident to u in the chain P and identity permutations
for all other edges incident to u in the tree T . By Lemma 4.2, such a collection of
permutations forms an autotopy of the quasigroup prescribed to the vertex u.

The second part of nodes in the chain P consists of bridges, which do not
belong to the bunch G, but provide the edges of G. Let v be such a bridge in
the tree T and z be the only leaf of v. By construction, the isotopy ψx,y contains
two foreign to v involutions ξ(G) and a native to v transposition τ(z) that form
an autotopy of the quasigroup prescribed to the vertex v.

For each of the nodes not in the chain P , the isotopy ψx,y induces the identity
autotopy. From these arguments, we conclude that for each node in the tree T ,
the isotopy ψx,y yields an autotopy of the quasigroup prescribed to this node.
Consistently, ψx,y is an autotopy of the decomposition S.

Let us note that a bald bunch, as well as a bunch with only one leaf, do not
grant any autotopies of the kind ψx,y.

Lemma 5.2. If a bunch G contains k > 1 leaves in its leaf set, then there exist at
least 2k−1 autotopies of the decomposition S acting in the following way: on the
edges incident to leaves of G, they act with identity permutations or involutions
native to the nodes of G; on the edges that are incident to the leaves of the bridges
connecting the nodes of G, they act with identity permutations or transpositions
native to the bridges.

Proof. Let {x, y1, . . . , yk−1} be the leaf set of the bunch G. Autotopies ψx,yi ,
i = 1, . . . , k − 1, of order 2 each commute with each other and are independent
from each other since for each i only one of them, namely ψx,yi obtains a non-
identity permutation for the edge incident to the leaf yi. Therefore, these k − 1
autotopies yield 2k−1 autotopies corresponding to the bunch G.

In further, the autotopies of the decomposition S described in Lemma 5.2 are
called the autotopies induced by the bunch G. All them are of order 2.

If a bunch contains a fork, we can point out autotopies of order 4, which
contribute additionally to the size of the autotopy group of the corresponding
quasigroup.

Lemma 5.3. For each fork in a decomposition tree, one can �nd two autotopies
of the decomposition acting on the leaf edges of the fork with its native cycles and
on all other edges with identity permutations.
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Proof. Consider a fork u in a decomposition S and let ξ be the native involution
of u. Without loss of generality, we assume that the node adjacent to the fork u
is its 0-th neighbor, while the leaves x and y of u are the 1-st and 2-nd neighbors
respectively. For each pair ϕ1, ϕ2 of cycles native to u, by Lemma 4.3 there exists
exactly one permutation ξ′ ∈ {Id, ξ} such that the triple ϕ = (ξ′, ϕ1, ϕ2) forms an
autotopy of the quasigroup f prescribed to the fork u.

If ξ′ = Id then ϕ and ϕ−1 are required autotopies of f , which can be �nished up
to autotopies of the decomposition S by use of identity permutations. If ξ′ = ξ,
then one can take the isotopy (ξ′, ϕ1, ϕ2)(ξ, ξ, Id) = (Id, ϕ1ξ, ϕ2) instead of ϕ.
By Lemma 4.3, the former is also an autotopy of the quasigroup f with its native
cycles ϕ1ξ and ϕ2.

Lemma 5.4. For any decomposition, its non-identity autotopies induced by dif-
ferent bunches of the decomposition tree are independent and commute with each
other.

Proof. Consider a decomposition S with the tree T and two autotopies of S. If
the supports of the autotopies intersect in the empty set, then they are trivially
independent and commute with each other. At the same time, the supports of
autotopies induced by di�erent bunches of G(T ) can intersect only in edges of
bridge nodes. Indeed, according to Lemma 5.3, the support of the autotopy cor-
responding to a fork does not exceed the set of leaf edges of the fork. As while
as the support of an autotopy ψx,y induced by a bunch G can contain only edges
incident to the nodes of G. If there are more than one node in G, then some of
the edges in the support of ψx,y are also inner edges of bridges connecting nodes
of G.

Thereby, it is su�cient to prove the lemma for autotopies induced by di�erent
bunches with supports intersecting in edges incident to bridge nodes. An arbitrary
autotopy induced by a bunch G acts on edges in its support in the following way:

• on edges incident to nodes of G, it acts with involutions native to nodes of
the bunch G;

• on leaf edges incident to bridges connecting nodes of G, it acts with trans-
positions native to the bridges.

Assume that a bridge v with a leaf z connects two nodes of the bunch G; and let v
be contained in another bunch G′. By Lemma 4.3(iv), all autotopies induced by G
contain exactly one of the two transpositions native to v, namely τ = τ(z). The
transposition τ cannot generate the involution native to the bridge v. Thus, the
autotopies induced by the bunch G and the autotopies induced by the bunch G′

are independent.
Consider autotopies θ = ψx,y and θ′ = ψx

′,y′ induced by the bunches G and G′

respectively. Let the supports of these two autotopies contain edges incident to a
bridge v in their intersection. Autotopies θ and θ′ act on inner edges of v with
involutions ξ = ξ(G) and ξ′ = ξ′(G′) native to G and G′ respectively. Since
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involutions (01)(23), (02)(31) and (03)(12) commute with each other, we have
ξξ′ = ξ′ξ.

The autotopy θ acts on the leaf edge of the bridge v with the transposition τ ,
while the autotopy θ′ acts on this edge with some involution η′ (or the iden-
tity permutation, which is considered trivially). Both τ and η′ are native to v.
It is obvious that, for example, the involution (01)(23) and the transpositions
(01) and (23) forming it commute. The same is true for the involutions (02)(31)
and (03)(12). Therefore, we get τη′ = η′τ .

From the reasoning above it is follows that the autotopies θ and θ′ commute
on every edge that is contained in the intersection of their supports. This proves
commutativity of autotopies of the decomposition S induced by di�erent bunches
in its tree.

Theorem 5.5. For an arbitrary n-ary quasigroup f of order 4, the following
inequality holds:

|Atp(f)| > 2[n/2]+2. (11)

If n > 5, then this bound is sharp.

Proof. Let the quasigroup f have a reduced decomposition S with the tree T .
For each bunch G with k > 1 leaves, by Lemma 5.2 one can construct 2k−1

autotopies of f which act on variables corresponding to leaves of the bunch G
with permutations of order 2. Taking into account all bunches of the graph G(T )
except the bald ones, by use of Lemma 5.4 we get 2N−(Γ−L) autotopies of f .

In addition, for any fork v in the tree T , by Lemma 5.3 there are 2 autotopies
of f which act on variables corresponding to the leaves adjacent to v with cycles
native to the fork v. This contributes the factor 2F to the number of constructed
here autotopies of f . In this way, using (9) we obtain

|Atp(f)| > 2N−(Γ−L)+F = 2N−V+B+L+F . (12)

Suppose that in the decomposition tree T there are t edges and Vs vertices
of degree s, s = 0, 1, 2, . . .. By de�nition of a quasigroup decomposition and
accordingly to notation stabilized above, it can be written V1 = N , V2 = 0. Thus,

N +
∑
s>3

sVs = 2t = 2(N + V − 1).

It follows that

N + 2V − 2 =
∑
s>3

sVs = 4
∑
s>3

Vs +
∑
s>5

(s− 4)Vi − V3 > 4V − V3. (13)

Consequently, the inequality N > 2V − V3 + 2 holds.
In accordance with the number of adjacent leaves, the nodes of degree 3 in

the tree T are partitioned into forks, bridge nodes, and bald nodes (there are no
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vertices of degree 3 with three adjacent leaves since n > 2). Trivially, the number
of bald nodes of degree 3 is not greater than the total number of bald nodes in T .
Taking into account (10), we get

V3 6 F +B + E 6 F + 2B + L, (14)

which allows to rewrite the estimate for N in more detail:

N > 2V − V3 + 2 > 2V − F − 2B − L+ 2.

Hence,

−V +B > −1

2
(N + F + L) + 1.

Applying this inequality to (12), we derive

|Atp(f)| > 2(N+F+L)/2+1 > 2N/2+1 = 2(n+3)/2 (15)

Let us note that the second inequality in (15) is strict if and only if the decom-
position tree contains a fork or bald node. Since |Atp(f)| is an integer and the
number of autotopies generated by those described in Lemmas 5.2 and 5.3 is a
power of 2, we have

|Atp(f)| > 2bn/2c+2. (16)

Further, let us show that the bound (16) is attainable. Consider the quasi-
groups l•3 and l•4 in Lemma 4.5, which we denote here by f and h correspondingly,
and the quasigroup x0 = g(x1, x2, x3) = τf(τx1, τx2, τx3) with τ = (12), which is
isotopic to the ternary quasigroup f .

The quasigroups f and g are {0, 2}- and {0, 1}-semilinear, respectively. Their
autotopy groups are isomorphic to each other, namely one of them is conjugate
with the other by the transposition τ . The permutation (01)(23) is a native invo-
lution for g, as (01) and (23) are native transpositions of g.

Note that only the identity permutation Id can be met in autotopies of both f
and g. The same is true for h and g. Therefore, if f and g (or h and g, respectively)
are adjacent in a decomposition tree of some quasigroup q, then by Lemma 4.1
their autotopies can concatenate to an autotopy of the decomposition of q only by
the identity permutation.

Reasoning in this way, it is easy to see that for odd n > 5 the quasigroup qn
of arity n with a decomposition tree of kind

f
g . . . f

g
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has the autotopy group of order 2(n−1)/2+2. For even n > 6, the quasigroup qn of
arity n with a decomposition tree of kind

h g
f . . . g

f

has the autotopy group of order 2n/2+2. In both cases, the equality is attained
in (16) for the quasigroups designed.

Remark 5.6. For n = 3 and n = 4, the bound pointed out in Theorem 5.5 is
not sharp. The quasigroup qn described in the proof degenerates into a semilin-
ear quasigroup, which has autotopies consisting of its native transpositions (see
Lemma 4.5(ii)). Such autotopies are not taken into account in the estimation of
Theorem 5.5.

The quasigroup qn also delivers the minimum for order of autotopy group in
the case n ∈ {3, 4}. However, in this case the minimum is two times greater than
the minimum number in Theorem 5.5. At the same time, any decomposition tree
of a reducible quasigroup of arity n ∈ {3, 4} contains a fork. If there are two forks,
then the di�erence can be seen from inequalities in (15). If there is one fork, then
by Lemma 4.3(iv) the quasigroup qn has autotopies with non-identity involution
acting on the inner edge of the fork, which are not considered in the proof of
Theorem 5.5.

5.2. Quasigroups with autotopy groups of minimum order

Besides the examples of quasigroups described in the proof of Theorem 5.5, there
are many other such quasigroups for which the equality is attained in the lower
bound given by the theorem. In this section, we characterize quasigroups with this
property for n odd. In our reasoning we examine the cases in which all non-strict
inequalities occurring in the proof of the theorem turn into equalities. In case
of even n, we have not got such an opportunity since we explicitly use the ceil
function.

For odd n, the number in the right part of (11) equals 2bn/2c+2 = 2
n−1
2 +2 =

2
n+3
2 . Based on the proof of Theorem 5.5, for odd n one can derive properties of

reduced decompositions with exactly 2
n+3
2 autotopies. The tree of such a decom-

position does not contain:

(I) any vertices of degree greater than 4 (this follows from the equality in (13)),

(II) any forks (the equality in (15)),

(III) any bald bunches (the equality in (15)),

(IV) greater than one non-bald vertex in each bunch (the equality in (10)),
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(V) any bald vertices of degree greater than 3 (the equality in (14)).

Conditions (III)�(V) imply that in a decomposition with exactly 2
n+3
2 autotopies

(III�V) each bunch contains exactly one non-bald node, which can be a bridge or
node of degree 4, and possibly some bald nodes of degree 3 as well.

Let us take a reduced decomposition that satis�es the conditions (I)�(V) and
label each of its nodes of degree 4 with a ternary quasigroup isotopic to l•3. This
decomposition has only the autotopies considered in the proof of Theorem 5.5, and
the corresponding quasigroup meets the bound 2

n+3
2 for the order of the autotopy

group. On the other side, the following statement takes place.

Lemma 5.7. Let S be a reduced decomposition of an n-quasigroup f of order 4

with |Atp(f)| = 2
n+3
2 . Each node of degree 4 in the decomposition S has a ternary

quasigroup isotopic to the quasigroup l•3 as its label.

Proof. There exist exactly �ve ternary quasigroups up to isotopy, variable permu-
tation, and inversion [10]. One of them is linear and another one is non-semilinear.
The remaining three quasigroups are semilinear, but not linear. These three are
the quasigroups l•3,

g(x1, x2, x3) = x1 ⊕ (x2 +4 x3), and h(x1, x2, x3) = x1 +4 x2 +4 x3.

The quasigroup g admits the autotopy ϕ = ((01)(23), (01)(23), Id, Id) with two
involutions foreign to g. The quasigroup h has got the autotopy

((01)(23), (01)(23), (01)(23), (01)(23)),

consisting of four foreign involutions.
Suppose that the tree T of a decomposition S has a node α labeled with g (the

case of h can be handled similarly). We will show that under the assumptions

made one can obtain |Atp(f)| > 2
n+3
2 . With this aim, for the decomposition S we

construct a special autotopy consisting of permutations in the transformation ϕ.
It helps us to get the inequality.

Consider the 0-th neighbor of the node α. If it is a leaf, then we prescribe the
permutation (01)(23) to the leaf edge. If the neighbor is a node, it belongs to some
bunch G. According to (III), the bunch G is not bald and contains at least one
leaf x. Assume that a chain P connects the leaf x with the node α in the tree T .
Prescribe the permutation (01)(23) to each edge of P . If there is any bridge node
in the chain P , which connects two nodes of the bunch G, we prescribe a native
transposition to the leaf edge of the bridge accordingly to Lemma 4.3(iv). Next,
we do the same construction for the 1-st neighbor of the node α and prescribe the
identity permutation to the remaining edges in the tree T .

Finally, we obtain an autotopy θ of the decomposition S because for each node v
in T the permutations acting on the edges incident to v form an autotopy of the
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quasigroup corresponding to v. In addition, the autotopy θ does not contribute
to the number given as a lower bound in Theorem 5.5. Indeed, in the proof
of the theorem we consider only those autotopies of the decomposition which
act on every edge incident to a node of degree 4 with an involution native to
the node. In contrast, the autotopy θ acts on two edges incident to α with the
involution (01)(23), which is not native to g. Consequently, θ increases the order

of the autotopy group of f ; so, |Atp(f)| > 2
n+3
2 .

If the quasigroups h is prescribed to the node α, then one can construct an
additional autotopy of f in the same way. The only di�erence is that in this case
all neighbors of the node α should be considered.

A decomposition tree satisfying conditions (I)�(V) can be constructed using
the following procedure.

Construction T.

Step 1. Take an arbitrary tree T1 with exactly (n−1)/2 vertices, which we call
nodes. The degree of each node should not exceed 3.

Step 2. Connect 4 − i new leaves to each node of degree i ∈ {1, 2, 3} in the
tree T1. Degree of each node in the resulting tree T2 equals 4.

Step 3. Select some (maybe none, maybe all) nodes adjacent to exactly one
leaf. Replace each selected node s by two new nodes us and vs of degree 3 adjacent
to each other. Four neighbors of v can be distributed among the neighborhoods
of us and vs in any of three possible ways. Denote the tree obtained at this step
by T3.

Step 4. Divide the nodes of T3 into two independent parts V1 and V2, which is
possible because any tree is a bipartite graph.

Step 5. To each node in the part Vi, i = 1, 2, assign a {0, i}-semilinear quasi-
group isotopic to +4 or l•3

Step 6. Finally, choose a leaf to represent the value of the quasigroup, index
the neighbors of each node in an appropriate way and get a decomposition tree T
of some quasigroup f .

Moreover, it turns out that, for every quasigroup f which meets the bound on
the order of its autotopy group, one can build a quasigroup isotopic to f using
Construction T.

Theorem 5.8. Every n-ary quasigroup f with the autotopy group of order 2
n+3
2

is isotopic to some quasigroup with a decomposition tree obtained with Construc-
tion T.

Proof. Let T be a decomposition tree built using the construction. Nodes of
degree 3 are combined in pairs �bald node � bridge node� input at Step 3. In each
pair, the bald node is included into some bunch, while the bridge node corresponds
to an edge of that bunch. Since a bunch is a tree and the number of vertices in
a tree is one more than the number of edges, every bunch contains exactly one
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non-bald node. By construction, it is a bridge node or node of degree 4. Therefore,
the tree T satis�es conditions (I)�(V).

On the other hand, consider a quasigroups f that meets the bound 2
n+3
2 on

the order of the autotopy group. Let T be the tree of a decomposition of f . From
condition (III�V), it follows that in any bunch the numbers of bald nodes and
edges coincide. Consequently, there is a one-to-one correspondence between the
bridges and the bald nodes, all of which have degree 3. In addition, we can require
that a bridge is adjacent to its corresponding bald node. Shrinking the pairs of
corresponding nodes of degree 3 (an operation reverse to Step 3), we get a tree
whose all nodes are non-bald and of degree 4. Any such a tree can be obtained
at Step 2. By Lemmas 3.5 and 5.7, the node labeling of the decomposition tree T
conforms to the labeling at Step 5.

6. An upper bound

In this section, we prove that the maximum order of the autotopy group of an
n-ary quasigroup of order 4 equals 6 · 2n, and only the linear quasigroup, which is
unique up to isotopy, reaches the upper bound. We also determine the quasigroups
that have the maximum order of autotopy groups among the nonlinear quasigroups
and point out this order as well.

Here we use Orbit�Stabilizer Theorem. In our case, this theorem says that the
order of the autotopy group of a code M equals the size of the stabilizer of any
element x ∈M multiplied by size of the orbit of x under the action of the autotopy
group. Let us start with several auxiliary statements concerning autotopies of a
n-ary quasigroups that stabilize a certain element in the quasigroup code. For
simplicity, that element is usually considered to be the all-zero tuple (0, . . . , 0).
The next lemma takes place for a quasigroup of any order k.

Lemma 6.1. Let f be an n-quasigroup and f(0, . . . , 0) = 0. Then an arbitrary
autotopy (θ0, . . . , θn) ∈ Atp(f) stabilizing the all-zero tuple is uniquely determined
by any single of its permutations θi, i ∈ {0, . . . , n}. In particular, if for some
i ∈ {0, . . . , n} the permutation θi is identity, then all the others are also identity.

Proof. Without loss of generality, given the permutation θ0, we express the per-
mutations θ1, . . . , θn in terms of it.

Assume that (θ0, . . . , θn) is an autotopy of f such that θi0 = 0, i = 0, 1, . . . , n.
By the

By the autotopy de�nition, we get

θ−10 f(θ1x1, 0, . . . , 0) = f(x1, 0, . . . , 0) for any x1 ∈ Σ,

which is equivalent to

θ1x1 = f<1>(θ0f(x1, 0, . . . , 0), 0, . . . , 0) for any x1 ∈ Σ.
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One can see that the permutation θ1 is entirely determined by the quasigroup f
and permutation θ0. In the same manner, we can express any of θ0, . . . , θn through
any other one.

Finally, by the argumentation above it is evident that, for example, θ0 = Id
imply θi = Id for any i ∈ {1, . . . , n}.

Corollary 6.2. If an autotopy θ = (θ0, . . . , θn) of an n-quasigroup f stabilizes a
tuple (a0, . . . , an) from M(f), then all of the permutations θi, i = 0, . . . , n, have
the same order.

Proof. By the hypothesis, (a0, . . . , an) ∈ M(f); that is a0 = f(a1, . . . , an). Con-
sider the quasigroup g de�ned as

g(x1, . . . , xn) = τ0f(τ1x1, . . . , τ1xn),

where τ = (τ0, . . . , τn) is an isotopy consisting of the transpositions τi = (0 ai),
i = 0, . . . , n. It is easy to verify that g(0, . . . , 0) = 0 and the isotopy

δ = τθτ = (τ0θ0τ0, . . . , τnθnτn),

conjugate to θ, is an autotopy of g stabilizing the all-zero tuple.

By Lemma 6.1, for any integer r, all permutations from the autotopy δr are
identity if there is at least one identity permutation among them. Consequently,
all permutations δi, i = 0, . . . , n, have the same order.

It remains to note that the permutations δi, θi are of the same order because
δri = τθri τ , i = 0, . . . , n.

Lemma 6.3. Let f be an n-quasigroup of order 4 such that f(0, . . . , 0) = 0. If f
has an autotopy θ of order 2 that stabilizes the all-zero tuple, then f is semilinear.

Proof. By Corollary 6.2, each of the permutations θi, i = 0, . . . , n, has order 2.
Since θi(0) = 0 for each i = 0, . . . , n, we have θi ∈ {(12), (13), (23)}. Without loss
of generality, assume that θ0 = . . . = θn = (23) (otherwise, consider a quasigroup
isotopic to f that has the autotopy consisting of permutations (23)).

For every (x1, . . . , xn) from {0, 1}n and for x0 = f(x1, . . . , xn), we have

x0 = f(x1, . . . , xn) = θ−10 f(θ1x1, . . . , θnxn) = θ0f(x1, . . . , xn) = θ0x0.

Since θ0 = (23), the value of x0 can only be 0 or 1. Therefore, the quasigroup f
maps {0, 1}n to {0, 1}. So, f is semilinear by the de�nition.

Lemma 6.4. Let f be an n-quasigroup of order 4 such that f(0, . . . , 0) = 0. If f
has an autotopy θ of order 3 that stabilizes some tuple (a0, . . . , an) ∈M(f), then f
is linear.



On the number of autotopies of an n-ary quasigroup of order 4 249

Proof. By Corollary 6.2, each of the permutations θi, i = 0, . . . , n, has order 3.
(i) If f is {0, 1}-, {0, 2}-, or {0, 3}-semilinear in every variable, then it is {a, b}-

semilinear for any a 6= b ∈ Σ and, consequently, linear. Hence, the lemma is true
for semilinear quasigroups.

(ii) Assume f is not semilinear. Consider a proper decomposition S of f
and the corresponding tree T . The autotopy δ of S induced by θ has the same
order 3. Therefore, δ consists of 3-cycles or identity permutations. Each of those
permutations stabilizes some element in Σ.

Consider an arbitrary non-bald node v labeled by a quasigroup g. The au-
totopy of g induced by δ satis�es the hypothesis of Corollary 6.2; so, each of its
permutations has order 3. Since S is a proper decomposition, g is semilinear,
and from item (i) of this proof we conclude that it is linear. This contradicts the
de�nition of a proper decomposition.

Theorem 6.5. (i) The maximum order for an autotopy group of an n-ary quasi-
group of order 4 equals 6 · 4n; only the linear quasigroups reach this maximum.
(ii) The maximum order for an autotopy group of a nonlinear n-ary quasigroup of
order 4 equals 2 · 4n; only the semilinear quasigroups whose autotopy group acts
transitively on their codes reach this maximum.

Proof. Consider an arbitrary n-ary quasigroup f of order 4. Without loss of gen-
erality, we assume that f(0, . . . , 0) = 0.

By Orbit�Stabilizer Theorem, the order of Atp(M(f)) equals the size of its
stabilizer subgroup with respect to (0, . . . , 0) ∈M(f) multiplied by the size of the
orbit of (0, . . . , 0) under the action of Atp(M(f)).

For the all-zero tuple, the size of its orbit does not exceed the cardinality
of M(f), i.e., 4n (the equality takes place if and only if the orbit coincides with
the code; in other words if the action of the autotopy group is transitive on the
code.)

Next, consider the size of the stabilizer with respect to the all-zero tuple. For a
non-semilinear quasigroup, it equals 1 by Lemmas 6.3 and 6.4. As for a semilinear
quasigroup that is not linear, the size of the stabilizer is 2 (at least 2 by Lemma 4.5;
at most 2 by Lemmas 6.1 and 6.4). So, (ii) is proved.

Since any linear quasigroup is isotopic to the quasigroup ln(x1, . . . , xn) = x1⊕
. . .⊕ xn, it remains to �nd |Atp(ln)|. For an arbitrary tuple (a0, . . . , an) ∈M(ln),
the mapping (x0, . . . , xn) 7→ (x0 ⊕ a0, . . . , xn ⊕ an) maps (0, . . . , 0) to (a0, . . . , an)
and induces an autotopy of ln. Hence, the size of the orbit of (0, . . . , 0) equals 4n.

The size of the stabilizer with respect to (0, . . . , 0) is at most 3! by Lemma 6.1.
On the other hand, for each of 3! permutations θ∗ of Σ such that θ∗(0) = 0, we have
ab autotopy θ = (θ∗, . . . , θ∗) (this can be checked by induction on the arity n).
Therefore, the size of the stabilizer equals 6, and the order of the autotopy group
of any linear n-ary quasigroup of order 4 is 6 · 4n.

In conclusion, we should note that the semilinear n-ary quasigroups with tran-
sitive autotopy groups were characterized in [4], where a correspondence between
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such quasigroups and Boolean polynomials of degree at most 2 was established.
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Retractable �nitely supported Cb-sets

Khadijeh Keshvardoost

Abstract. A construction for retractable state-�nite automata without outputs has been given

by Nagy. Retractable automata are automata all whose sub automata are retracts of it, and

retracts are the subobjects whose related inclusion morphism have a left inverse. Studying

retracts is an important subject in di�erent branches of mathematics as well as computer science.

In this paper, following Nagy's works, we study retractable �nitely supported Cb-sets. The

category of �nitely supported Cb-sets introduced by Pitts is equivalent to one of the presheaf

categories of Bazem, Coquand, and Huber. We characterize retractable �nitely supported Cb-

sets as ones which have a decomposition into retractable components. We also give a description

of retractable cyclic �nitely supported Cb-sets. Furthermore, recalling the notion of s-separated

�nitely supported Cb-sets, and support maps, we construct a subcategory of �nitely supported

Cb-sets consisted of s-separated �nitely supported Cb-sets with 2-equivariant support maps, and

characterize its retractable objects.

1. Introduction

Let D be a countable in�nite set. A permutation π on D is said to be �nitary if it
changes only a �nite number of elements of D. Consider the group G = Permf(D)
of �nitary permutations on D, and take a set X with an action of G on it, that is,
a G-set. An element x ∈ X is said to have a �nite support C ⊆ D if it is invariant
(�xed) under the action of each element π of G which �xes all the elements of C
(that is, if πc = c, for all c ∈ C, then πx = x).

A G-set X every element of which has a �nite support is said to be a nominal

set. The notion of a nominal set was introduced by Fraenkel in 1922, and developed
by Mostowski in the 1930s under the name of Fraenkel-Mostowski hierarchy or
brie�y FM-sets. The FM-sets were used to prove the independence of the axiom
of choice from the other axioms (in the classical Zermelo-Fraenkel (ZF) set theory).

In 2001, Gabbay and Pitts rediscovered those sets in the context of name
abstraction. They called them nominal sets, and applied this notion to properly
model the syntax of formal systems involving variable binding operations (see [5]).
Nominal techniques have also been used in game theory [1], in logic ([4], [9]), in
domain theory [11], and in proof theory [12].

In [10], Pitts generalized the notion of nominal sets, by �rst adding two ele-
ments 0,1 to D, then generalizing the notion of a �nitary permutation to �nite

2010 Mathematics Subject Classi�cation: 20M30, 20B30, 54C15, 20M35, 18B20
Keywords: Finitely supported Cb-sets, retractable, retraction, S-set, support.
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substitution, and considering the monoid Cb instead of the group G. Then he
de�ned the notion of a support for Cb-sets, sets with an action of Cb on them, and
invented the notion of �nitely supported Cb-sets, as a generalization of nominal
sets.

On the other hand, an equivariant map of a Cb-set X onto a sub Cb-set Y of
X is called retraction if it leaves the elements of Y �xed. A Cb-set X is called
retractable, if for every sub Cb-set Y , there exists a retraction of X onto Y . The
notion of retractable plays a crucial role in many areas of mathematics, such as
homological algebra, topological spaces, ordered algebraic structures, etc.

The main contribution of this paper is at giving a characterization of retractable
�nitely supported Cb-sets. In [8], Nagy showed that every retractable cyclic state-
�nite automaton has a sub automaton with no proper sub automaton called min-
imal automaton and then in Theorem 2 of [8], he characterized retractable state-
�nite automata without outputs. We found that every retractable cyclic �nitely
supported Cb-set has a unique �x-simple sub Cb-set with a unique zero element. In
[3], we introduced �x-simple �nitely supported Cb-sets with a unique zero element
as �nitely supported Cb-sets with no proper non-singleton sub Cb-sets. In fact,
our �x-simple �nitely supported Cb-sets with unique zero palys the role of Nagy's
minimal automaton. In Section 4, in Theorem 4.12, by the same scheme of Nagy
but di�erent in details and proofs, we characterize retractable �nitely supported
Cb-sets.

In the following, to have a better scenery of the structure of this paper, we bring
a summary of the results of each section. After a brief introduction in Section 1, we
bring the basic notions and results about M -sets, sets with an action of a monoid
M , and the monoid Cb in Section 2, needed in this paper. Then Section 3 is
about retractions of M -sets and a description of decomposable �nitely supported
Cb-sets is given. Section 4 is devoted to retractable �nitely supported Cb-sets and
we characterize them. In Section 5, a subcategory of �nitely supported Cb-sets is
introduced, and its retractable objects are characterized.

2. Preliminaries

This section has devoted to give some basic notions needed in this paper. For
more information one can see [2, 3, 7, 10].

2.1. M-sets

A (left) M -set for a monoid M with identity e is a set X equipped with a map
M × X → X, (m,x) 7→ mx, called an action of M on X, such that ex = x and
m(m′x) = (mm′)x, for all x ∈ X and m,m′ ∈ M . An equivariant map from
an M -set X to an M -set Y is a map f : X → Y with f(mx) = mf(x), for all
x ∈ X,m ∈M .
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An element x of an M -set X is called a zero (or a �xed) element if mx = x,
for all m ∈M . We denote the set of all zero elements of an M -set X by Z(X).

The M -set X all of whose elements are zero is called a discrete M -set, or an
M -set with identity action.

A subset Y of an M -set X is a sub M -set (or M -subset) of Y if for all m ∈M
and y ∈ Y we have my ∈ Y . The subset Z(X) of X is in fact a sub M -set.

AnM -set X is said to be zero-decomposable if there exists a collection {Xi}i∈I
of sub M -sets of X such that X =

⋃
i∈I

Xi , and Xi ∩ Xj = {θ} ∈ Z(X) or

X
i
∩X

j
= ∅, for all i 6= j. In this case, we say X has a zero-decomposition of X

i
's

and call Xi 's the components of X.
Note. If for all i 6= j we have Xi ∩Xj = ∅, then we call X decomposable.

2.2. The monoid Cb

Let D be an in�nite countable set, whose elements are sometimes called directions

(atomic names or data values) and PermD be the group of all permutations
(bijection maps) on D. A permutation π ∈ PermD is said to be �nitary if the set
{d ∈ D | π(d) 6= d} is �nite. Clearly the set PermfD of all �nitary permutations is
a subgroup of PermD.

Also, we take 2 = {0, 1} with 0, 1 6∈ D.

De�nition 2.1. (a) A �nite substitution is a map σ : D → D ∪ 2 for which
Domfσ = {d ∈ D | σ(d) 6= d} is �nite.

(b) A �nite substitution satis�es injectivity condition, if

(∀d, d′ ∈ D), σ(d) = σ(d′) /∈ 2⇒ d = d′.

(c) If d ∈ D and b ∈ 2, we write (b/d) for the �nite substitution which maps
d to b, and is the identity mapping on all the other elements of D. Each (b/d) is
called a basic substitution.

(d) If d, d′ ∈ D then we write (d d′) for the �nite substitution that transposes
d and d′, and keeps �xed all other elements. Each (d d′) is called a transposition

substitution.

De�nition 2.2. (a) Let Cb be the monoid whose elements are �nite substitutions
satisfying injectivity condition, with the monoid operation given by σ · σ′ = σ̂σ′,
where σ̂ : D ∪ 2 → D ∪ 2 maps 0 to 0, 1 to 1, and on D is de�ned the same as σ.
The identity element of Cb is the inclusion ι : D ↪→ D ∪ 2.

(b) Take S to be the subsemigroup of Cb generated by basic substitutions. The
members of S are of the form δ = (b1/d1) · · · (bk/dk) ∈ S for some di ∈ D and
bi ∈ 2, and we denote the set {d1, · · · , dk} by D

δ
.

Remark 2.3. (1) Notice that each �nite permutation π on D, can be considered
as a �nite substitution ι ◦ π : D → D ∪ 2. Doing so, throughout this paper, we
consider the group PermfD as a submonoid of Cb, and denote ι ◦ π with the same
notation π.
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(2) Let δ ∈ S, and π ∈ Permf(D). Then, πδ = δ′π, and δπ = πδ′′, where
D
δ′ = {πd : d ∈ D

δ
}, and D

δ′′ = {π
−1d : d ∈ D

δ
}.

(3) Let d 6= d′ ∈ D and b, b′ ∈ 2. Then

(b/d)(b′/d′) = (b′/d′)(b/d).

But, (1/d)(0/d) = (0/d) and (0/d)(1/d) = (1/d), and hence (1/d)(0/d) 6= (0/d)(1/d).

Theorem 2.4. [3] For the monoid Cb, we have

Cb = Permf(D)Sι,

where Sι = S ∪ {ι}.

2.3. Finitely supported Cb-sets

In this subsection, basic notions about �nitely supported Cb-sets which is needed
in the sequel are given, some of which [3, 10].

The following de�nition introduces the notion of a, so called, support, which is
the central notion to de�ne �nitely supported Cb-sets.

De�nition 2.5. (a) Suppose X is a Cb-set. A subset C ⊆ D supports an element
x of X if, for every σ, σ′ ∈ Cb,

(σ(c) = σ′(c), (∀c ∈ C))⇒ σx = σ′x

If there is a �nite (possibly empty) support C then we say that x is �nitely sup-

ported.
(b) A Cb-set X whose all elements have �nite supports, is called a �nitely

supported Cb-set.
We denote the category of all Cb-sets with equivariant maps between them by

Cb-Set, and its full subcategory of all �nitely supported Cb-sets by (Cb-Set)fs.

Remark 2.6. Let X be a Cb-set and x ∈ X.
(1) If X is �nitely supported, then the set {d ∈ D | (0/d)x 6= x} is in fact the

least �nite support of x. From now on, we call the least �nite support for x the

support for x, and denote it by suppx.
(2) x is a zero element if and only if suppx = ∅ if and only if δ x = x, for all

δ ∈ S.

Example 2.7. (1) The set D∪2 is a �nitely supported Cb-set, with the canonical
action given by evaluation; that is,

∀σ ∈ Cb, x ∈ D ∪ 2, σx = σ̂(x),

in which σ̂ is de�ned as in De�nition 2.2(a). Also, for each d ∈ D, supp d = {d},
and supp 0 = supp 1 = ∅, since both of 0, 1 are zero elements.
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(2) The set D ∪ {0} is a �nitely supported Cb-set with the action is given by

∀σ ∈ Cb, x ∈ D ∪ {0}, σx = σ̂(x).

Also, for each d ∈ D, supp d = {d}, and supp 0 = ∅, since 0 is a zero element.
(3) All discrete Cb-sets are clearly �nitely supported Cb-sets, because of Re-

mark 2.6(2).

Remark 2.8. [3] (1) Every �nitely supported Cb-set has a zero element.
(2) Every �nite �nitely supported Cb-set is discrete.

Lemma 2.9. [3] Let X be a non-empty �nitely supported Cb-set, and x ∈ X.

Then

(i) δ x = x if and only if D
δ
∩ suppx = ∅.

(ii) If δ ∈ S, then supp δx ⊆ suppx \ D
δ
.

(iii) For π ∈ Permf(D), we have suppπx = π suppx. In particular,

|suppπx| = |πsuppx| = |suppx|.

Remark 2.10. [3] For a �nitely supported Cb-set X and x ∈ X, we have

Sx
.
= {δ ∈ S | δx = x}, S′x

.
= S \ Sx = {δ ∈ S | δx 6= x},

which they are two subsemigroups of S.

The following lemma is useful in Theorem 2.14.

Lemma 2.11. Let X be a �nitely supported Cb-set, and x a non-zero element of

X. Then, S′
x
is an ideal of S.

Proof. Suppose δ ∈ S and δ1 ∈ S′x . We show that δδ1, δ1δ ∈ S′x . Notice that, since
δ1 ∈ S′x , we get δ1x 6= x and so using part (i) of Lemma 2.9, D

δ1
∩ suppx 6= ∅.

On the other hand, since D
δ1δ

= D
δδ1

= D
δ1
∪ D

δ
, we get D

δδ1
∩ suppx 6= ∅ and

D
δ1δ
∩ suppx 6= ∅. Thus δ1δx 6= x and δδ1x 6= x which means δ1δ, δδ1 ∈ S′x .

De�nition 2.12. A cyclic �nitely supported Cb-set X is a �nitely supported Cb-
set which is generated by only one element. That means, it is of the form Cbx,
for some x ∈ X.

Remark 2.13. [3] If Cbx is a non-singleton cyclic �nitely supported Cb-set, then

Cbx = Permf(D)S′xx ∪ Permf(D)x, Permf(D)S′xx ∩ Permf(D)x = ∅.

Theorem 2.14. Let Cbx be a non-singleton cyclic �nitely supported Cb-set. Then,
(i) Permf(D)S′xx is a sub Cb-set of Cbx.

(ii) If suppx = {d1, · · · , dk}, then Permf(D)S′xx =
⋃k
i=1

Cb(bi/di)x.
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Proof. First, notice that, since Cbx is non-singleton, we get that suppx 6= ∅. So,
for all d ∈ suppx, we have (0/d)x ∈ S′

x
x which means that Permf(D)S′xx is a

non-empty set.
(i) Let π1δ1x ∈ Permf(D)S′xx and σ ∈ Cb. Then, by Theorem 2.4, we have

σ ∈ Permf(D) or σ = πδ with π ∈ Permf(D) and δ ∈ S. If σ ∈ Permf(D), then
σπ1δ1x ∈ Permf(D)S′xx. Let σ = πδ. Then, applying Remark 2.3(2) and Lemma
2.11, we get that

σπ1δ1x = πδπ1δ1x = ππ1δ
′δ1x ∈ Permf(D)S′xx.

(ii) If d ∈ suppx, then by Lemma 2.9(i), (b/d) ∈ S′
x
, and so applying (i),

Cb(b/d)x ⊆ Perm
f
(D)S′

x
x. Thus,

⋃k
i=1

Cb(bi/di)x ⊆ Perm
f
(D)S′

x
x.

To prove the reverse inclusion, let a ∈ Perm
f
(D)S′

x
x. Then, there exist δ ∈ S′

x

and π ∈ Permf(D) with a = πδx. Since δ ∈ S′
x
, by Lemma 2.9(i), we get that

D
δ
∩suppx 6= ∅. Let d ∈ suppx∩D

δ
. Then, δx = δ1(b/d)x where δ1 ∈ S and b ∈ 2.

Thus, Cbδx ⊆ Cb(b/d)x which means that Perm
f
(D)S′

x
x ⊆

⋃k
i=1

Cb(bi/di)x.

3. Retractions of �nitely supported Cb-sets

In this section, we show that a retract of an indecomposableM -set is indecompos-
able. Theorem 3.6 gives a characterization of retracts of a decomposable �nitely
supported Cb-set. As a result of this theorem, for �nding retractions of a de-
composable �nitely supported Cb-set, it is su�cient to obtain retractions of its
indecomposable sub Cb-sets.

De�nition 3.1. Let Y be a (�nitely supported) M -set and X a sub M -set of it.
Then, X is called a retract of Y if there exists an equivariant map g : Y → X,
called retraction, such that g(x) = x, for all x ∈ X.

Lemma 3.2. ([7], Lemma I.5.36) Let X be an indecomposable M -set, and ϕ :
X → Y an equivariant map. Then, ϕ(X) is an indecomposable sub M -set of Y .

Proposition 3.3. A retract of an indecomposable M -set is indecomposable.

Proof. Let Y be a retract of an indecomposable M -set X. Then, there exists a
retraction ϕ : X → Y . We show that Y is indecomposable. On the contrary,
suppose Y = Y1 ∪ Y2 is a decomposition of Y . Since X is indecomposable, by
Lemma 3.2, ϕ(X) is indecomposable. So, ϕ(X) ⊆ Y1 or ϕ(X) ⊆ Y2. Assume
ϕ(X) ⊆ Y1. Since ϕ is a retraction and Y ⊆ X, we get that

Y = ϕ(Y ) ⊆ ϕ(X) ⊆ Y1,

which is impossible. Similarly, the case ϕ(X) ⊆ Y2 is impossible. Thus, Y is
indecomposable.
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Theorem 3.4. ([7], Theorem I.5.10 ) Every M -set has a decomposition into in-

decomposable sub M -sets.

Remark 3.5. Let X be a �nitely supported Cb-set and Y a sub Cb-set of X.
Then, by Theorem 3.4, X has a decomposition into its indecomposable sub Cb-
sets. Take X =

⋃
α
X
α
. Then,

Y = Y ∩X = Y ∩ (
⋃
α
Xα) =

⋃
α
(Y ∩Xα) =

⋃
α
Yα ,

where Y
α
= Y ∩X

α
.

Theorem 3.6. Let X be a decomposable �nitely supported Cb-set, and Y a sub

Cb-set of it considered in Remark 3.5. Then, Y is a retract of X if and only if

∀α (Y
α
6= ∅ ⇒ Y

α
is a retract of X

α
).

Proof. Suppose X =
⋃
α
X
α
and Y =

⋃
α
Y
α
. Let ϕ : X → Y be a retraction.

Then, ϕ|
Xα

: X
α
→ Y is an equivariant map. Suppose Y

α
6= ∅. Now, since

Y
α
⊆ X

α
and ϕ is a retraction, we get Y

α
⊆ ϕ(X

α
). On the other hand, by Lemma

3.2, ϕ|
Xα

(X
α
) = ϕ(X

α
) is indecomposable, and so, ϕ(X

α
) = Y

α
. Therefore,

ϕ|
Xα

: X
α
→ Y

α
is a retraction.

To prove the other part, let Y be a sub Cb-set of X. Then, we show that Y
is a retract of X. If Y

α
6= ∅, then since Y

α
is a retract of X

α
, we get a retraction

ϕ
α
: X

α
→ Y

α
. Now, the assignment ϕ : X → Y de�ned by

ϕ(x) =

{
ϕ
α
(x), if x ∈ X

α
and Y

α
6= ∅

θ ∈ Y, if x ∈ X
α
and Y

α
= ∅

is a retraction.

4. Retractable �nitely supported Cb-sets

In this section, we study retractable �nitely supported Cb-sets. Discrete �nitely
supported Cb-sets are retractable. So, we focus on non-discrete �nitely supported
Cb-sets. As a result of Lemma 4.3, a retractable indecomposable �nitely supported
Cb-set has a unique zero element. In Theorem 4.12, we give a characterization of
a non-discrete retractable �nitely supported Cb-set.

De�nition 4.1. Let X be a (�nitely supported) M -set. Then, X is called re-

tractable if every non-empty sub M -set of X is a retract of it.

Remark 4.2. (1) Every sub M -set of a retractable M -set is retractable.
(2) Retracts of a cyclic M -set are cyclic. This is because, if A is a retract of

Mx, then there exists a retraction ϕ :Mx→ A. Notice that, since ϕ is surjective,
we get ϕ(Mx) = A. On the other hand, since ϕ is equivariant, we get that
ϕ(Mx) =Mϕ(x). Therefore, A =Mϕ(x) which means that A is cyclic.
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Lemma 4.3. Let X be an indecomposable retractable M -set with Z(X) 6= ∅.
Then, X has a unique zero element.

Proof. If θ1 6= θ2 ∈ Z(X), then the sub M -set {θ1, θ2} is a retract of X, and so,
there exists a retraction ϕ : X → {θ1, θ2}. Notice that, since X is indecomposable,
by Lemma 3.2, ϕ(X) is indecomposable, and so, ϕ(X) = θ1 or ϕ(X) = θ2. If
ϕ(X) = θ1, then θ2 = ϕ(θ2) = θ1 which is a contradiction. Similarly, ϕ(X) = θ2
is impossible.

Corollary 4.4. A retractable indecomposable �nitely supported Cb-set has a unique

zero element.

Proof. It follows by Remark 2.8(1) and Lemma 4.3.

In characterizing retractable �nitely supported Cb-sets, we apply the notion
of �x-simple �nitely supported Cb-sets with unique zero element introduced and
characterized in [3]. A �x-simple �nitely supported Cb-set with a unique zero
element has no proper non-singleton sub Cb-sets. We called them θ-simple where
θ is a notation for a zero element.

First, we recall needed facts of [3]

Theorem 4.5. [3] For a non-discrete �nitely supported Cb-set X with a unique

zero element θ, the followings are equivalent:
(i) X is θ-simple;
(ii) X is a cyclic �nitely supported Cb-set of the form of Permf(D)x∪{θ}, for

some non-zero element x ∈ X. Furthermore, (b/d)x = θ, for all d ∈ suppx.

Remark 4.6. [3] Let X be an in�nite �nitely supported Cb-set with a unique
zero element θ, and x ∈ X. Then,

(1) X has a θ-simple sub Cb-set.
(2) If X is simple, then X is θ-simple.
(3) If X = Cbx is cyclic with |suppx| = 1, then X simple.
(4) X is simple if and only if X is θ-simple, and suppx 6= suppx′, for all

non-zero elements x 6= x′.

As a result of Theorem 4.5, we get the following corollary.

Corollary 4.7. All θ-simple (simple) �nitely supported Cb-sets are retractable.

Lemma 4.8. A retractable non-singleton cyclic �nitely supported Cb-set has a

unique θ-simple sub Cb-set.

Proof. Let X = Cbx be retractable with a non-zero element x. Then, by Corollary
4.4, X has a unique zero element θ. Also, by Remark 4.6(1), X has a θ-simple sub
Cb-set. Suppose X has two θ-simple sub Cb-sets X1 and X2. Applying Theorem
4.5, we get that X1 = Permf(D)x1 ∪ {θ} and X2 = Permf(D)x2 ∪ {θ}. Since X is
retractable, by Remark 4.2, X1 ∪X2 is a retract of X, and so is cyclic. Therefore,
X1 = X2.
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Proposition 4.9. Suppose that X is a non-discrete retractable �nitely supported

Cb-set. Also, suppose {Bi}i∈I is the collection of all distinct θ-simple sub Cb-sets
of X. Take X

i
=
⋃
x∈X
{Cbx : B

i
⊆ Cbx}. Then,

(i) every X
i
is a retracteble sub Cb-set of X.

(ii) every X
i
is indecomposable, and has a unique zero element.

(iii) for all i 6= j, Xi ∩Xj = ∅ or Xi ∩Xj = {θ}.
(iv) X =

⋃
i∈I

X
i
.

Proof. (i) Let x ∈ Xi and σ ∈ Cb. Then, we show that σx ∈ Xi. Notice that
B
i
⊆ Cbx. Since X is retractable, by Remark 4.2(1), Cbx is retractable, and so,

by Lemma 4.8, Cbx has a unique θ-simple sub Cb-set Bi . Also, since Cbσx ⊆ Cbx,
we get that Bi ⊆ Cbσx, and so, σx ∈ Xi. Now, applying Remark 4.2(1), Xi 's are
retractable.

(ii) Since
⋂
{Cbx : B

i
⊆ Cbx} = B

i
, we get X

i
is indecomposable. Now, since

X is retractable, by Remark 4.2(1), X
i
is retractable, and so, by Lemma 4.3, has

a unique zero element.

(iii) Let x ∈ Xi ∩Xj with x 6= θ. Then, Cbx ⊆ Xi ∩Xj and so Bi, Bj ⊆ Cbx
which contradicts Lemma 4.8 that states Cbx has a unique θ-simple sub Cb-set.

(iv) To prove the non-trivial part, let x ∈ X. Then, since X is retractable,
by Remark 4.2(1), Cbx is retractable. Applying Lemma 4.8, there exists a unique
θ-simple sub Cb-set Bi with Bi ⊆ Cbx. Thus by the assumption x ∈ Xi .

Lemma 4.10. Let X be a �nitely supported Cb-set with a zero-decomposition of

retractable components. Then, X is retractable.

Proof. SupposeX =
⋃
X
i
is a zero-decomposition of retractable �nitely supported

Cb-sets X
i
. Let Y be a sub Cb-set of X. Then, we show that Y is a retract of

X. Take Yi = Y ∩ Xi . Notice that Yi is a (possibly empty) sub Cb-set of Y . If
Yi 6= ∅, then since Xi is retractable, we get a retraction ϕi : Xi → Yi . Now, the
assignment ϕ : X → Y de�ned by

ϕ(x) =

{
ϕ
i
(x), if x ∈ X

i
and Y

i
6= ∅

θ ∈ Y, if x ∈ X
i
and Y

i
= ∅

is a retraction.

Corollary 4.11. Disjoint union of two retractable �nitely supported Cb-sets is

retractable.

In the following theorem, we give a charatcterization of retractable �nitely
supported Cb-sets.

Theorem 4.12. Let X be a �nitely supported Cb-set. Then, X is retractable if

and only if X has a zero-decomposition of retractable components.
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Proof. If X is discrete, then X is retractable and has a zero-decomposition of
retractable components. Suppose X is non-discrete and retractable. Also, suppose
{B

i
}
i∈I is the collection of all distinct θ-simple sub Cb-sets of X which exist by

Lemma 4.8. Take X
i
=
⋃
x∈X
{Cbx : B

i
⊆ Cbx}. Then, by Proposition 4.9,

X =
⋃
Xi is a zero-decomposition of retractable Xi .

The other part holds by Lemma 4.10.

The following lemma is needed in Theorem 4.14 which gives a necessary con-
dition for a cyclic �nitely supported Cb-set to be retractable.

Lemma 4.13. If Cbx is a non-singleton retractable cyclic �nitely supported Cb-
set, then there exists d ∈ suppx with Permf(D)S′xx = Cb(b/d)x, where b ∈ 2.

Proof. Let suppx = {d1, · · · , dk}. Then, applying Theorem 2.14(ii), we get that

Permf(D)S′xx =
⋃k
i=1

Cb(bi/di)x. Since Permf(D)S′xx is a sub Cb-set of Cbx, and
Cbx is retractable, by Remark 4.2, we get that Permf(D)S′xx is cyclic. So, there
exists a ∈ Permf(D)S′xx with Permf(D)S′xx = Cba. Since a ∈ Permf(D)S′xx,
there exist i = 1, · · · , k and σ ∈ Cb with a = σ(bi/di)x. Applying Theorem
2.4, σ ∈ Perm

f
(D) or σ = πδ, where π ∈ Permf(D) and δ ∈ S. If σ = πδ and

δ ∈ S′
(bi/di)

, then Cba = Cbδ(bi/di)x which is a proper sub Cb-set of Cb(bi/di)x.

Thus Permf(D)S′xx = Cbδ(bi/di)x, and so Cb(bi/di)x ⊆ Cbδ(bi/di)x which is a
contradiction. Therefore, σ = π or σ = πδ with δ ∈ S

(bi/di)
, and hence, we get

that Cba = Cb(bi/di)x.

In Theorem 4.14, we give a description of a retractable cyclic �nitely supported
Cb-set.

Theorem 4.14. Suppose Cbx is a cyclic �nitely supported Cb-set. Also, suppose

suppx = {d1, · · · , dk}. If Cbx is retractable, then

Cbx = Permf(D)x ∪
l⋃
i=1

Permf(D)(bi/di) · · · (b1/d1)x ∪ {θ},

where l ∈ {1, · · · , k} and dj ∈ supp (b
j−1

/d
j−1

) · · · (b
1
/d

1
)x, for all j = 2, · · · , l.

Proof. Suppose Cbx is retractable. If Permf(D)S′xx = {θ}, then by Remark 2.13
we get that Cbx = Permf(D)x ∪ {θ}. Suppose there exists δ ∈ S′

x
with δx 6= θ.

By Lemma 4.13, there exist d ∈ suppx and b ∈ 2, say d = d1, b = b1, with
Permf(D)S′xx = Cb(b1/d1)x. So applying Remark 2.13, we have

Cbx = Permf(D)x ∪ Cb(b1/d1)x.

By the assumption, Cbx is retractable. So, by Remark 4.2(1), Cb(b1/d1)x is
retractable. Now, if Permf(D)S′(b1/d1)

(b1/d1)x = {θ}, then

Cbx = Permf(D)x ∪ Permf(D)(b1/d1)x ∪ {θ}.
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Otherwise, we show that Permf(D)S′(b1/d1)
(b1/d1)x = Cb(b2/d2)(b1/d1)x, with

d2 ∈ supp (b1/d1)x. Similar to the proof of Theorem 2.14,

Permf(D)S′(b1/d1)
(b1/d1)x =

⋃
j

Cb(bj/dj)(b1/d1)x,

where for all j, dj ∈ supp (b1/d1)x. On the other hand, Cb(b1/d1)x is retractable,
and so applying Lemma 4.13, Permf(D)S′(b1/d1)

(b1/d1)x is cyclic. Therefore, there

exist d2 ∈ supp (b1/d1)x and b2 ∈ 2 such that

Cb(b1/d1)x = Permf(D)(b1/d1)x ∪ Cb(b2/d2)(b1/d1)x.

By continuing this process, we get

Cbx = Permf(D)x ∪
l⋃
i=1

Permf(D)(bi/di) · · · (b1/d1)x ∪ {θ},

where l = 1, · · · , k.

5. 2-s-separated �nitely supported Cb-sets

In this section, we consider s-separated �nitely supported Cb-sets with 2-equivariant
support maps (brie�y 2-s-separated �nitely supported Cb-set) introduced in [6],
and characterize retractable objects in this category.

To �nd retractable s-separated �nitely supported Cb-sets with 2-equivariant
support maps, �rst, in Theorem 5.8, we give a description of them. Thereafter,
in Theorem 5.10, we prove that retractable s-separated �nitely supported Cb-sets
with 2-equivariant support maps are discrete or simple or are a disjoint union of a
simple sub Cb-set and a discrete sub Cb-set. Also, we give a description of cyclic
s-separated �nitely supported Cb-sets with 2-equivariant support maps.

First, we recall our de�nitions of the support map and 2-equivariant support
map of [6].

De�nition 5.1. Let X be a �nitely supported Cb-set, and x ∈ X. Then,
(a) the map

supp : X → P
f
(D ∪ 2), x 7→ suppx

is called the support map of X.
(b) the support map of X is 2-equivariant if suppσx = (σsuppx) \ 2, for all

σ ∈ Cb.

De�nition 5.2. [6] (a) A �nitely supported Cb-set X is called an stabilizer-

separated or brie�y s-separated if suppx 6= suppx′, for all non-zero elements x 6=
x′ ∈ X.

(b) A �nitely supported Cb-set X is called an s-separated with 2-equivariant
support map or brie�y 2-s-separated if X is s-separated and the support map of
X is 2-equivariant.
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Remark 5.3. Applying De�nition 5.2 and Remark 4.6(4), we get that all s-
separated θ-simple �nitely supported Cb-sets are simple.

Lemma 5.4. [6] Suppose X is a �nitely supported Cb-set, and x ∈ X.

(i) Let X be s-separated and x′ 6= x be two non-zero elements of X. Then,

|suppx| = |suppx′| if and only if Cbx = Cbx′.
(ii) The support map of X is 2-equivariant if and only if supp δx = (suppx)\D

δ
,

for all δ ∈ S′
x
.

Corollary 5.5. Suppose X is an s-separated �nitely supported Cb-set with 2-
equivariant support map. Let x ∈ X with |suppx| > 1. Then,

(1) For all d ∈ suppx, we have (0/d)x = (1/d)x.
(2) For all δ1, δ2 ∈ S′x , we have δ1δ2x = δ2δ1x.
(3) For all d 6= d′ ∈ suppx, we have Cb(0/d)x = Cb(0/d′)x.
(4) If X is a non-singleton cyclic, then X has a unique zero element.

Proof. (1) Since the support map of X is 2-equivariant, and |suppx| > 1, by
Lemma 5.4(ii), we get that supp (1/d)x = supp (0/d)x = suppx \ {d} 6= ∅. Now,
by De�nition 5.2, we have (0/d)x = (1/d)x.

(2) By (1), we have

(0/d)(1/d)x = (0/d)(0/d)x = (0/d)x
= (1/d)x = (1/d)(1/d)x = (1/d)(0/d)x.

Now, applying Remark 2.3, we get that δ1δ2x = δ2δ1x.
(3) Let d, d′ ∈ suppx. Then, since supp (0/d)x = suppx \ {d} 6= ∅ and

supp (0/d′)x = suppx \ {d′} 6= ∅, we get that |supp (0/d)x| = |supp (0/d′)x|.
Therefore, applying Lemma 5.4(i), Cb(0/d)x = Cb(0/d′)x.

(4) Suppose X = Cbx, for some non-zero element x ∈ X. If θ1 6= θ2 ∈ Z(Cbx),
then there exist δ1, δ2 ∈ S′x with θ1 = δ1x and θ2 = δ2x. Now, by (2),

θ1 = δ2θ1 = δ2δ1x = δ1δ2x = δ1θ2 = θ2,

which is a contradiction.

In the following lemma, for an s-separated �nitely supported Cb-set, by Corol-
lary 5.5, we show that the sub Cb-set Permf(D)S′xx of a cyclic Cb-set Cbx is
cyclic.

Lemma 5.6. Suppose X is an s-separated �nitely supported Cb-set with 2-equivariant
support map. Let x ∈ X with |suppx| > 1. Then, there exists d ∈ suppx with

Permf(D)S′xx = Cb(0/d)x.

Proof. Let suppx = {d1, · · · , dk} with k > 1. Then, applying Theorem 2.14, we

get that Permf(D)S′xx =
⋃k
i=1

Cb(bi/di)x is a sub Cb-set of Cbx where bi ∈ 2.
Now, by Corollary 5.5(1,3), we get that Permf(D)S′xx is cyclic. Therefore, there
exists d ∈ suppx such that Permf(D)S′xx = Cb(0/d)x.
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Remark 5.7. Suppose X is an s-separated �nitely supported Cb-set and x 6= x′

are two non-zero elements of X. Let the support map of X be 2-equivariant. Then,
Case (1): If |suppx| = |suppx′|, then by Lemma 5.4(i), Cbx = Cbx′.
Case (2): If |suppx| < |suppx′|, then Cbx ( Cbx′ and if |suppx′| < |suppx|,

then Cbx′ ( Cbx. To prove this, let |suppx| = k and |suppx′| = l. Assuming
k < l, we show that Cbx ( Cbx′. The other part is proved similarly. Take
suppx′ = {d1, · · · , dk, dk+1, · · · , dl}. Since the support map of X is 2-equivariant,
we get that

supp (0/dl) · · · (0/dk+1
)x′ = suppx′ \ {dl, · · · , dk+1

}
= {d1, · · · , dk}.

Thus, |supp (0/dl) · · · (0/dk+1
)x′| = k. Now, applying Lemma 5.4(i), we get that

Cb(0/dl) · · · (0/dk+1
)x′ = Cbx and so x ∈ Cbx′.

Theorem 5.8. Suppose X is an s-separated �nitely supported Cb-set. Let the

support map of X be 2-equivariant. Then, X is decomposable if and only if X is

discrete or X = Y ∪ Z is a disjoint union of a non-singleton indecomposable sub

Cb-set of Y and a discrete sub Cb-set Z.

Proof. To prove the non-trivial part, suppose X is non-discrete. Take X =
∐

α
Xα

to be a decomposition of X into indecomposable sub Cb-sets. We show that all the
non-zero elements of X belong to exactly one component of X. On the contrary,
let x

α
∈ X

α
and x

β
∈ X

β
be two non-zero elements. Then, |suppx

α
| ≤ |suppx

β
|

or |suppx
β
| ≤ |suppx

α
|. Now, applying Remark 5.7, Cbx

α
⊆ Cbx

β
⊆ X

β
or

Cbx
β
⊆ Cbxα ⊆ Xα which is a contradiction. Thus, there exists a unique α0 with

X \ Z(X) ⊆ Xα
0
which means that X can be written as a disjoint union of a

non-singleton indecomposable sub Cb-set and a discrete sub Cb-set.

Now, we are ready to characterize retractable s-separated �nitely supported
Cb-sets with 2-equivariant support maps.

In the following lemma, we characterize retractable s-separated cyclic �nitely
supported Cb-sets with 2-equivariant support maps.

Lemma 5.9. Suppose X is an s-separated cyclic �nitely supported Cb-set. Let

the support map of X be 2-equivariant. Then, X is retractable if and only if X is

simple.

Proof. If X is singleton, then it is clear that X is retractable and simple. Suppose
X = Cbx is cyclic with a non-zero element x of X. Also, let X be retractable.
Then, by Corollary 4.4, X has a unique zero element θ. Notice that, by Remark
4.6(1), X has a θ-simple sub Cb-set, say Cbx0 = Permf(D)x0∪{θ}. Thus, applying
Remark 5.3, Cbx0 is simple. Since x0 ∈ Cbx, by Theorem 2.4, we get that x0 = πx
or x

0
= πδ

0
x. If x

0
= πx, then Cbx = Cbx

0
, and so, X is simple. Suppose

x
0
= πδ

0
x. In this case, we also show that δ

0
∈ S

x
, and so, Cbx

0
= Cbx. On the

contrary, let δ
0
∈ S′

x
. Then, by Lemma 2.9(i), δ

0
x 6= x, and so, Cbx

0
is a proper sub

Cb-set of Cbx. Since X is retractable, there exists a retraction ϕ : Cbx→ Cbδ
0
x.
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First, we show that ϕ(x) = δ0x. Since ϕ(x) ∈ Cbδ0x, by Remark 2.13, we have
ϕ(x) ∈ Permf(D)S′δ0xδ0x or ϕ(x) ∈ Permf(D)δ0x. If ϕ(x) ∈ Permf(D)S′δ0xδ0x,
then ϕ(x) = π′δ′δ0x where δ′ ∈ S′

δ0x
and π′ ∈ Permf(D). Since ϕ is a retraction

and δ0x ∈ Cbδ0x, we get that δ0x = ϕ(δ0x) = δ0ϕ(x) = δ0π
′δ′δ0x.

Now, applying Lemma 2.9, we get that |supp δ0x| = |supp δ0π′δ′δ0x| < |supp δ0x|,
which is impossible. Therefore, ϕ(x) ∈ Permf(D)δ0x, and so there exists π′ ∈
Permf(D) with ϕ(x) = π′δ0x. Also, since ϕ is a retraction and δ0x ∈ Cbδ0x, we
get that

δ0x = ϕ(δ0x) = δ0ϕ(x) = δ0π
′δ0x = π′δ′0δ0x.

where the last equality is true by Remark 2.3(2). Now, δ′0 ∈ Sδ0x , since otherwise,
if δ′0 ∈ S′δ0x , then by Lemma 2.9

|supp δ0x| = |suppπ′δ′0δ0x| = |supp δ′0δ0x| < |supp δ0x|,

which is impossible. Thus, δ′0 ∈ Sδ0x and so δ0x = π′δ′0δ0x = π′δ0x. Therefore,
ϕ(x) = δ0x.

Now, take d ∈ (suppx) \ supp δ
0
x, and d′ ∈ supp δ

0
x. Then, since X is s-

separated, we have (d d′)x = x. Also, since ϕ is a retraction, we get that

(d d′)δ
0
x = (d d′)ϕ(x) = ϕ((d d′)x) = ϕ(x) = δ

0
x.

Thus,
d = (d d′)d′ ∈ (d d′)supp δ

0
x = supp (d d′)δ

0
x = supp δ

0
x,

which is impossible.
The other part follows by Corollary 4.7.

Theorem 5.10. Suppose X is an s-separated �nitely supported Cb-set. Let the

support map of X be 2-equivariant. Then, X is retractable if and only if X is

discrete or simple or X is a disjoint union of a simple sub Cb-set and a discrete

sub Cb-set.

Proof. Discrete Cb-sets are retractable. Also, by Corollary 4.7, simple �nitely
supported Cb-sets are retractable.

To prove the other part, let X be non-discrete and retractable. Then, by
Theorem 5.8, X = Y ∪ Z is a disjoint union of a discrete sub Cb-set Z, and an
indecomposable sub Cb-set Y . Notice that, by Remark 4.2(1), Y is retractable. So,
applying Corollary 4.4, we get that Y has a unique zero element θ. We show that
Y is simple. To show this, �rst, we prove that Y has a unique simple sub Cb-set.
By Remark 4.6(1), Y has a θ-simple sub Cb-set. Since Y is s-separated, by Remark
5.3, we get that Y has a simple sub Cb-set. Now, suppose B1 and B2 are two simple
sub Cb-sets of Y . So, applying Theorem 4.5, B1 = Cby1 and B2 = Cby2 are cyclic.
Assuming B1 = Cby1, we show that |supp y1| = 1. Notice that, (0/d)y1 = θ, for all
d ∈ supp y1. Since Y is s-separated with 2-equivariant support map, we get that
∅ = supp (0/d)y1 = (supp y1) \ {d}. Thus supp y1 = {d}, and so, |supp y1| = 1.
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Similarly, |supp y2| = 1. Thus, since |supp y1| = |supp y2| = 1, by Remark 5.7, we
get that B1 = B2. Hence, Y has a unique simple sub Cb-set, say B.

Now, we prove that Y = B. Let y ∈ Y . Then, since Y is retractable, by
Remark 4.6(1), we get that Cby is retractable. Now, applying Lemma 5.9, Cby is
simple. Thus, Cby = B, and so, y ∈ B. Therefore, B ⊆ Y ⊆ B which means that
Y = B is simple.

In Theorem 5.11, we give a description of a cyclic s-separated �nitely supported
Cb-set with 2-equivariant support map.

Theorem 5.11. If Cbx is an s-separated �nitely supported Cb-set with 2-equivariant
support map and suppx = {d1, · · · , dk}, then

Cbx = Permf(D)x ∪
k⋃
i=1

Permf(D)(0/di) · · · (0/d1)x,

where dj ∈ supp (0/d
j−1

) · · · (0/d
1
)x, for j = 2, · · · , k.

Proof. Let suppx = {d1, · · · , dk}. Then, applying Lemma 5.6, there exists some
di ∈ suppx, say di = d1, with Permf(D)S′xx = Cb(0/d1)x. Now, we show that
Permf(D)S′(0/d1)

(0/d1)x = Cb(0/d2)(0/d1)x, where d2 ∈ supp (0/d1)x. Similar to

the proof of Theorem 2.14,

Permf(D)S′(0/d1)
(0/d1)x =

⋃
j

Cb(0/dj)(0/d1)x,

where for all j, dj ∈ supp (0/d1)x.
On the other hand, for all j, we have supp (0/dj)(0/d1)x = suppx\{dj , d1}. So,

for all r 6= s, we get |supp (0/dr)(0/d1)x| = |supp (0/ds)(0/d1)x|. Now, applying
Lemma 5.4, Cb(0/dr)(0/d1)x = Cb(0/ds)(0/d1)x. Thus, Permf(D)S′(0/d1)

(0/d1)x

is cyclic. So, there exists d ∈ supp (0/d1)x, say d = d2 with

Cb(0/d1)x = Permf(D)(0/d1)x ∪ Cb(0/d2)(0/d1)x.

By continuing this process, we get

Cbx = Permf(D)x ∪
k⋃
i=1

Permf(D)(0/di) · · · (0/d1)x.
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On (m,n)-regular and intra-regular ordered

semigroups

Panuwat Luangchaisri and Thawhat Changphas

Abstract. Let m,n be non-negative integers. A subsemigroup A of an ordered semigroup

(S, ·,6) is called an (m,n)-ideal of S if AmSAn ⊆ A, and if x ∈ A and y ∈ S such that y ≤ x,

then y ∈ A. In this paper, various types of such (m,n)-ideals are described.

1. Introduction

The notion of (m,n)-ideal was introduced by S. Lajos in [4] as a generaization of
left ideals, right ideals and bi-ideals and was used to a characterization of regular
semigroups [5]. J. Sanborisoot and T. Changphas used in [7] (m,n)-ideals to
various characterizations of (m,n)-regular ordered semigroups. T. Changphas,
P. Luangchaisri and R. Mazurek studied an interval of completely prime ideals
in right chain ordered semigroups [2]. Recently, Ze Gu investigated an ordered
semigroup which is regular and intra-regular using various types of bi-ideals [8].
The purpose of this paper is to generalize the results of Ze Gu based on the notion
of (m,n)-ideals.

An ordered semigroup (S, ·,6) is a semigroup (S, ·) together with a partially
order that is compatible with the semigroup operation, that is,

x 6 y ⇒ zx 6 zy, xz 6 yz

for any x, y, z ∈ S. For non-empty sets A,B of an ordered semigroup (S, ·,6), the
multiplication between A and B is de�ned by AB = {ab | a ∈ A, b ∈ B}. And the
set (A] is de�ned to be the set of all elements x of S such that x 6 a for some a
in A, that is,

(A] = {x ∈ S | x 6 a for some a ∈ A}.

It is clear that for nonempty subsets A,B of S, (1) A ⊆ (A]; (2) ((A]] = (A]; (3)
A ⊆ B ⇒ (A] ⊆ (B]; (4) (A](B] ⊆ (AB].
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2. Main results

Hereafter, let m and n be any two positive integers.

De�nition 2.1. Let (S,6, ·) be an ordered semigroup. A subsemigroup A of S is
called an (m,n)-ideal of S if A satis�es the following:

(i) AmSAn ⊆ A

(ii) (A] ⊆ A, equivalently, if x ∈ A and y ∈ S such that y ≤ x, then y ∈ A.

De�nition 2.2. An (m,n)-ideal A of an ordered semigroup (S,6, ·) is said to be

• quasi-prime if A1A2 ⊆ A⇒ A1 ⊆ A or A2 ⊆ A,

• strongly quasi-prime if (A1A2] ∩ (A2A1] ⊆ A⇒ A1 ⊆ A or A2 ⊆ A,

• quasi-semiprime if (A1)
2 ⊆ A⇒ A1 ⊆ A

for all (m,n)-ideals A1, A2 of S.

It is clear that the following implications are valid:

strongly quasi-prime ⇒ quasi-prime ⇒ quasi-semiprime

Example 2.3. Let S = {0, a, b, c}. De�ne a binary operation and a partial order
6 on S as follows:

0 a b c

0 0 0 0 0
a 0 a a a
b 0 a b b
c 0 a b c

6:= {(0, 0), (0, a), (0, b), (0, c), (a, a), (a, b), (a, c), (b, b), (c, c)}.

Then (S, ·,6) is an ordered semigroup and P = {0, a, b} is its strongly quasi-
prime (1, 1)-ideal. Thus, P is quasi-prime and quasi-semiprime as well.

Example 2.4. Let S = {a, b, c, d, e}. De�ne a binary operation on S by xy = x
for all x ∈ S and de�ne a partial order 6 on S by

6:= {(a, a), (b, b), (c, c), (d, d), (e, e), (a, b), (a, c), (b, c)}.

Then (S, ·,6) is an ordered semigroup and P = {a, b, c} is its quasi-prime (1, 1)-
ideal, but it is not strongly quasi-prime.

De�nition 2.5. An (m,n)-ideal A of an ordered semigroup (S,6, ·) is said to be

• irreducible if A1 ∩A2 = A implies A1 = A or A2 = A,

• strongly irreducible if A1 ∩A2 ⊆ A implies A1 ⊆ A or A2 ⊆ A
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for all (m,n)-ideals A1, A2 of S.

A strongly irreducible (m,n)-ideal is irreducible.

Theorem 2.6. The intersection of quasi-semiprime (m,n)-ideals of an ordered

semigroup (S,6, ·), if it is non-empty, is a quasi-semiprime (m,n)-ideal of S.

Theorem 2.7. Let A be an (m,n)-ideal of an ordered semigroup (S, ·,6). If A is

strongly irreducible and quasi-semiprime, then A is strongly quasi-prime.

Proof. Assume that A is strongly irreducible and quasi-semiprime. Let A1 and A2

be (m,n)-ideals of S such that

(A1A2] ∩ (A2A1] ⊆ A.
Since

(A1 ∩A2)
2 ⊆ A1A2 and (A1 ∩A2)

2 ⊆ A2A1,

it follows that

(A1 ∩A2)
2 ⊆ A1A2 ∩A2A1 ⊆ (A1A2] ∩ (A2A1] ⊆ A.

Now, there are two cases to consider:
Case 1: A1 ∩A2 = ∅. This implies A1 ∩A2 ⊆ A.
Case 2: A1 ∩ A2 6= ∅. Then A1 ∩ A2 is an (m,n)-ideal of S. Since A is

quasi-semiprime, it follows that A1 ∩A2 ⊆ A.
By the above two cases, we conclude that A1 ∩ A2 ⊆ A. Since A is strongly

irreducible, A1 ⊆ A or A2 ⊆ A. Hence, A is strongly quasi-prime.

De�nition 2.8. (cf. ([7]) An ordered semigroup (S, ·,6) is said to be (m,n)-
regular if every element a ∈ S is (m,n)-regular, i.e., a ∈ (amSan].

De�nition 2.9. (cf. [3]) An ordered semigroup (S, ·,6) is said to be intra-regular

if every element a ∈ S is intra-regular, i.e., a ∈ (Sa2S].

Lemma 2.10. Let (S, ·,6) be an ordered semigroup. Then S is both (m,n)-regular
and intra-regular if and only if (A2] = A for every (m,n)-ideal A of S.

Proof. Assume that S is both (m,n)-regular and intra-regular. Let A be an (m,n)-
ideal of S. Then

(A2] ⊆ (A] = A.

There are four cases to consider:
Case 1: m = 1 and n = 1. We can prove this case as the proof of Theorem 3.1

in [8].
Case 2: m = 1 and n > 1. Since S is (1, n)-regular, it follows that

A ⊆ (ASAn] and A ⊆ (SA2S].
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Then

A ⊆ (ASAn] ⊆ (ASAn−1ASAn] ⊆ (ASAASAn] ⊆ (ASASAnASAn]

⊆ (ASAnASAn] ⊆ (A2].

Thus, A = (A2].
Case 3: m > 1 and n = 1. It can be proved similarly to Case 2.
Case 4: m > 1 and n > 1. Since S is (m,n)-regular and intra-regular, we

obtain that

A ⊆ (AmSAn] and A ⊆ (SA2S].

Then

A ⊆ (AmSAn] ⊆ (AmSAn−1AmSAn] ⊆ (AmSAASAn]

⊆ (AmSAmSAnAmSAnSAn] ⊆ (AmSAnAmSAn] ⊆ (A2].

Thus, (A2] = A. By these cases, we infer that (A2] = A for all (m,n)-ideals of S.
Conversely, let a ∈ S. By assumption, we obtain that(
m+n⋃
i=1

ai
⋃

amSan

]
=

(m+n⋃
i=1

ai
⋃

amSan

]2 =

(m+n⋃
i=1

ai
⋃

amSan

)2
 .

Continue in the same manner, we have that

a ∈

(
m+n⋃
i=1

ai
⋃

amSan

]
=

(m+n⋃
i=1

ai
⋃

amSan

)m+n+1
 ⊆ (amSan] .

Thus, a is (m,n)-regular. In the same way, we also have

a ∈

(m+n⋃
i=1

ai
⋃

amSan

)4
 ⊆ (Sa2S].

Thus, a is intra-regular. Hence, S is both (m,n)-regular and intra-regular.

Lemma 2.11. Let (S, ·,6) be an ordered semigroup. Then the following state-

ments are equivalent:

(1) (A2] = A for every (m,n)-ideal A of S;

(2) A1 ∩A2 = (A1A2] ∩ (A2A1] for all (m,n)-ideals A1, A2 of S;

(3) every (m,n)-ideal of S is quasi-semiprime.
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Proof. (1) ⇒ (2): Let A1, A2 be (m,n)-ideal of S. Then we have two cases to
consider:

Case 1: A1 ∩A2 = ∅. By assumption, we have that

(A1A2]
mS(A1A2]

n ⊆ ((A1A2)
mS(A1A2)

n] ⊆ (A1SA1A2] = (Am
1 SAn

1A2] ⊆ (A1A2]

and ((A1A2]] = (A1A2]. Thus, (A1A2] is an (m,n)-ideal of S. Similarly, we obtain
that (A2A1] is (m,n)-ideal of S. Suppose (A1A2] ∩ (A2A1] 6= ∅. Then (A1A2] ∩
(A2A1] is an (m,n)-ideal of S. This implies that

(A1A2] ∩ (A2A1] =
(
((A1A2] ∩ (A2A1])

2
]
⊆ ((A1A2)(A2A1)] ⊆ (A1SA1]

= (Am
1 SAn

1 ] ⊆ (A1] = A1.

Similarly, we have that (A1A2] ∩ (A2A1] ⊆ A2. Thus,

(A1A2] ∩ (A2A1] ⊆ A1 ∩A2 = ∅.

This is a contradiction. Hence, (A1A2] ∩ (A2A1] = ∅ = A1 ∩A2.
Case 2: A1 ∩A2 6= ∅. Then A1 ∩A2 is an (m,n)-ideal of S. This implies that

A1 ∩A2 = (A1 ∩A2) ∩ (A1 ∩A2) =
(
(A1 ∩A2)

2
]
∩
(
(A1 ∩A2)

2
]

⊆ (A1A2] ∩ (A2A1].

Thus, (A1A2] ∩ (A2A1] 6= ∅. We can prove similarly the above case that

(A1A2] ∩ (A2A1] ⊆ A1 ∩A2.

Hence, (A1A2] ∩ (A2A1] = A1 ∩A2.
(2)⇒ (3): Let A and A1 be (m,n)-ideals of S such that A2

1 ⊆ A. By hypothesis,
we have that

A1 = A1 ∩A1 = (A1A1] ∩ (A1A1] = (A1A1] ⊆ (A] = A.

Thus, A is a quasi-semiprime (m,n)-ideal of S.
(3)⇒ (1): Let A be an (m,n)-ideal of S. Then (A2] ⊆ A. Since

(A2]mS(A2]n ⊆ (A2mSA2n] ⊆ (AmSAnA] ⊆ (A2]

and ((A2]] = (A2], it follows that (A2] is an (m,n)-ideal of S. This implies that (A2]
is quasi-semiprime. Since A2 ⊆ (A2], we have that A ⊆ (A2]. Hence, (A2] = A.

Consequently,

Corollary 2.12. Let (S, ·,6) be an (m,n)-regular and intra-regular ordered semi-

group. Then an (m,n)-ideal A of S is strongly irreducible if and only if A is

strongly quasi-prime.
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Lemma 2.13. Let (S, ·,6) be an ordered semigroup. Then the following state-

ments are equivalent:

(1) The set of all (m,n)-ideals of S is totally ordered under inclusion.

(2) Every (m,n)-ideal of S is strongly irreducible and A1∩A2 6= ∅ for all (m,n)-
ideals A1, A2 of S.

(3) Every (m,n)-ideal of S is irreducible and A1 ∩ A2 6= ∅ for all (m,n)-ideals
A1, A2 of S.

Proof. (1) ⇒ (2): Assume that (1) holds. Then we have immediately that the
�nite intersection of (m,n)-ideals of S is not empty and so, it is an (m,n)-ideal
of S. Let A,A1, A2 be (m,n)-ideals of S such that A1 ∩ A2 ⊆ A. By assumption,
we can suppose that A1 ⊆ A2 and then A1 = A1 ∩A2 ⊆ A. Thus, A is a strongly
irreducible (m,n)-ideal of S.

(2)⇒ (3): This direction is obvious.
(3) ⇒ (1): Assume that (3) holds. Let A1, A2 be (m,n)-ideals of S. Since

A1 ∩ A2 6= ∅, it follows that A1 ∩ A2 is an (m,n)-ideal of S. By hypothesis,
we have that A1 = A1 ∩ A2 or A2 = A1 ∩ A2. Then A1 = A1 ∩ A2 ⊆ A2 or
A2 = A1 ∩A2 ⊆ A1.

Theorem 2.14. Let (S, ·,6) be an ordered semigroup. Then every (m,n)-ideal
of S is strongly quasi-prime and A1 ∩ A2 6= ∅ for all (m,n)-ideals A1, A2 of S if

and only if S is (m,n)-regular, intra-regular and the set of all (m,n)-ideal of S is

totally ordered under inclusion.
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Congruences on nil-extension of a b-lattice

of skew-rings

Sunil Kumar Maity, Uma Kapuria and Biswajit Mitra

Abstract. Let S be a nil-extension of a b-lattice of skew-rings K by a semiring Q. A congruence

pair (δ, ω) on S consists of a congruence δ on Q and a congruence ω on K. In this paper, we

establish that there is an order preserving bijection between the set of all congruences on S onto

the set of all congruence pairs on S. It is also proved that if S is a nil-extension of a completely

regular semiring, then every congruence on S can be uniquely represented by a congruence pair

and there is an order preserving bijection from the set of all congruences on S onto the set of all

congruence pairs on S.

1. Introduction

Nil-extensions of semigroups are precisely the ideal extensions by nil semigroups.
Semigroups which are nil-extensions of completely simple semigroups was �rst
studied by S. Bogdanovi¢ and S. Mili¢ [2] in 1984. Decomposition of completely
π−regular semigroups into a semilattice of Archimedean semigroups was studied
by Bogdanovi¢ [1]. Nil-extensions of regular semigroups, regular poe-semigroups
are special classes of semigroups that attracted many researchers. Moreover, nil-
extension of Cli�ord semigroup was also a matter of interest.

The structure of semirings has been recently studied by many authors, for
example, by F. Pastijin, Y. Q. Guo, M. K. Sen, K. P. Shum and others. Recently,
in paper [9], the study of completely regular semirings have derived pro�lic results
which were analouge properties as completely regular semigroups and it has also
been derived that a completely regular semiring is a b-lattice of completely simple
semirings. Many interesting results in completely regular semigroups and inverse
semigroups have been extended to semirings by Sen, Maity and Shum in [9]. In
[7], Maity, Ghosh and Chatterjee characterized b-lattice of quasi skew-rings. In
[10], Ren and Wang studied the congruences on Cli�ord quasi-regular semigroups.

In this paper we study the congruences on nil-extension of a band-semilattice
(shortly: b-lattice) of skew-rings and congruences on nil-extension of completely
regular semiring.

2010 Mathematics Subject Classi�cation: 16Y60, 20M10, 20M07.

Keywords: Quasi completely regular semiring, additive inverse semiring, b-lattice of skew�

rings, nil-extension, bi-ideal, skew-ring, quasi skew-ring, congruence pair.
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2. Preliminaries

A semiring (S,+, ·) is a type (2, 2)-algebra whose semigroups (S,+) and (S, ·) are
connected by ring like distributivity, i.e., a(b+ c) = ab+ac and (b+ c)a = ba+ ca
for all a, b, c ∈ S. An element a in a semiring S is said to be in�nite [4] if and
only if a + x = a = x + a for all x ∈ S. In�nite element in a semiring is unique
and is denoted by ∞. An in�nite element ∞ in a semiring S having the property
that x · ∞ = ∞ = ∞ · x for all x(6= 0) ∈ S is called strongly in�nite [4]. A
semiring (S,+, ·) is called additively regular if for every element a ∈ S there exists
an element x ∈ S such that a+x+a = a. In a semiring S, an element y satisfying
a+y+a = a and y+a+y = y is said to be an additive inverse of an element a ∈ S.
We call a semiring (S,+, ·) additively quasi regular if for every element a ∈ S there
exists a positive integer n such that na is additively regular. An element a in
a semiring (S,+, ·) is said to be completely regular [9] if there exists an element
x ∈ S such that, a = a + x + a, a + x = x + a and a(a + x) = a + x. We call
a semiring S, a completely regular semiring if every element a of S is completely
regular.

We de�ne an element a in a semiring (S,+, ·) as quasi completely regular [6]
if there exists a positive integer n such that na is completely regular. Naturally,
a semiring S is said to be quasi completely regular if every element of S is quasi
completely regular. A semiring (S,+, ·) is a b-lattice [9] if (S, ·) is a band and
(S,+) is a semilattice. Throughout this paper, we always let E+(S) be the set of
all additive idempotents of the semiring S and C(S) be the set of all congruences
on the semiring S. Also we denote the set of all additive inverses of a, if it exists, in
a semiring S by V +(a). We further denote the Green's relations on a completely π-
regular semigroup as L ∗, R∗, H ∗, D∗ and J ∗. If (S,+, ·) is an additively quasi
regular semiring, the relations L ∗+,R∗+,J ∗+,H ∗+ and D∗+ [6] are de�ned by:
for a, b ∈ S,

aL ∗+ b if and only if paL+ qb,
aR∗+ b if and only if paR+ qb,
aJ ∗+ b if and only if paJ + qb,

H ∗+ = L ∗+ ∩R∗+ and D∗+ = L ∗+ oR∗+,
where p and q are the smallest positive integers such that pa and qb are additively
regular.

A quasi completely regular semiring S is said to be completely Archimedean [6]
if any two elements of S are J ∗+-related.

A congruence ρ on a semiring S is called a b-lattice congruence (idempotent
semiring congruence) if S/ρ is a b-lattice (respectively, an idempotent semiring).
A semiring S is called a b-lattice (idempotent semiring) Y of semirings Sα (α ∈ Y ) if
S admits a b-lattice congruence (respectively, an idempotent semiring congruence)
ρ on S such that Y = S/ρ and each Sα is a ρ-class mapped onto α by the natural
epimorphism ρ# : S −→ Y .

A nonempty subset I of a semiring S is said to be a bi-ideal [3] of S if for all
a ∈ I and for all x ∈ S implies a + x, x + a, ax, xa ∈ I. Let I be a bi-ideal of
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a semiring S. We de�ne a relation ρ
I
on S by aρ

I
b if and only if either a, b ∈ I

or a = b where a, b ∈ S. It is easy to verify that ρ
I
is a congruence on S. This

congruence is said to be the Rees congruence on S and the quotient semiring S/ρ
I

contains a strongly in�nite element, viz., I. This quotient semiring S/ρ
I
is said to

be the Rees quotient semiring and is denoted by S/I. In this case the semiring S
is said to be an ideal extension or simply an extension of I by the semiring S/I.
An ideal extension S of a semiring I is a nil-extension [5] of I if for any a ∈ S
there exists a positive integer n such that na ∈ I.

For other notations and terminologies see [1] and [4].

3. Nil-extensions of a b-lattice of skew-rings

In this section we establish the structure of an additively quasi regular semiring
which is a nil-extension of a b-lattice of skew-rings.

De�nition 3.1. A semiring (S,+, ·) is called a skew-ring if (S,+) is a group. If
for every a ∈ S there exists a positive integer n such that na ∈ R, where R is
subskew-ring of S, then S is said to be a quasi skew-ring.

Theorem 3.2. (cf. [6]) Let a be an element of a semiring S such that na lies in
a subskew-ring R of S for some positive integer n. If e is the zero of R, then

(i) e+ a = a+ e ∈ R;
(ii) ma ∈ R for any integer m > n;
(iii) ae = ea = e.

Theorem 3.3. (cf. [6]) A semiring S is additively quasi regular with exactly one
additive idempotent if and only if S is a quasi skew-ring.

Theorem 3.4. (cf. [5]) A semiring S is a quasi skew-ring if and only if S is a
nil-extension of a skew-ring.

Theorem 3.5. (cf. [6]) For a semiring S the following conditions are equivalent:
(i) S is a quasi completely regular semiring,
(ii) Every H ∗+- class is a quasi skew-ring,
(iii) S is (disjoint) union of quasi skew-rings,
(iv) S is a b-lattice of completely Archimedean semirings,
(v) S is an idempotent semiring of quasi skew-rings.

Since each H ∗+- class in a quasi completely regular semiring S is a quasi
skew-ring, it follows from Theorem 3.3 that each H ∗+-contains a unique additive
idempotent. The unique additive idempotent in the H ∗+- containing an element
x ∈ S is denoted by 0x.

Theorem 3.6. (cf. [5]) The following conditions on a semiring are equivalent:
(i) S is a completely Archimedean semiring;
(ii) S is a nil extension of a completely simple semiring;
(iii) S is Archimedean and quasi completely regular.
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De�nition 3.7. (cf. [8]) A subsemiring T of a semiring S is a retract of S if
there exists a homomorphism ϕ : S −→ T such that ϕ(t) = t for all t ∈ T . Such
a homomorphism is called a retraction. A nil-extension S of T is said to be a
retractive nil-extension of T if T is a retract of S.

Theorem 3.8. (cf. [8]) The following conditions on a semiring are equivalent:
(i) S is a completely Archimedean semiring;
(ii) S is a nil extension of a completely simple semiring;
(iii) S is retractive nil-extension of a completely simple semiring.

Theorem 3.9. (cf. [8]) The following conditions on a semiring S are equivalent:
(i) S is a nil-extension of a b-lattice of skew-rings.
(ii) S is a retractive nil-extension of a b-lattice of skew-rings.

Theorem 3.10. The following conditions on a semiring S are equivalent:
(i) S is a nil-extension of a b-lattice of skew-rings;
(ii) S is a quasi completely regular semiring such that Reg+(S) is a bi-ideal

of S and a+ e = e+ a for all a ∈ S and for all e ∈ E+(S);
(iii) S is a b-lattice of quasi skew-rings and Reg+(S) is a bi-ideal of S.

Proof. (i) ⇒ (ii) : Let S be a nil-extension of a b-lattice of skew-rings T . Then
clearly S is a quasi completely regular semiring and Reg+(S) = T is a bi-ideal of
S. Let a ∈ S and e ∈ E+(S). Then a + e, e ∈ T and thus a + e = a + (e + e) =
(a+ e) + e = e+ (a+ e) = (e+ a) + e = e+ (e+ a) = e+ a.

(ii)⇒ (iii) : Follows from [7, Theorem 3.5].
(iii)⇒ (i) : Let S be a b-lattice Y of quasi skew-rings Sα (α ∈ Y ) and Reg+(S)

is a bi-ideal of S. For each α ∈ Y , let Sα be the nil-extension of a skew-ring

Rα. Clearly, Reg+(S) =
⋃
α∈Y

Rα is a completely regular semiring and S is a nil-

extension of Reg+(S). Since S is a b-lattice of quasi skew-rings, it follows by [7,
Theorem 3.5] that S is a quasi completely inverse semiring and hence by [7, Theo-
rem 3.6], it follows that every additively regular element possesses a unique additive
inverse. Thus every element of Reg+(S) possesses a unique additive inverse, i.e.,
Reg+(S) is an additive inverse semiring. Thus, Reg+(S) is a completely regular
semiring as well as an additive inverse semiring. Hence Reg+(S) is a b-lattice of
skew-rings. Consequently, S is a nil-extension of a b-lattice of skew-rings.

4. Congruences on nil-extensions

In this section we introduce congruence pair on an additively quasi regular semiring
which is a nil-extension of a b-lattice of skew-rings.

De�nition 4.1. Let S be a nil-extension of b-lattice of skew-rings K by the
semiring Q with a strongly in�nite element ∞ and σ be a congruence on S. We
de�ne Kσ by Kσ = {a ∈ S : (a, k) ∈ σ for some k ∈ K}. Also, we de�ne two
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relations on K and Q, respectively denoted by σ
K

and σ
Q
, by σ

K
= σ|

K
and

σ
Q

=(σ∨ρ
K
)/ρ

K
, where ρ

K
is the Rees congruence on S induced by the bi-ideal K.

De�nition 4.2. Let S be a nil-extension of a b-lattice of skew-rings K by a
semiring Q with strongly in�nite element ∞, δ be a congruence on the semiring
Q and ω be a congruence on K. Then a pair (δ, ω) ∈ C(Q) × C(K) is called a
congruence pair on S if it satis�es the following conditions.

(M1) If (e, f) ∈ ω for some additive idempotents e, f ∈ E+(S), then (p+e, p+f) ∈
ω and (e+ p, f + p) ∈ ω for any p ∈ Q.

(M2) If (p, q) ∈ δ|Q\∞δ, then (p + e, q + e) ∈ ω and (e + p, e + q) ∈ ω for any
e ∈ E+(S).

(M3) (a) If (p, q) ∈ δ|Q\∞δ, then (0p+c, 0q+c) ∈ ω and (0c+p, 0c+q) ∈ ω for any
c ∈ S.

(b) If (p, q) ∈ δ|Q\∞δ, then (0pc, 0qc) ∈ ω and (0cp, 0cq) ∈ ω for any c ∈ S.

(M4) If a( 6=∞) ∈ ∞δ, then (a+0a+c, a+c+0a+c) ∈ ω and (c+a+0a, c+a+0c+a) ∈
ω for any c ∈ S.

We need two results similar to Proposition 2.2 and Proposition 2.3 from [10].

Lemma 4.3. Let S be a nil-extension of b-lattice of skew-rings K by the semiring
Q with a strongly in�nite element ∞ and σ be a congruence on S. Then a ∈ Kσ
if and only if (a, a+ 0a) ∈ σ and (a, 0a + a) ∈ σ.

Lemma 4.4. Let S be a nil-extension of b-lattice of skew-rings K by the semiring
Q with a strongly in�nite element∞ and σ be a congruence on S. Then (0a, 0b) ∈ σ
for any (a, b) ∈ σ.

Lemma 4.5. Let S be a nil-extension of b-lattice of skew-rings K by the semiring
Q with a strongly in�nite element ∞ and σ be a congruence on S. Then σ ⊆ τ if
and only if σ

Q
⊆ τ

Q
and σ

K
⊆ τ

K
for any σ, τ ∈ C(S).

Proof. Now, σ
Q

= (σ ∨ ρ
K

)/ρ
K
, τ

Q
= (τ ∨ ρ

K
)/ρ

K
, σ

K
= σ|K and τ

K
= τ |K .

First we assume that σ ⊆ τ . Suppose aρ
K
, bρ

K
∈ Q = S/ρ

K
such that

aρ
K
σ

Q
bρ

K
. Then aρ

K
(σ ∨ ρ

K
)/ρ

K
bρ

K
. This implies that a (σ ∨ ρ

K
) b, i.e.,

there exists a sequence of elements c
1
, c

2
, . . . , c

n
∈ S with a = c

1
, b = c

n
such that

(c
i
, c

i+1) ∈ σ or (c
i
, c

i+1
) ∈ ρ

K
. This implies there exists a sequence of elements

c1 , c2 , . . . , cn ∈ S with a = c1 , b = cn such that (ci , ci+1) ∈ τ or (ci , ci+1) ∈ ρ
K
, i.e,

a (τ ∨ ρ
K

) b and thus aρ
K
τ
Q
bρ

K
.

To show σ
K
⊆ τ

K
, let c, d ∈ K such that c σ

K
d. This implies c σ d and hence

c τ d with c, d ∈ K. Therefore, c τ
K
d and consequently σ

K
⊆ τ

K
.

Conversely, suppose that σ
Q
⊆ τ

Q
and σ

K
⊆ τ

K
. To show σ ⊆ τ , let p σ q for

some p, q ∈ S. If both p, q ∈ K, then p σ
K
q. Now σ

K
⊆ τ

K
implies p τ

K
q and

hence p τ q. So we consider the cases when one of p, q does not belong to K, or
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both do not belong to K. Now p σ q implies p (σ ∨ ρ
K

) q, i.e., pρ
K
σ

Q
qρ

K
. This

implies pρ
K
τ
Q
qρ

K
, i.e., pρ

K
(τ ∨ ρ

K
)/ρ

K
qρ

K
, i.e., p (τ ∨ ρ

K
) q and therefore

there exists a sequence x
1
, x

2
, . . . , x

m
∈ S with x

1
= p and x

m
= q such that

either (x
i
, x

i+1
) ∈ τ or (x

i
, x

i+1
) ∈ ρ

K
.

If (x
i
, x

i+1
) ∈ τ for all i = 1, 2, . . . ,m, then clearly (x

1
, x

m
) ∈ τ and hence

(p, q) ∈ τ . Therefore, σ ⊆ τ .
On the other hand, if (x

i
, x

i+1
) ∈ ρ

K
for at least one i = 1, 2, . . . ,m, then we

have p, q ∈ Kτ . Then by Lemma 4.3, we have (p, p+ 0p) ∈ τ and (q, q + 0q) ∈ τ .
Again, p σ q implies 0p σ 0q by Lemma 4.4 and hence (p+ 0p, q + 0q) ∈ σ. Since
p+ 0p, q + 0q ∈ K, we must have (p+ 0p, q + 0q) ∈ σK

. Since σ
K
⊆ τ

K
, it follows

that (p+0p, q+0q) ∈ τK , i.e., (p+0p, q+0q) ∈ τ . Therefore, p τ (p+0p) τ (q+0q) τ q
and thus p τ q. Consequently, σ ⊆ τ .

Theorem 4.6. If σ ∈ C(S), then (σ
Q
, σ

K
) is a congruence pair on S.

Proof. For any σ ∈ C(S), clearly it follow that σ
Q
∈ C(Q) and σ

K
∈ C(K). By

[10, Lemma 3.3], it follows that (σ
Q
, σK) satis�es all the conditions in De�nition

4.2 except M3(b). To complete the proof, we only prove that the pair (σ
Q
, σ

K
)

satis�es the condition M3(b) in De�nition 4.2. For this, let (p, q) ∈ σ
Q
|Q\∞σ

Q
.

Since σ is a congruence on (S, ·), then for any c ∈ S, we have (pc, qc) ∈ σ and
hence by (0pc, 0qc) ∈ σ. As 0pc, 0qc ∈ K, we have (0pc, 0qc) ∈ σ

K
. Similarly,

we have (0cp, 0cq) ∈ σK
. This shows that (σ

Q
, σ

K
) satis�es the condition M3(b).

Consequently, (σ
Q
, σ

K
) is a congruence pair on S.

Theorem 4.7. Let S be a nil-extension of a b-lattice of skew-rings K by a semiring
Q with a strongly in�nite element ∞. Let (δ, ω) ∈ C(Q)× C(K) be a congruence
pair on S. De�ne a relation σ on S by : for a, b ∈ S, a σ b if and only if

(i) (a, b) ∈ δ for any a, b ∈ S \R,
(ii) (a+ 0a, b+ 0b) ∈ ω for any a, b ∈ R where R = K ∪ (∞δ \ {∞}).

Then σ is a congruence on S such that Kσ = R.

Proof. By Lemma [10, Lemma 3.4], we have σ is a congruence on (S,+) such that
Kσ = R. To complete the proof, it remains to prove that σ is a congruence on
(S, ·). For this let a, b ∈ S such that a σ b and c ∈ S.
Case - I : We assume that a, b ∈ S \ R. Then a δ b. It is easy to verify that
ac ∈ S \ R if and only if bc ∈ S \ R and in this case clearly c 6∈ K, i.e., c ∈ Q.
Since a δ b and c ∈ Q, we must have ac δ bc.

We now show that whether c ∈ K or not, ac δ bc when both ac, bc ∈ R. Since
a, b ∈ S \ R, we have a, b ∈ Q \ ∞δ. So by condition M3(b), we have (0ac, 0bc) ∈
ω. Since ω ∈ C(K) and a + 0a ∈ K, we have 0ac(a + 0a) ω 0bc(a + 0a), i.e,
0aca ω 0bca. Now, (a, b) ∈ δ|Q\∞δ implies 0bca ω 0bcb, i.e., 0bca ω 0bcb. Therefore,
0aca ω 0bcb. Since 0aca, 0bcb ∈ E+(S) and 0aca ω 0bcb, so by condition M1, we
have a+ 0aca ω a+ 0bcb. Again, a δ b and 0bcb ∈ E+(S) imply a+ 0bcb ω b+ 0bcb
[by the condition M2]. So by transitivity of ω, we have a+ 0aca ω b+ 0bcb. Since
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c+ 0c ∈ K and ω is a congruence on K, then (a+ 0aca)(c+ 0c)ω (b+ 0bcb)(c+ 0c),
i.e., (ac+ 0ac)ω (bc+ 0bc). Hence ac σ bc.
Case - II : We now assume that a, b ∈ R. In this case ac, bc ∈ R for any c ∈ S.
Again, a σ b implies (a + 0a, b + 0b) ∈ ω. Since c + 0c ∈ K and ω is a congruence
on K, it follows that (a + 0a)(c + 0c) ω (b + 0b)(c + 0c), i.e., ac + 0ac ω bc + 0bc.
Since both ac, bc ∈ R, hence we have (ac, bc) ∈ σ. Thus σ is a right congruence on
(S, ·). Similarly, we can show that σ is also a left congruence on (S, ·) and hence
σ is a congruence on the semiring S.

Theorem 4.8. Let S be a nil-extension of a b-lattice of skew rings K by a semiring
Q with strongly in�nite element and let (δ, ω) be a congruence pair on S. Then
the congruence σ given in Theorem 4.7 is the unique congruence on S satisfying
σ

Q
= δ and σ

K
= ω.

Proof. The proof is similar to [10, Lemma 3.5].

Combining Lemma 4.5, Theorem 4.6, Theorem 4.7 and Theorem 4.8 we get
the following result.

Theorem 4.9. Let S be a nil-extension of a b-lattice of skew-rings K by a semiring
Q with strongly in�nite element. Then a mapping Γ : C(S) −→ C(Q)×C(K) such
that σ 7→ (σ

Q
, σ

K
) is an order preserving bijection from the set of all congruences

on S onto the set of all congruence pairs on S.

To give a description of congruences on a nil-extension of a completely regular
semiring S, we introduce the following de�nition.

De�nition 4.10. Let S a quasi completely regular semiring which is a nil-extension
of a completely regular semiring K by a semiring Q with strongly in�nite element
∞. Let δ ∈ C(Q) and w ∈ C(K). Then the pair (δ, ω) is said to be a congru-
ence pair if it satis�es all the conditions (M1), (M2), (M3), (M4) in De�nition 4.2
together with two additional conditions given by

(M5) If (p + e, q + f) ∈ ω for some additive idempotents e, f ∈ E+(S) and any
p, q ∈ S, then (p+e, f+q) ∈ ω. Dually if (e+p, f+q)∈ω, then (e+p, q+f)∈ω.

(M6) If (p+e, f+q) ∈ ω for some additive idempotents e, f ∈ E+(S) and any p, q ∈
S, then (e+p, q+f) ∈ ω. Dually if (e+p, q+f) ∈ w, then (p+e, f +q) ∈ ω.

Lemma 4.11. Let S be a nil-extension of a completely regular semiring K by
a semiring Q with strongly in�nite element ∞. Let (δ, ω) ∈ C(Q) × C(K) be a
congruence pair on S. De�ne a relation σ on S by: for a, b ∈ S, aσb if and only if

(i) (a, b) ∈ δ for any a, b ∈ S \R,
(ii) (a+ 0a, b+ 0b) ∈ ω for any a, b ∈ R where R = K ∪ {∞δ \ {∞}}.

Then σ is a congruence on S such that Kσ = R.

Proof. The proof follows similar to Theorem 4.7.
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Theorem 4.12. Let S be a nil-extension of a completely regular semiring K by
a semiring Q with strongly in�nite element ∞. Then a mapping Γ : C(S) −→
C(Q)×C(K) such that σ 7→ (σ

Q
, σ

K
) is an order preserving bijection from the set

of all congruences on S onto the set of all congruence pairs on S.

Proof. The proof follows similar to Theorem 4.9.
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Cryptanalysis of some stream ciphers

Nadeghda N. Malyutina

Abstract. We show that the Vojvoda attacks (attacks with selected plaintext and selected

ciphertext) on Markovski cipher can be modi�ed on generalized Markovski cipher based on left

and right quasigroups. We give a comparative analysis, identifying positive and negative points

in these attacks.

1. Introduction

Today, various cryptosystems based on quasigroups have appeared, which show
that the use of quasigroups opens new ways in the construction of stream and block
ciphers. For example, S. Markovski [1] (see also E. Ochodkova and V. Snashel [2])
proposed a new stream cipher to encrypt the �le system. The cipher has a very
large key space. M. Vojvoda has given a cryptoanalysis of the �le encoding system
based on quasigroups [5] and showed how to break this cipher.

Let (Q, ∗) be a �nite quasigroup. Individual plaintext characters u1, u2, . . . , uk

and ciphertext characters v1, v2, . . . , vk are represented by the elements of Q, i.e.,
ui, vi ∈ Q, 1 6 i 6 k. The key of this cipher is the operation ∗ de�ned in the set
Q and represented by its Caley table. The keyspace is enormously large.

The authors stated that such a cipher was resistant to any attack [2], although
they only studied resistance against brute force attacks and performed some sta-
tistical tests on this cipher. From the point of view of cryptanalysis, a good cipher
must be strong, at least against known attacks. The best approach is to match
only the obvious pairs of elements, and then partially decrypt the encrypted text.

Basic concepts and de�nitions can be found in [4].

2. Chosen ciphertext attack on Markovski cipher

Assume the cryptanalyst has access to the decryption device loaded with the key.
He can then construct the following ciphertext:

q1q1q1q2q1q3 . . . q1qn
q2q1q2q2q2q3 . . . q2qn
. . . . . . . . . . . . . . . . . . . . .
qnq1qnq2qnq3 . . . qnqn

and enter it into the decryption device.

2010 Mathematics Subject Classi�cation: 20N05
Keywords: Quasigroups, left (right) quasigroups, cryptoatacks, cryptoanalysis.
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The decryption device gives the following plaintext:

l\q1 q1\q1 q1\q1 q1\q2 q2\q1 q1\q3 . . . q1\qn
qn\q2 q2\q1 q1\q2 q2\q2 q2\q2 q2\q3 . . . q2\qn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
qn\qn qn\q1 q1\qn qn\q2 q2\qn qn\q3 . . . qn\qn

It is easy to see that the Caley table of the operation \ de�ned on Q is com-
pletely found. The construction of the Caley table of the operation ∗ is straight-
forward.

The ciphertext used in the attack consists of 2n2 characters. Of course a shorter
ciphertext can be constructed. The main requirement of M. Vojvoda is that all
the pairs of adjacent elements will appear in the ciphertext.

Example 2.1. Let Q = {q1 = 0, q2 = 1, q3 = 2, q4 = 3} and let the quasigroup
(Q, \) with which the decryption is performed have the following Cayley table:

\ 0 1 2 3

0 2 0 3 1
1 3 1 0 2
2 1 3 2 0
3 0 2 1 3

Let l ∈ Q, l = 2. Enter the following text into the decryption device:

00010203
10111213
20212223
30313233

At the output we get: 12203311230110321133022030122103

Having broken the text into four blocks we will receive:

12203311
23011032
11330220
30122103

Thus, the rows of the table of quasigroups (Q, \) are displayed sequentially in even
positions.

However, for a complete reconstruction of the Cayley table for the quasigroup
(Q, \) it is enough to input only 2n2 − 4n+ 1 = 2n(n− 2) + 1 characters instead
of 2n2 (in our example, only the �rst 17 characters will be used instead of 32
characters). Leader l is the solution to the equation: l\0 = 1 ⇒ l = 2. Knowing
the table for a quasigroup (Q, \), the quasigroup encryption table is easily restored:

∗ 0 1 2 3

0 1 3 0 2
1 2 1 3 0
2 3 0 2 1
3 0 2 1 3

Thus, the ciphertext known to us is easily decrypted.
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We suggest using a di�erent text in the decryption procedure:

q1q1q2q2q3q3 . . . qn−2qn−2qn−1qn−1qnqn
q2q1q3q2q4q3 . . . qn−1qn−2qnqn−1q1qn
q3q1q4q2q5q3 . . . qnqn−2q1qn−1q2qn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The decryption device provides the following plaintext at the output:

l \ q1 q1 \ q1 q1 \ q2 q2 \ q2 . . . qn \ qn
qn \ q2 q2 \ q1 q1 \ q3 q3 \ q2 . . . q1 \ qn
qn \ q3 q3 \ q1 q1 \ q4 q4 \ q2 . . . q2 \ qn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The last symbol depends on the parity of the order of the quasigroup, namely,
if n is an odd number, then the last operation will be: qk\qn, where k =

[
n
2

]
+ 1.

If n is an even number, then the last operation will be: qn
2
\qn.

The Cayley table of the operation \ de�ned on Q is completely located, after
which it is easy to �nd the Cayley table of the operation ∗. The presented attack
requires n2−2(n−1) operations \. Compared to M. Vojvoda's attack, the number
of characters used is reduced to (n + 1)2 − 3 characters, i.e., quite signi�cantly.
And this number does not depend on the leader.

Example 2.2. For our example, the following text is introduced into the decryp-
tion device:

00112233

10

At the output we get: 1201020323

So, instead of 32 characters, 10 characters will be used.

A cryptographic attack on a stream cipher uses the assumption that the crypt-
analyst knows the statistics of the language in which the plaintext message is
written.

3. Chosen plaintext attack on Markovski cipher

Suppose a cryptanalyst has access to an encryption device with an unknown key.
In his PhD thesis [6], M. Vojvoda presented the following text for encryption:

q1q1; q1q2; q1q3; . . . q1qn;
q2q1; q2q2; q2q3; . . . q2qn;
. . . . . . . . . . . . . . . . . . . . . . . .
qnq1; qnq2; qnq3; . . . qnqn.

This text is entered into the encryption device discretely by two characters.
Thanks to this input, we have the following ciphertext:

l ∗ q1 ((l ∗ q1) ∗ q1); l ∗ q1 ((l ∗ q1) ∗ q2); . . . l ∗ q1 ((l ∗ q1) ∗ qn);
l ∗ q2 ((l ∗ q2) ∗ q1); l ∗ q2 ((l ∗ q2) ∗ q2); . . . l ∗ q2 ((l ∗ q2) ∗ qn);
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
l ∗ qn ((l ∗ qn) ∗ q1); l ∗ qn ((l ∗ qn) ∗ q2); . . . l ∗ qn ((l ∗ qn) ∗ qn);
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The Cayley table of the operation ∗ de�ned on Q is completely located. The
presented attack requires 2n2 operations ∗. However, shorter encrypted text can
be built.

Example 3.1. Let Q = {q1 = 0, q2 = 1, q3 = 2, q4 = 3} and let the quasigroup
(Q, ∗) with which the decryption is performed, have the following Cayley table:

∗ 0 1 2 3

0 1 3 0 2
1 2 1 3 0
2 3 0 2 1
3 0 2 1 3

Let l ∈ Q , l = 2.
Consider the plaintext attack. Enter the following text into the encryption

device:
00; 01; 02; 03;
10; 11; 12; 13;
20; 21; 22; 23;
30; 31; 32; 33.

The text is entered into the encryption device discretely by 2 characters. At
the output we have the following encrypted text:

30; 32; 31, 33;
01; 03; 00; 02;
23; 20; 22; 21;
12; 11; 13; 10.

The Cayley table of the operation ∗ de�ned on Q is completely located. Then it
is easy to �nd the Cayley table of the operation \. The presented attack requires
2n2 operations ∗. The plaintext used in the attack consists of 2n2 characters
divided into pairs.

However, a shorter encrypted text consisting of 2(n − 1)2 characters can be
constructed (in our example, 18 characters can be used instead of 32 characters).
The output, that is line by line at an odd position, is the line number, and at an
even position - is the element of the quasigroup (Q, ∗). Unlike an attack with the
selected ciphertext, in this attack the output of lines is not ordered.

Now consider the option when characters are launched into the encryption
device by the stream, i.e., as in the case of an attack with the selected ciphertext:

q1q1q1q2q1q3 . . . q1qn
q2q1q2q2q2q3 . . . q2qn
. . . . . . . . . . . . . . . . . . . . .
qnq1qnq2qnq3 . . . qnqn

The encryption device provides the following ciphertext at the output:

v1 = l ∗ q1, v2 = v1 ∗ q1, v3 = v2 ∗ q1, v4 = v3 ∗ q2, v5 = v4 ∗ q1, v6 = v5 ∗ q3, . . . ,
v2n = v2n−1 ∗ qn,
v2n+1 = v2n ∗ q2, . . . , v4n = v4n−1 ∗ qn, . . . , v2n2−2n = v2n2−2n−1 ∗ qn, . . . ,
v2n2 = v2n2−1 ∗ qn.
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Example 3.2. For our example, simply type the following text into the encryption
device:

00010203

10111213

At the output we have the following encrypted text: 3011223323203110

The Cayley table of the operation ∗ de�ned on Q is completely located. After
that, it is easy to �nd the leader and the Cayley table of the operation \. The
presented attack requires 16 operations ∗, which is exactly half as much as in
the attack proposed by M. Voivoda. In our example, instead of 32 characters, 16
characters are used. However, it should be noted that the number of symbols used
depends on the value of the leader. In our example, l = 2, we get the same result
for l = 1 and l = 3, but for l = 0, not 16 characters, but 21 characters are needed.

Consider another option for plaintext:
03020100

1312

At the output we have the following encrypted text: 330011232113

The presented attack requires operations ∗ less than in the attack proposed
by M. Vojvoda, but everything depends on the chosen leader. In our example,
instead of 32 characters, 12 characters are used.

Consider another option for plaintext:

q1q1 q2q2 q3q3 . . . qn−2qn−2 qn−1qn−1 qnqn
q2q1 q3q2 q4q3 . . . qn−1qn−2 qnqn−1 q1qn
q3q1 q4q2 q5q3 . . . qnqn−2 q1qn−1 q2qn . . .

The plaintext used in the attack consists of 2(n − 1)2 characters divided into
pairs. In this attack the output of lines is not ordered.

The encryption device provides the following ciphertext at the output:

v1 = l ∗ q1, v2 = v1 ∗ q1,
v3 = l ∗ q2, v4 = v3 ∗ q2,
v5 = l ∗ q3, v6 = v5 ∗ q3, . . . ,
v2n−1 = l ∗ qn, v2n = v2n−1 ∗ qn,
v2(n−1)2−1 = l ∗ qn−1, . . . , v2(n−1)2 = v2(n−1)2−1 ∗ q1.

Example 3.3. For our example, simply type the following text into the encryption
device:

00 11 22 33
10 21 32 03
20

At the output we have the following encrypted text:

30 03 22 10 01 20 13 33 23

In our example, instead of 32 characters, 18 characters are used. This result
coincides with the result of reduced attack by M. Vojvoda.

Thus, even in the binary case, when carrying out attacks with a selected ci-
phertext or selected plaintext, the number of symbols used can be reduced.
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4.GeneralizedMarkovski cipher and left quasigroups

Example 4.1. Let the key left quasigroup with which the decryption is performed,
have the following Cayley table:

\ 0 1 2 3

0 0 2 1 3
1 1 0 2 3
2 0 3 1 2
3 2 1 3 0

Here Q = {q1 = 0, q2 = 1, q3 = 2, q4 = 3} and l = 3.
Enter the following text into the decryption device:

00010203
10111213
20212223
30313233.

At the output we get: 20021103112002333013211202313320

Having broken the text into four blocks we will receive:

20021103 11200233 30132112 02313320

So, rows of the table of the left quasigroup (Q, \) are output sequentially in
even positions.

However, for a complete reconstruction of the Cayley table for the left quasi-
group (Q, \), it su�ces to input only 2n2 − 2n + 1 = n2 + (n − 1)2 characters at
the input instead of 2n2 (in our example instead of 32 characters, only the �rst
25 characters will be used). The rest of the table is easily restored, taking into
account the fact that the elements are not repeated in the lines of the left quasi-
group. The leader l is a solution to the equation: l \ 0 = 2 ⇒ l = 3. In addition,
knowing the table for a quasigroup (Q, \) easily restores the quasigroup table of
encryption (Q, ∗):

∗ 0 1 2 3

0 0 2 1 3
1 1 0 2 3
2 0 2 3 1
3 3 1 0 2

After that, the encrypted text known to us is easily decrypted.
If we run the following text on the decoder:

q1q1q2q2q3q3 . . . qn−2qn−2qn−1qn−1qnqn
q2q1q3q2q4q3 . . . qn−1qn−2qnqn−1q1qn
q3q1q4q2q5q3 . . . qnqn−2q1qn−1q2qn . . .

the decryption device provides the following plaintext at the output:

l \ q1 q1 \ q1 q1 \ q2 q2 \ q2 . . . qn \ qn
qn \ q2 q2 \ q1 q1 \ q3 q3 \ q2 . . . q1 \ qn
qn \ q3 q3 \ q1 q1 \ q4 q4 \ q2 . . . q2 \ qn
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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The last symbol depends on the parity of the order of the quasigroup, namely,
if n is an odd number, then the last operation will be: qn\qk , where k =

[
n
2

]
+1.

If n is an even number, then the last operation will be: qn\qn
2 +1.

The presented attack requires n2−2(n−1−
[
n
2

]
). If n is an odd number, then

the attack requires: (n − 1)2 + 2
[
n
2

]
+ 1 operations, and if n is an even number,

you will need: n2 − n+ 2 = (n− 1)2 + n+ 1 operations \.
In comparison with the attack of M. Vojvoda, the number of used symbols is

signi�cantly reduced.

Example 4.2. For our previous example, we enter the following text into the
decryption device:

00112233

102132

At the output we get: 00202120111333

So, instead of 32 characters, 14 characters will be used.
Consider the plaintext attack built in this one.
Enter the following text into the encryption device:

00 01 02 03
10 11 12 13
20 21 22 23
30 31 32 33

The text is entered into the encryption device discretely by 2 characters. At
the output we have the following encrypted text:

33 31 30 32
11 10 12 13
00 02 01 03
20 22 23 21

The output, that goes line by line at an odd position is the line number, and
at an even position - is the element of the left quasigroup itself. The plaintext
used in the attack consists of 2n2 characters divided into pairs. However, a shorter
encrypted text consisting of 2n2− 2n characters can be constructed (in our exam-
ple, the last pairs, the corresponding elements of the last column, can be omitted,
which means that instead of 32 characters, you can use 24 characters). The line
output is not ordered.

If we consider the attack with the following opentext:
00010203

10111213

20

at the output we have the following encrypted text: 333112031102231300.

In our example, instead of 32 characters, 18 is launched. Thus, in the binary
case, when carrying out attacks with selected plaintext and selected ciphertext,
the number of used characters can be reduced. But this result will change when
choosing another leader and not always for the better. The question of the range of
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variation of the number of possible symbols used for the disclosure of a quasigroup
remains open, as in the case of the usual quasigroup.

Now consider the option when characters are launched into an encryption de-
vice discretely, namely the following pairs:

q1q1 q2q2 q3q3 . . . qn−2qn−2 qn−1qn−1 qnqn
q2q1 q3q2 q4q3 . . . qn−1qn−2 qnqn−1 q1qn
q3q1 q4q2 q5q3 . . . qnqn−2 q1qn−1 q2qn . . .

Example 4.3. For our example, simply type the following text into the encryption
device:

00 11 22 33
10 21 32 03
20 31 02 13

At the output we have the following encrypted text:

00 22 30 13 20 31 30 03 33 10 01 21

The Cayley table of the operation ∗ de�ned on Q is completely located. After
that, it is easy to �nd the leader and the Cayley table of the operation \. The
presented attack requires operations ∗ less than in the attack proposed by M.
Vojvoda, but everything depends on the chosen leader. The plaintext used in the
attack consists of 2n2− 2n symbols divided into pairs. The output is not ordered.

In our example, instead of 32 characters, 24 characters are used. This result
coincides with the result of a reduced attack by M. Vojvoda.

5.GeneralizedMarkovski cipher and right quasigroups

Description of generalized Markovski cipher based on right quasigroups is given
in [4]. Suppose that the key is right quasigroup, with which the decryption is
performed, have the following Cayley table:

/ 0 1 2 3 4

0 1 2 0 3 4
1 3 4 2 1 0
2 2 1 3 0 2
3 4 3 4 2 1
4 0 0 1 4 3

Here Q = {q1 = 0, q2 = 1, q3 = 2, q4 = 3, q5 = 4} and l = 2.
Enter the following text into the decryption device:

q1q1 q2q2 q3q3 . . . qnqn
q2q1 q3q2 q4q3 . . . qn−1qn−2 qnqn−1 q1qn
q3q1 q4q2 q5q3 . . . qnqn−2 q1qn−1 q2qn . . .

Example 5.1. For our example, simply type the following text into the encryption
device:
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0001020304
1011121314
2021222324
3031323334
4041424344.

At the output we get: 01132204300234412310202213340113413042243400021143

Having broken the text into �ve blocks we will receive:
0113220430 0234412310 2022133401 1341304224 3400021143

So the columns of the table of the right quasigroup (Q, /) are output sequen-
tially in even positions. For a complete reconstruction of the Cayley table for the
right quasigroup (Q, /), as well as in the case of the left quasigroup, it su�ces to
input only 2n2− 2n+1 = n2+(n− 1)2 instead of 2n2 characters (in our example,
instead of 50 characters, only 41 will be used). The leader l is a solution to the
equation: 0/l = 0⇒ l = 2. In addition, knowing the table for a quasigroup (Q, /)
easily restores the table of a quasigroup encryption (Q, ∗):

∗ 0 1 2 3 4

0 4 4 0 2 1
1 0 2 2 1 3
2 2 0 1 3 2
3 1 3 2 0 4
4 3 1 3 4 0

If we run the following text on the decoder:

q1q1q2q2q3q3 . . . qn−2qn−2qn−1qn−1qnqn
q2q1q3q2q4q3 . . . qn−1qn−2qnqn−1q1qn
q3q1q4q2q5q3 . . . qnqn−2q1qn−1q2qn . . .

the decryption device provides the following plaintext at the output:

q1/l, q1/q1, q2/q1, q2/q2, . . . qn/qn
q2/qn, q1/q2, . . . qn/q1, q3/qn, q1/q3, . . .

The situation is the same as in the case of left quasigroups, i.e. the last char-
acter depends on the parity of the order of the quasigroup, namely, if n is an odd
number, then the last operation will be: qk/qn , where k =

[
n
2

]
+ 1. If n is an

even number, then the last operation will be: qn
2 +1/qn operations /.

Presented attack requires: n2 − 2(n− 1−
[
n
2

]
) operations /.

Example 5.2. For our previous example, we enter the following text into the
decryption device:

0011223344
10213244304

2

At the output we get: 013413424302223011302

So, instead of 50 characters, 21 characters will be used and the result does not
depend on the leaders used.
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Consider the plaintext attack. Enter the following text into the encryption
device:

00 01 02 03 04
10 11 12 13 14
20 21 22 23 24
30 31 32 33 34
40 41 42 43 44

The text is entered into the encryption device discretely by 2 characters. At
the output we have the following encrypted text:

04 00 02 01 03
41 43 42 44 40
14 12 10 13 11
20 24 21 22 23
32 31 33 30 34

The output goes column by column at an odd position, and the column number
at an even position is the element of the right-hand quasigroup (Q, ∗). After which
it is easy to �nd the Cayley table of the operation /. The opentext used in the
attack consists of 2n2 characters divided into pairs. However, a shorter encrypted
text consisting of 2n2−2n characters can be constructed (in our example, the last
pairs, the corresponding elements of the last line, can be omitted, which means
that instead of 50 characters, you can use 40 characters). Unlike the attack chosen
by ciphertext, in this attack the output of the columns is not ordered.

If we consider the attack with the following opentext:

0001020304
1011121314
2021222324
3031323334
404142

at the output we have the following encrypted text:
0412020140043121224020242101030443022223411233.

The presented attack requires 46 elements to be processed in our example. But
the result depends on the leader used.

Now consider the option when characters are launched into an encryption de-
vice discretely, namely the following pairs:

q1q1 q2q2 q3q3 . . . qnqn
q2q1 q3q2 q4q3 . . . qn−1qn−2 qnqn−1 q1qn
q3q1 q4q2 q5q3 . . . qnqn−2 q1qn−1 q2qn . . .

Example 5.3. For our example, simply type the following text into the encryption
device:

00 11 22 33 44
10 21 32 43 04
20 31 42 03 14
30 41 02 13 24

At the output we have the following encrypted text:
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00 43 10 22 34 41 14 21 30 03 14 24 33 01 40 20 31 02 44 11

The plaintext used in the attack consists of 2n2−2n symbols divided into pairs.
The output is not ordered.

In our example, instead of 50 characters, 40 characters are used. This result
coincides with the result of a reduced attack by M. Vojvoda.

6. Conclusion

Thus, in the binary case, when carrying out attacks with selected plaintext and
selected ciphertext, the number of symbols used can be reduced, even if it is
insigni�cant.

The results are displayed in the following table:

The required number of characters used

Order Chosen Chosen Attack Chosen
ciphertext ciphertext modi�ed plaintext

and plaintext attack ciphertext attack
attack M. Vojvoda M. Vojvoda

M. Vojvoda (truncated) (truncated)

Quasigroups

n 2n2 2n2 − 4n+ 1 n2 − 2(n− 1) 2(n− 1)2

n=128 32768 32257 16130 32258

n=256 131072 130049 65026 130050

n=512 524288 522241 261122 522242

n=1024 2097152 2093057 1046530 2093058

Left and right quasigroups

n 2n2 2n2 − 2n+ 1 n2 − 2(n− 1−
[
n
2

]
) 2n2 − 2n

n=128 32768 32513 16258 32512

n=256 131072 130561 65282 130560

n=512 524288 523265 261634 523264

n=1024 2097152 2095105 1047554 2095104

Remark 6.1. We notice that

lim
n→∞

2n2

2n2 − 4n+ 1
= 1,

lim
n→∞

2n2

n2 − 2n+ 2
= 2.
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A uni�ed method for setting �nite

non-commutative associative algebras

and their properties

Dmitriy Moldovyan

Abstract. A uni�ed method for de�ning a class of the �nite non-commutative associative

algebras of di�erent even dimensions m > 6 is proposed to extend the set of potential algebraic

supports of the public-key cryptographic algorithms and protocols based on the hidden discrete

logarithm problem. The introduced method sets the algebras containing a large set of the global

left-sided units. A particular version of the method de�nes the algebras with parametrizable

multiplication operation all modi�cation of which are mutually associative. The cases m = 6

and m = 10 are detaily considered.

1. Introduction

One of the current challenges in the area of theoretic and applied cryptography rep-
resents developing the public-key cryptographic algorithms and protocols that run
e�ciently on classical computers but will resist quantum attacks [1, 2], i. e., attacks
performed with using hypothetical quantum computers that can be used to solve
the factorization problem (FP) and the discrete logarithm problem (DLP) in poly-
nomial time [15]. Development of the post-quantum public-key cryptoschemes is
connected with looking for di�cult computational problems that are di�erent from
the FP and DLP and can be used as primitives of the public-key cryptoschemes.

Much attention of the researchers has gained the conjugacy search problem
(CSP) in braid groups representing a particular type of non-commutative groups [3,
6]. On the base of the computational di�culty of that problem a number of the
public-key cryptoschemes have been designed [4, 16]. Another promising approach
to the development of the post-quantum digital signature schemes [8, 9] and pub-
lic key-agreement protocols is connected with exploiting so called hidden DLP
(HDLP). For the �rst time the HDLP was proposed in the form of combining the
DLP with the CSP as follows [11, 12]:

Y = Gw ◦Qx ◦G−w, (1)

2010 Mathematics Subject Classi�cation: 94A60, 16Z05, 14G50, 11T71, 16S50

Keywords: non-commutative algebra, �nite associative algebra, single-sided units, parametri-

zable multiplication, post-quantum cryptography, public-key cryptoscheme, hidden logari�

thm problem, discrete logarithm problem
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where the known values Y (the public key), G, and Q are elements of some �-
nite non-commutative group Γ; the unknown natural numbers w and x represent
the private key. The public key-agreement scheme, the public encryption and
commutative encryption algorithms have been introduced in [11, 12] using the
multiplicative group of the �nite algebra of quaternions, de�ned over the ground
�eld CF (p), as the group Γ. Detailed investigation [5] of the security of that cryp-
toschemes have revealed possibility of the polynomial reduction of the HDLP to
the LP in the �eld CF (p2). That result had shown fundamental di�culties for
development of the post-quantum public-key cryptoschemes on the base of the
HDLP de�ned in the form (1) when using the �nite algebra of quaternions as
the algebraic support of the HDLP. Therefore, the further research of the HDLP
as potential post-quantum cryptographic primitive is connected with looking for
new forms of the HDLP and/or new �nite non-commutative associative algebras
(FNAAs) as algebraic supports of the HDLP.

In present paper a uni�ed method for setting a class of the FNAAs of di�erent
even dimensions m > 6 is proposed. The introduced FNAAs possess two fea-
tures that are interesting for cryptographic applications: i) the algebras contain a
large set of the global left-sided units and ii) the algebras can be set so that that
the multiplication operation is parametrizable and arbitrary two modi�cations of
the multiplication operation are mutually associative. The last property is very
attractive for potential application in the public-key cryptoschemes in which the
modi�cations of the multiplication operation are used as a part of the private key.
The properties of the 6-dimensional and 10-dimensional FNAAs are investigated
in detail.

2. A method for setting a class of the FNAAs

2.1. Preliminaries

The FNAAs of small dimension m, which contain a large set of the global single-
sided units, are described in [10] (m = 2) and [13] (m = 3). However for developing
public-key cryptosystems based on the HDLP it is preferably to apply the FNAAs
of the dimensions m ≥ 4, which are de�ned over the �eld GF (p) with su�ciently
large characteristic p (for example, having the size equal to 256 to 512 bits).

The m-dimensional �nite algebra represents the m-dimensional vector space
over the �eld GF (p), in which the multiplication operation (that is distributive
relatively the addition operation) is additionally de�ned. The multiplication op-
eration (denoted as ◦) can be de�ned with using the representation of arbitrary
vector A = (a0, a1, . . . am−1) as the following sum of the single-component vectors
aiei:

A =

m−1∑
i=0

aiei,
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where e0 = (1, 0, 0 . . . , 0), e1 = (0, 1, 0 . . . , 0), ... em−1 = (0, 0 . . . , 0, 1) are the
basis vectors; a0, a1, . . . am−1 are coordinates of the vector A.

The result of the multiplying twom-dimensional vectors A and B =
∑m−1

j=0 bjej
is de�ned as follows:

A ◦B =

(
m−1∑
i=0

aiei

)
◦

m−1∑
j=0

bjej

 =

m−1∑
j=0

m−1∑
i=0

aibj (ei ◦ ej) , (2)

where the product of every pair of the basis vectors ei ◦ ej is to be replaced by
some single-component vector µek that is taken from the so called basis vector
multiplication table (BVMT), like Tables 2, 3 (see Section 3), and 4 (Section4).
When performing such replacement, one assumes that the intersection of the ith
row and the jth column de�nes the value µek = ei ◦ ej . The value µ 6= 1 is called
structural coe�cient. If the BVMT de�nes the multiplication operation that is
associative and non-commutative, then the algebra is called FNAA. The element
L (the element R) satisfying the vector equation L ◦A = A (A = A ◦R) for every
element A of the algebra is called the global left-sided (right-sided) unit.

2.2. Proposed uni�ed method for de�ning FNAAs

of di�erent even dimensions

The paper [7] describes a general method for de�ning a class of the FNAAs over
the �eld GF (p), which contain a large class of the single-sided units, for arbitrary
dimensions m > 1. However, using the general properties of such algebras, which
are described in [7], one can show that for arbitrary value of the dimension the
HDLP can be easily reduced to the DLP in the �eld GF (p). Therefore, in order to
extend the class of potential algebraic supports of the HDLP-based cryptoschemes
one can propose the following uni�ed method for de�ning the FNAAs over the
ground �eld GF (p).

The proposed method consists in using the BVMT described by the following
formula for multiplying the basis vectors ei and ej in the m-dimensional vector
space:

ei ◦ ej = ej−di, (3)

where the value j−di is computed modulo m. For arbitrary even value m one can
�ned the values d such that the BVMT described by the formula (3) will de�ne
non-commutative associative multiplication operation.

Let us consider threem-dimensional vectors A, B, and C =
∑m

k=1 ckek. Taking
into account the formula (2), for product of the vectors A, B, and C =

∑m
k=0 ckek

one can get the following
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(A ◦B) ◦ C =

m−1∑
i=0

m−1∑
j=0

m−1∑
k=0

aibjck (ei ◦ ej) ◦ ek;

A ◦ (B ◦ C) =

m−1∑
i=0

m−1∑
j=0

m−1∑
k=0

aibjckei ◦ (ej ◦ ek) .

The last formula shows the multiplication operation is associative, if the BVMT
de�nes associative multiplication of the basis vectors.

For multiplication of three basis vectors ei, ej , and ek, which is performed in
accordance with the formula (3), one can write

(ei ◦ ej) ◦ ek = ej−di ◦ ek = ek−dj+d2i;

ei ◦ (ej ◦ ek) = ei ◦ ek−dj = ek−dj−di.

Thus, the formula (3) de�nes associative multiplication of the basis vectors, if the
condition

d2 ≡ −d mod m. (4)

holds true.
For all values m > 2 the value d ≡ −1 mod m satis�es the condition (4)

and de�nes associative multiplication, however in this case we have commutative
multiplication. Non-commutative associative multiplication operation can be ob-
tained for even values of the dimensionm > 6, for example, whenm = 6, 10, 12, 14.
Table 1 shows the values of the parameter d at which we have the m-dimensional
FNAAs.

Table 1

Suitable values d for di�erent dimensions m

m 6 10 12 14 18 20 30 40 62
d 2; 3 4; 5 3; 8 6; 7 8; 9 4; 15 5; 24 6; 35 30; 31

It is easy to show that for the values m = 2q, where q is a prime, we have the
following two values of the parameter d: d1 = q and d2 = q − 1 (note that in this
case we have q2 ≡ q ≡ −q mod m and (q − 1)2 ≡ 1− q mod m).

The formula (3) generates the BVMTs that are free from structural coe�cients,
but one can experimentally �nd di�erent distributions of the inserted structural
coe�cients, which retain the property of the associativity of the multiplication
operation. After such modi�cation of the source BVMT constructed for the case
m = 6 and d = 2 one obtains the BVMT de�ning the 6-dimensional FNAA (that
contains p3 global left-sided units) used as algebraic support of the post-quantum
signature scheme in [14].
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For the case of even values of the parameter d one can propose the following
version of the proposed uni�ed method, which is described by the following formula
for de�ning the BVMTs containing the structural coe�cients λ and ε :

ei ◦ ej =

{
λej−di, if i ≡ 0 mod 2

εej−di, if i ≡ 1 mod 2,
(5)

Proposition 2.1. The formula (5) de�nes the m-dimensional FNAAs, if m and

d are even natural numbers and the condition (4) holds true.

Thus, the version of the considered uni�ed method described with the formula
(5) introduces a set of the FNAAs corresponding to the same distribution of the
basis vectors in the BVMT and di�erent pairs of the values of structural coe�-
cients λ and ε. One can call such set of FNAAs the algebra with parametrizable
multiplication operation. Concrete version of the multiplication operation is set
by selecting two �xed values the structural coe�cients λ and ε. In the considered
case of the FNAA with parametrizable multiplication operation we have the fol-
lowing interesting property that can be called mutual associativity of arbitrary
two modi�cations of the multiplication operation (earlier the mutual associativity
of di�erent modi�cations of the multiplication operation in FNAAs was considered
in [7]).

Proposition 2.2. Suppose m and d are even natural numbers and the condi-

tion (4) holds true. Then the formula (5) de�nes the m-dimensional FNAA with

parametrizable multiplication operation and with mutual associativity of all possible

pairs of the modi�cations ◦ and ? of the multiplication operation.

Proof. Suppose the structural coe�cients λ and ε de�ne the ◦-version of the
multiplication operation and the structural coe�cients λ′ and ε′ de�ne the ?-
version of the multiplication operation. One should consider the in�uence of the
pairs of structural coe�cients (λ, ε) and (λ′, ε′) in the following two products: i)
(ei ◦ ej) ? ek and ii) ei ◦ (ej ? ek) . In each of these two cases the oddness of the
value k does not in�uences the result in the indicated two cases. Therefore, one
should consider the following four cases.

1. The values i and j are even:

(ei ◦ ej) ? ek = λej−di ? ek = λλ′ek−d(j−di) = λλ′ek−dj+d2i = λλ′ek−dj−di;

ei ◦ (ej ? ek) = ei ◦ λ′ek−dj = λ′λek−dj−di.

2. The value i is even and the value j is odd:

(ei ◦ ej) ? ek = λej−di ? ek = ε′λek−dj+d2i = ε′λek−dj−di;

ei ◦ (ej ? ek) = ei ◦ ε′ek−dj = λε′ek−dj−di.

3. The value i is odd and the value j is even:

(ei ◦ ej) ? ek = εej−di ? ek = λ′εek−dj+d2i = λ′εek−dj−di;

ei ◦ (ej ? ek) = ei ◦ λ′ek−dj = ελ′ek−dj−di.
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4. The values i and j are odd:

(ei ◦ ej) ? ek = εej−di ? ek = εε′ek−dj+d2i) = εε′ek−dj−di;

ei ◦ (ej ? ek) = ei ◦ ε′ek−dj = ε′εek−dj−di.

Thus, in all cases we have (ei ◦ ej) ? ek = ei ◦ (ej ? ek) . The Proposition 2.2 is
proved.

Note that the Proposition 2.1 is direct corollary from the Proposition 2.2. Using
the formula (5) one can de�ne FNAAs with parametrizable multiplication opera-
tion, which have di�erent dimensions. Table 1 provides the following examples: i)
m = 6, d = 2; ii) m = 10, d = 4; iii) m = 12, d = 8; . . . iv) m = 62, d = 30.

For the case of odd values of the parameter d in the formula (3) one can propose
the following version of the considered uniform method which is described by the
following formula:

ei ◦ ej =


ej−di, if i ≡ 0 mod 2

ej−di, if i ≡ 1 mod 2 and j ≡ 0 mod 2

λej−di, if i ≡ 1 mod 2 and j ≡ 1 mod 2,

(6)

The reader can easily prove the following proposition.

Proposition 2.3. Suppose m is an even integer, d is an odd integer, and the

condition (4) holds true. Then the formula (6) de�nes the m-dimensional FNAAs.

Considering the �xed even valuem and �xed odd value d we have many FNAAs
relating to di�erent values of the structural coe�cient λ, which can be united by
the notion of FNAA with the parametrizable multiplication operation. However,
in such algebras di�erent modi�cations of the multiplication operation are not
mutually associative in general case.

3. The case of 6-dimensional FNAAs

3.1. The algebra with mutually associative modi�cations

of the multiplication operation

In the case m = 6, d = 2, and λ = 1 we have the BVMT shown as Table 2. Due to
the Proposition 2.2 this FNAA is an algebra is with parametrizable multiplication
operation all modi�cations of which are mutually associative. The 6-dimensional
FNAA de�ned with this table contains the set of p3 global left-sided units L =
(l0, l1, l2, l3, l4, l5) described with the following formula [14]:

L =
(
h, k, t, (1− h)ε−1,−εk,−tε−1

)
,

where h, k, t = 0, 1, . . . p− 1. Evidently, the considered 6-dimensional FNAA con-
tains no global right-sided unit. To �nd the formula describing local right-sided
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units one should consider solution of the vector equation A ◦ X = A, where
A = (a0, a1, a2, a3, a4, a5) is a �xed vector. The last equation can be reduced
to the following two independent systems each of which contains three unknowns:

(a0 + εa3)x0 + (εa1 + a4)x2 + (a2 + εa5)x4 = a0;

(a2 + εa5)x0 + (a0 + εa3)x2 + (εa1 + a4)x4 = a2;

(εa1 + a4)x0 + (a2 + εa5)x2 + (a0 + εa3)x4 = a4;
(a0 + εa3)x1 + (εa1 + a4)x3 + (a2 + εa5)x5 = a1;

(a2 + εa5)x1 + (a0 + εa3)x3 + (εa1 + a4)x5 = a3;

(εa1 + a4)x1 + (a2 + εa5)x3 + (a0 + εa3)x5 = a5.

Table 2

The BVMT de�ning the FNAA containing p3 global left-sided units [14]

◦ e0 e1 e2 e3 e4 e5
e0 e0 e1 e2 e3 e4 e5
e1 εe4 εe5 εe0 εe1 εe2 εe3
e2 e2 e3 e4 e5 e0 e1
e3 εe0 εe1 εe2 εe3 εe4 εe5
e4 e4 e5 e0 e1 e2 e3
e5 εe2 εe3 εe4 εe5 εe0 εe1

The main determinant of each of the last two systems is equal to ∆A:

∆A = (a0 + εa3)
3

+ (εa1 + a4)
3

+ (a2 + εa5)
3 − 3 (a0 + εa3) (a2 + εa5) (εa1 + a4)

If ∆A 6= 0, then there exists unique local right-sided unit corresponding to the
vector A.

3.2. The algebra with p4 global left-sided units

In the case m = 6 and d = 3 the formula (6) de�nes the BVMT in the form of
Table 3. The left-sided units can be found from the vector equation X ◦ A = A
that reduces to the following system with six unknowns x0, x1, x2, x3, x4, and x5:

(x0 + x2 + x4) a0 + λ (x1 + x3 + x5) a3 = a0;

(x1 + x3 + x5) a0 + (x0 + x2 + x4) a3 = a3;

(x0 + x2 + x4) a1 + (x1 + x3 + x5) a4 = a1;

λ (x1 + x3 + x5) a1 + (x0 + x2 + x4) a4 = a4;

(x0 + x2 + x4) a2 + λ (x1 + x3 + x5) a5 = a2;

(x1 + x3 + x5) a2 + (x0 + x2 + x4) a5 = a5.
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Performing the variable substitution u1 = x0 + x2 + x4 and u2 = x1 + x3 + x5 one
can easily �nd the following solution that is independent of the value A: (u1, u2) =
(1, 0). The solution in terms of the variables u1 and u2 de�nes p

4 solutions in terms
of the variables x0, x1, x2, x3, x4, and x5. Every of the last solutions de�ne a unique
global left-sided unit. The set of all global left-sided units is described as follows
(where h, k, t, z = 0, 1, . . . p− 1):

L = (l0, l1, l2, l3, l4, l5) = (h, k, t, z, 1− h− t,−k − z) .

The formula describing local right-sided units can be derived from the vector
equation A◦X = A that can be reduced to the following three independent systems
of two linear equations every one of which contains two unknowns:{

(a0 + a2 + a4)x0 + λ (a1 + a3 + a5)x3 = a0;

(a1 + a3 + a5)x0 + (a0 + a2 + a4)x3 = a3;

{
(a0 + a2 + a4)x1 + (a1 + a3 + a5)x4 = a1;

λ (a1 + a3 + a5)x1 + (a0 + a2 + a4)x4 = a4;

{
(a0 + a2 + a4)x2 + λ (a1 + a3 + a5)x5 = a2;

(a1 + a3 + a5)x2 + (a0 + a2 + a4)x5 = a5;

Table 3

The BVMT of the 6-dimensional FNAA containing p4 global left-sided units

◦ e0 e1 e2 e3 e4 e5
e0 e0 e1 e2 e3 e4 e5
e1 e4 λe5 e0 λe1 e2 λe3
e2 e2 e3 e4 e5 e0 e1
e3 e0 λe1 e2 λe3 e4 λe5
e4 e4 e5 e0 e1 e2 e3
e5 e2 λe3 e4 λe5 e0 λe1

The main determinant of each of the last three systems is equal to ∆A:

∆A = (a0 + a2 + a4)
2 − λ (a1 + a3 + a5)

2
.

If ∆A 6= 0, then there exists unique local right-sided unit corresponding to the
vector A.
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4. The 10-dimensional FNAA

In the case m = 10, d = 4, λ 6= 1, and ε = 1 the formula (5) de�nes the BVMT in
the form of Table 4. The left-sided units can be found from the vector equation
X ◦A = A that reduces to the following system with ten unknowns x0, x1, . . . x9:

X ◦A = A. (7)

Using Table 3 one can represent (7) in the form of the following system of 10 linear
equations with coordinates of the left operand x0, x1, . . . , x9 as the unknown values:

λx0a0 + x1a4 + λx2a8 + x3a2 + λx4a6 + x5a0 + λx6a4 + x7a8 + λx8a2 + x9a6 = a0;

λx0a1 + x1a5 + λx2a9 + x3a3 + λx4a7 + x5a1 + λx6a5 + x7a9 + λx8a3 + x9a7 = a1;

λx0a2 + x1a6 + λx2a0 + x3a4 + λx4a8 + x5a0 + λx6a6 + x7a0 + λx8a4 + x9a8 = a2;

λx0a3 + x1a7 + λx2a1 + x3a5 + λx4a9 + x5a0 + λx6a7 + x7a1 + λx8a5 + x9a9 = a3;

λx0a4 + x1a8 + λx2a2 + x3a6 + λx4a0 + x5a0 + λx6a8 + x7a2 + λx8a6 + x9a0 = a4;

λx0a5 + x1a9 + λx2a3 + x3a7 + λx4a1 + x5a0 + λx6a9 + x7a3 + λx8a7 + x9a1 = a5;

λx0a6 + x1a0 + λx2a4 + x3a8 + λx4a2 + x5a0 + λx6a0 + x7a4 + λx8a8 + x9a2 = a6;

λx0a7 + x1a1 + λx2a5 + x3a9 + λx4a3 + x5a0 + λx6a1 + x7a5 + λx8a9 + x9a3 = a7;

λx0a8 + x1a2 + λx2a6 + x3a0 + λx4a4 + x5a0 + λx6a2 + x7a6 + λx8a0 + x9a4 = a8;

λx0a9 + x1a3 + λx2a7 + x3a1 + λx4a5 + x5a0 + λx6a3 + x7a7 + λx8a1 + x9a5 = a9.
(8)

The system (8) can be rewritten in the form of two systems each of which contains
�ve linear equations with 10 unknowns:

(λx0 + x5) a0 + (x3 + λx8) a2 + (x1 + λx6) a4 + (λx4 + x9) a6 + (λx2 + x7) a8 = a0;

(λx0 + x5) a2 + (x3 + λx8) a4 + (x1 + λx6) a6 + (λx4 + x9) a8 + (λx2 + x7) a0 = a2;

(λx0 + x5) a4 + (x3 + λx8) a6 + (x1 + λx6) a8 + (λx4 + x9) a0 + (λx2 + x7) a2 = a4;

(λx0 + x5) a6 + (x3 + λx8) a8 + (x1 + λx6) a0 + (λx4 + x9) a2 + (λx2 + x7) a4 = a6;

(λx0 + x5) a8 + (x3 + λx8) a0 + (x1 + λx6) a2 + (λx4 + x9) a4 + (λx2 + x7) a6 = a8;
(9)

(λx0 + x5) a1 + (x3 + λx8) a3 + (x1 + λx6) a5 + (λx4 + x9) a7 + (λx2 + x7) a9 = a1;

(λx0 + x5) a3 + (x3 + λx8) a5 + (x1 + λx6) a7 + (λx4 + x9) a9 + (λx2 + x7) a1 = a3;

(λx0 + x5) a5 + (x3 + λx8) a7 + (x1 + λx6) a9 + (λx4 + x9) a1 + (λx2 + x7) a3 = a5;

(λx0 + x5) a7 + (x3 + λx8) a9 + (x1 + λx6) a1 + (λx4 + x9) a3 + (λx2 + x7) a5 = a7;

(λx0 + x5) a9 + (x3 + λx8) a1 + (x1 + λx6) a3 + (λx4 + x9) a5 + (λx2 + x7) a7 = a9.
(10)

Performing the variable substitution

u0 = λx0+x5; u1 = x3+λx8; u2 = x1+λx6; u3 = λx4+x9; u4 = λx2+x7 (11)

in the systems (9) and (10) one can easily see that the solution

u0 = 1; u1 = 0; u2 = 0; u3 = 0; u4 = 0 (12)
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satis�es simultaneously the systems (9) and (10) for all elements A of the con-
sidered FNAA. Besides, if the vector A is such that the main determinant of the
system (9) ∆′A satis�es condition ∆′A 6= 0 or the main determinant of the sys-
tem (10) ∆′′A satis�es condition ∆′′A 6= 0, then the indicated solution is unique
relatively the unknowns u0, u1, u2, u3, and u0.

For very small portion of the vectors A, coordinates of which satisfy the both
conditions ∆′A = 0 and ∆′′A = 0, many other solutions exists. However, such
�marginal� vectors are to be not involved in the computations in frame of the
potential public-key cryptoschemes based on the considered FNAA. The additional
solutions de�ne the local left-sided units acting only in frame of the subset of the
�marginal� vectors. One can easily derive the formula describing the local left-
sided units, but we will describe only the set of global left-sided units (that act as
the left-sided units on every 10-dimensional vector).

Taking into account the formulas (11) and the solutions (12) one can get the
formula describing all p5 global left-sided units L = (l0, l1, l2, l3, l4, l5, l6, l7, l8, l9) :

L = (x0,−λx6, x2,−λx8, x4, 1− λx0, x6,−λx2, x8,−λx4) , (13)

where x0, x2, x4, x6, x8 = 0, 1, . . . , p− 1.

Table 4

De�ning the 10-dimensional FNAA containing p5 global left-sided units

◦ e0 e1 e2 e3 e4 e5 e6 e7 e8 e9
e0 λe0 λe1 λe2 λe3 λe4 λe5 λe6 λe7 λe8 λe9
e1 e6 e7 e8 e9 e0 e1 e2 e3 e4 e5
e2 λe2 λe3 λe4 λe5 λe6 λe7 λe8 λe9 λe0 λe1
e3 e8 e9 e0 e1 e2 e3 e4 e5 e6 e7
e4 λe4 λe5 λe6 λe7 λe8 λe9 λe0 λe1 λe2 λe3
e5 e0 e1 e2 e3 e4 e5 e6 e7 e8 e9
e6 λe6 λe7 λe8 λe9 λe0 λe1 λe2 λe3 λe4 λe5
e7 e2 e3 e4 e5 e6 e7 e8 e9 e0 e1
e8 λe8 λe9 λe0 λe1 λe2 λe3 λe4 λe5 λe6 λe7
e9 e4 e5 e6 e7 e8 e9 e0 e1 e2 e3

Consideration of the right-sided units is connected with solving the vector
equation

A ◦X = A. (14)

Using Table 3 one can represent (14) in the form of the following system of 10 linear
equations with coordinates of the right operand x0, x1, . . . , x9 as the unknown
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values:

λa0x0 + a1x4 + λa2x8 + a3x2 + λa4x6 + a5x0 + λa6x4 + a7x8 + λa8x2 + a9x6 = a0;

λa0x1 + a1x5 + λa2x9 + a3x3 + λa4x7 + a5x1 + λa6x5 + a7x9 + λa8x3 + a9x7 = a1;

λa0x2 + a1x7 + λa2x0 + a3x4 + λa4x8 + a5x2 + λa6x6 + a7x0 + λa8x4 + a9x8 = a2;

λa0x3 + a1x8 + λa2x1 + a3x5 + λa4x9 + a5x3 + λa6x7 + a7x1 + λa8x5 + a9x9 = a3;

λa0x4 + a1x9 + λa2x2 + a3x6 + λa4x0 + a5x4 + λa6x8 + a7x2 + λa8x6 + a9x0 = a4;

λa0x5 + a1x0 + λa2x3 + a3x7 + λa4x1 + a5x5 + λa6x9 + a7x3 + λa8x7 + a9x1 = a5;

λa0x6 + a1x1 + λa2x4 + a3x8 + λa4x2 + a5x6 + λa6x0 + a7x4 + λa8x8 + a9x2 = a6;

λa0x7 + a1x2 + λa2x5 + a3x9 + λa4x3 + a5x7 + λa6x1 + a7x5 + λa8x9 + a9x3 = a7;

λa0x8 + a1x3 + λa2x6 + a3x0 + λa4x4 + a5x8 + λa6x2 + a7x6 + λa8x0 + a9x4 = a8;

λa0x9 + a1x4 + λa2x7 + a3x1 + λa4x5 + a5x9 + λa6x3 + a7x7 + λa8x1 + a9x5 = a9.
(15)

If the main determinant of the system (15) ∆A 6= 0, then there exists unique
solution X = RA which depends on the vector A, i. e., RA is the local right-sided
unit element.

5. Common properties of the 6-dimensional

and 10-dimensional FNAAs

Sections 3 and 4 describe the 6-dimensional and 10-dimensional FNAAs de�ned
applying the proposed uni�ed method for setting FNAAs. It is shown that the
considered algebras contain a large set of global left-sided units. One can ex-
pect that for all even values of the dimension m > 6 the proposed method will
de�ne the FNAAs, containing a large set of the global left-sided units. In this
section we present some common properties of the described 6-dimensional and
10-dimensional FNAAs. One can suppose that the introduced propositions are
valid for other values of the dimension of the FNAAs de�ned using the both ver-
sions (see the Propositions 2.1 and 2.2) of the proposed uni�ed method.

Proposition 5.1. If the vector A satis�es condition ∆A 6= 0, then A◦Li 6= A◦Lj ,
for arbitrary two global left-sided units Li and Lj 6= Li.

Proof. SupposeA◦Li = A◦Lj . ThenA◦(Li − Lj) = O. Since ∆A 6= 0, the equation
A◦X = O has unique solution X = O. Therefore, we have Li−Lj = O ⇒ Li = Lj .
The obtained contradiction proves the Proposition 5.1.

Proposition 5.2. If the vector equation X ◦ A = B has solution X = S, then
di�erent values Xi = S ◦ Li, where Li takes on all values from the set of global

left-sided units, also are solutions of the given equation.

Proof. (S ◦ Li) ◦A = S ◦ (Li ◦A) = S ◦A = B. The Proposition 5.2 is proved.
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Proposition 5.3. If A ◦ B = L, where L is a global left-sided unit, then the

equality Ai ◦Bi = L holds true for arbitrary natural value i.

Proof. Ai◦Bi = Ai−1◦
(
L ◦Bi−1) = Ai−1◦Bi−1 = Ai−2◦Bi−2 = · · · = A◦B = L.

The Proposition 5.3 is proved.

Proposition 5.4. If A ◦B = L, where L is a global left-sided unit, then the map

de�ned by the formula ψ(X) = B ◦X ◦ A, where the vector X takes on all values

in the considered algebra, represents a homomorphism.

Proof. Suppose X1 and X2 are arbitrary two vectors. Then we have

ψ (X1 ◦X2) = B ◦ (X1 ◦X2) ◦A = B ◦ (X1 ◦ L ◦X2) ◦A =

(B ◦X1 ◦A) ◦ (B ◦X2 ◦A) = ψ (X1) ◦ ψ (X2) ;

ψ (X1 +X2) = B ◦ (X1 +X2) ◦A = (B ◦X1 ◦A) + (B ◦X2 ◦A) =

ψ (X1) + ψ (X2) .

The Proposition 5.4 is proved.

Proposition 5.5. The homomorphism-map operation ψ(X) = B ◦X ◦ A, where
A ◦B = L, and the exponentiation operation Xi are mutually commutative, i. e.,

the equality B ◦Xi ◦A = (B ◦X ◦A)
i
holds true.

Proof. Due to Proposition 5.4 we have ψ(Xi) = (ψ(X))
i
, i. e., B ◦ Xi ◦ A =

(B ◦X ◦A)
i
. The Proposition 5.5 is proved.

Multiplication of the elements of the considered FNAA by any �xed global
left-sided unit L at right represents a homomorphism map that is mutually com-
mutative with the exponentiation operation. This fact is due to the following two
propositions.

Proposition 5.6. Suppose the vector L is an arbitrary global left-sided unit and

the vector X takes on all values in the considered FNAA. Then the map de�ned

by the formula ϕ(X) = X ◦ L is a homomorphism.

Proof. Suppose X1 and X2 are arbitrary two 6-dimensional vectors. Then we have

ϕ (X1 ◦X2) = (X1 ◦X2) ◦ L = (X1 ◦ L) ◦ (X2 ◦ L) = ϕ (X1) ◦ ϕ (X2) ;

ϕ (X1 +X2) = (X1 +X2) ◦ L = X1 ◦ L+X2 ◦ L = ϕ (X1) + ϕ (X2) .

The Proposition 5.6 is proved.

Proposition 5.7. The homomorphism-map operation ϕ(X) = X ◦ L, where L is

a global left sided unit, and the exponentiation operation Xi are mutually commu-

tative, i. e., the equality Xi ◦ L = (X ◦ L)i holds true.
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Proof. Due to Proposition 5.6 we have ϕ(Xi) = (ϕ(X))
i
, i. e., Xi ◦L = (X ◦L)i.

The Proposition 5.7 is proved.

Every global left sided unit L is connected with di�erent homomorphism map
operations of other type which can be described with the following formula:

ψ(X) = Ai ◦X ◦Bi,

where i > 1 is an arbitrary non-negative integer and the vectors A and B are such
that A ◦B = L holds true.

Each of the homomorphism map operations ψ(X) and ϕ(X) is mutually com-
mutative with the exponentiation operation and represents interest for using it
as masking operation at setting new types of the HDLP. The next propositions
show that the local right-sided unit RA related the the vector A such that ∆A 6= 0
(the main determinant of the system of linear equation written for computing the
right-sided units) is contained in the set of the global left-sided units, i. e. the
value RA is simultaneously the local two-sided unit of the vector A. Therefore the
vectors A for which we have ∆A 6= 0 are called locally invertible vectors.

Proposition 5.8. Suppose the vector A is such that ∆A 6= 0. Then the sequence

A,A2, . . . , Ai, . . . is periodic and for some positive integer ω we have Aω = RA.

Proof. Assumption that the sequence A,A2, . . . , Ai, . . . contains the zero vector
O = (0, 0, 0, 0, 0, 0) leads to a contradiction. Indeed, due to the condition ∆A 6= 0
we have A 6= O. If for some natural number j > 1 we have Aj = O, then for some
positive integer k ≤ j the conditions Ak−1 6= O and Ak = O holds true. Therefore,
A◦Ak−1 = O. Since ∆A 6= 0 and X = O satis�es the equation A◦X = O, the last
equation has unique solution X = O, i. e., Ak−1 = O. The obtained contradiction
proves that the considered sequence does not include the zero vector O. Therefore,
due to �niteness of the considered algebra the indicated sequence is periodic. Then
for some minimum t > 1 we have{

A = At = At−1 ◦A = A ◦At−1}⇒ EA = At−1,

where EA is the local two-sided unit connected with the vector A. Evidently, due
to condition ∆A 6= 0 we have A◦EA−A◦RA = A◦(EA −RA) = O ⇒ EA−RA =
O ⇒ EA = RA. Therefore, for ω = t− 1 we have Aω = RA.

Proposition 5.9. Suppose the vector A is such that the conditions ∆A 6= 0,
∆′A 6= 0, and ∆′′A 6= 0 holds true. Then the local right-sided unit RA is contained

in the set of the global left-sided units.

Proof. Due to the Proposition 5.8 we have RA = EA and EA ◦ A = A, i. e., RA

acts on the vector A as the left-sided unit, but all left sided units of the vector A
are included in the set of global left-sided units.
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6. On potential cryptographic application

of the introduced FNAAs

In the case of de�ning of the HDLP in the 6-dimensional FNAAs containing many
di�erent global left-sided units, which are described in Section 3, the formula (1)
cannot be used because these algebras contains no globally invertible element.
However by analogy with the formula (1) one can use the mutual commutativity
of the homomorphism-map operations ψ and ϕ with the exponentiation operation
(see the Propositions 5.5 and 5.7) as follows.

Suppose the vectors A and B are such that ∆A 6= 0 and A ◦B = L0, where L0

is a global left-sided unit. Then using some locally invertible vector N satisfying
the conditions ∆N 6= 0 and N ◦ A 6= A ◦ N one can de�ne computation of the
public key Y by the next formula:

Y = Bt ◦Nx ◦At =
(
Bt ◦N ◦At

)x
, (16)

where the vectors A,B, and N are the known parameters and the positive integers
(t, x) are the unknown values generated at random and used as the private key.

The formula (16) de�nes a particular form of the HDLP which can be used in
the public key-agreement scheme in frame of which the common secret shared by
some two users is calculated as follows

Z = Bt1 ◦ Y x1
2 ◦At1 = Bt2 ◦ Y x2

1 ◦At2 ,

where the vectors Y1 and Y2 (the pairs (t1, x1) and (t2, x2)) are the public (private)
keys of the �rst and the second users correspondingly. Thus, this public key-
agreement scheme performs correctly, however estimating its security is currently
an open problem that require individual study.

For the development of the post-quantum public key-agreement schemes one
can propose another form of the HDLP in which the connection between the pub-
lic and private keys is complicated by introducing the additional masking element
of the private key, which represents the unit element L selected at random from
the set of the global left-sided units. The element L is used in the formula for
calculating the public key as the rightmost operand, therefore the value L signi�-
cantly in�uences the value Y. The proposed form of the HDLP is described by the
following formula for computing the public key:

Y = Bt ◦Nx ◦At ◦ L =
(
Bt ◦N ◦At

)x ◦ L,
where the integers t and x and the vector L represent three elements of the corre-
sponding private key. One can easily show that the public keys represented in the
last form also provide possibility of the public key-agreement. Investigation of the
security of such modi�ed public key-agreement scheme also is an open problem for
independent study.
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The idea of using the modi�cations of the multiplication operation as elements
of the private key in the public-key cryptoschemes represents special interest. For
example, such key operations can be used as additional masking operations for set-
ting novel forms of the HDLP in the FNAAs with parametrizable multiplication
operation with mutual associativity of all pairs of the modi�cations of the multipli-
cation operation. In future research we will pay signi�cant attention to the design
of the public-key cryptoschemes in which the modi�cations of the multiplication
operation are used as the elements of private key.

7. Conclusion

The proposed uni�ed method for de�ning FNAAs provides possibility to set a
class of algebras every one of which contains a large set global left sided units.
The method is implemented in two versions that are described by formulas (5)
and (6) relating to even and odd value of the parameter d correspondingly. In
the case of even values d there are set FNAAs with parametrizable multiplication
operation characterized in that all pairs of the modi�cations of the multiplication
operation are mutually associative. This subclass of algebras is very attractive as
algebraic support of the public-key cryptoschemes in which the modi�cations of
the multiplication operation are used as elements of the private key. However, the
design of the cryptoschemes of such type is a task of individual research.

In general case the FNAAs containing a large set of the global left-sided units
can be applied as algebraic support of the HDLP-based public-key cryptoschemes
and new forms of the HDLP characterized in using the homomorphism-map oper-
ations of the ψ-type and ϕ-type as masking operations. Estimation of the security
of the cryptoschemes of the last type to quantum attacks represents an attractive
task of independent work.
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Semirings which are distributive lattices

of weakly left k-Archimedean semirings

Tapas Kumar Mondal

Abstract. We introduce a binary relation
l−→ on a semiring S, and generalize the notion

of left k-Archimedean semirings and introduce weakly left k-Archimedean semirings, via the

relation
l−→. We also characterize the semirings which are distributive lattices of weakly left

k-Archimedean semirings.

1. Introduction

The notion of the semirings was introduced by Vandiver [12] in 1934. The underly-
ing algebra in idempotent analysis [6] is a semiring. Recently idempotent analysis
have been used in theoretical physics, optimization etc., various applications in
theoretical computer science and algorithm theory [5, 7]. Though the idempotent
semirings have been studied by many authors like Monico [8], Sen and Bhuniya [11]
and others as a (2, 2) algebraic structure, idempotent semirings are far di�erent
from the semirings whose multiplicative reduct is just a semigroup and additive
reduct is a semilattice. So for better understanding about the abstract features
of the particular semirings Rmax(Maslov's dequantization semiring), Max-Plus al-
gebra, syntactic semirings we need a separate attention to the semirings whose
additive reduct is a semilattice. From the algebraic point of view while studying
the structure of semigroups, semilattice decomposition of semigroups, an elegant
technique, was �rst de�ned and studied by Cli�ord [4]. This motivated Bhuniya
and Mondal to study on the structure of semirings whose additive reduct is a semi-
lattice [1, 2, 9, 10]. In [1], Bhuniya and Mondal studied the structure of semirings
with a semilattice additive reduct. There, the description of the least distributive
lattice congruence on such semirings was given. In [10], Mondal and Bhuniya gave
the distributive lattice decompositions of the semirings into left k-Archimedean
semirings. In this paper we generalize the notion of left k-Archimedean semir-
ings introducing weakly left k-Archimedean semirings, analogous to the notion of
weakly left k-Archimedean semigroups [3] and characterize the semirings which

2010 Mathematics Subject Classi�cation: 16Y60
Keywords: left k-Archimedean semiring; weakly left k-Archimedean semiring; distributive
lattice; distributive lattices of left k-Archimedean semirings; distributive lattices of weakly
left k-Archimedean semirings.
The work is �nancially supported by UGC(ERO) under Minor Research Project No. F.
PSW-120/11-12(ERO), India.
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are distributive lattices of weakly left k-Archimedean semirings.

The preliminaries and prerequisites for this article has been discussed in section
2. In section 3 we introduce the notion of weakly left k-Archimedean semirings.
We give a su�cient condition for a semiring S to be weakly left k-Archimedean

in terms of a binary relation
l−→ on S. We also give a condition under which a

weakly left k-Archimedean semiring becomes a left k-Archimedean semiring. In
section 4 we characterize the semirings which are distributive lattices of weakly
left k-Archimedean semirings.

2. Preliminaries and prerequisites

A semiring (S,+, ·) is an algebra with two binary operations + and · such that
both the additive reduct (S,+) and the multiplicative reduct (S, ·) are semigroups
and such that the following distributive laws hold:

x(y + z) = xy + xz and (x+ y)z = xz + yz.

Thus the semirings can be viewed as a common generalization of both rings and
distributive lattices. A band is a semigroup F in which every element is an idem-
potent. Moreover if it is commutative, then F is called a semilattice. Throughout
the paper, unless otherwise stated, S is always a semiring with semilattice additive
reduct.

Every distributive lattice D can be regarded as a semiring (D,+, ·) such that
both the additive reduct (D,+) and the multiplicative reduct (D, ·) are semilattices
together with the absorptive law:

x+ xy = x for all x, y ∈ S.

An equivalence relation ρ on S is called a congruence relation if it is compatible
with both the addition and multiplication, i.e., for a, b, c ∈ S, aρb implies (a +
c)ρ(b + c), acρbc and caρcb. A congruence relation ρ on S is called a distributive
lattice congruence on S if the quotient semiring S/ρ is a distributive lattice. Let
C be a class of semirings which we call C-semirings. A semiring S is called a
distributive lattice of C-semirings if there exists a congruence ρ on S such that
S/ρ is a distributive lattice and each ρ-class is a semiring in C.

Let S be a semiring and φ 6= A ⊆ S. Then the k-closure of A is de�ned by
A = {x ∈ S | x+ a1 = a2 for some ai ∈ A} = {x ∈ S | x+ a = a for some a ∈ A},
and the k-radical of A by

√
A = {x ∈ S | (∃ n ∈ N) xn ∈ A}. Then A ⊆

√
A by

de�nition, and A ⊆ A since (S,+) is a semilattice. A non empty subset L of S is
called a left (resp. right) ideal of S if L+ L ⊆ L, and SL ⊆ L (resp. LS ⊆ L). A
non empty subset I of S is called an ideal of S if it is both left and a right ideal
of S. An ideal (resp. left ideal) A of S is called a k-ideal (left k-ideal) of S if and
only if A = A.
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Lemma 2.1. (cf. [1]) Let S be a semiring.

(a) For a, b ∈ S the following statements are equivalent

(i) There are si, ti ∈ S such that b+ s1at1 = s2at2.

(ii) There are s, t ∈ S such that b+ sat = sat.

(iii) There is x ∈ S such that b+ xax = xax.

(b) If a, b, c ∈ S such that b+ xax = xax and c+ yay = yay for some x, y ∈ S,
then there is z ∈ S such that b+ zaz = zaz = c+ zaz.

(c) If a, b, c ∈ S such that c+ xax = xax and c+ yby = yby for some x, y ∈ S,
then there is z ∈ S such that c+ zaz = zaz and c+ zbz = zbz.

Lemma 2.2. (cf. [1]) For a semiring S and a, b ∈ S the following statements

hold.

1. SaS is a k-ideal of S.

2.
√
SaS =

√
SaS.

3. bm ∈
√
SaS for some m ∈ N⇔ bk ∈

√
SaS for all k ∈ N.

Lemma 2.3. (cf. [10]) Let S be a semiring.

(a) For a, b ∈ S the following statements are equivalent:

(i) there are si ∈ S such that b+ s1a = s2a,

(ii) there are s ∈ S such that b+ sa = sa.

(b) If a, b, c ∈ S such that c+ xa = xa and d+ yb = yb for some x, y ∈ S, then
there is some z ∈ S such that c+ za = za and d+ zb = zb.

Theorem 2.4. (cf. [10]) The following conditions on a semiring S are equivalent:

1. S is a distributive lattice of left k-Archimedean semirings,

2. for all a, b ∈ S, b ∈ SaS implies that b ∈
√
Sa,

3. for all a, b ∈ S, ab ∈
√
Sa,

4.
√
L is a k-ideal of S, for every left k-ideal L of S,

5.
√
Sa is a k-ideal of S, for all a ∈ S,

6. for all a, b ∈ S,
√
Sab =

√
Sa ∩

√
Sb.
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3. Weakly left k-Archimedean semirings

In [1], Bhuniya and Mondal studied the structure of semirings, and during this
they gave the description of the least distributive lattice congruence on a semiring
S stem from the divisibility relation de�ned by: for a, b ∈ S, a|b⇐⇒ b ∈ SaS,

a −→ b ⇐⇒ b ∈
√
SaS ⇐⇒ bn ∈ SaS for some n ∈ N.

Thus it follows from the Lemma 2.1, a −→ b ⇐⇒ bn + xax = xax, for some n ∈
N and x ∈ S.

In this section we introduce the relation
l−→(left analogue of −→) on a semiring

S, the notion of weakly left k-Archimedean semirings and study them.

Proposition 3.1. Let S be a semiring. Then Sa is a left k-ideal of S for every

a ∈ S.

Proof. For b, c ∈ Sa, there is x ∈ S such that b+xa = xa = c+xa, by Lemma 2.3.
This implies (b + c) + xa = xa, i.e., b + c ∈ Sa. Moreover, for any s ∈ S we get

sb+sxa = sxa, and so sb ∈ Sa. For u ∈ Sa there is some b ∈ Sa such that u+b = b.
Using again b+xa = xa for some x ∈ S, we get u+xa = u+ b+xa = b+xa = xa,

i.e., u ∈ Sa. So Sa = Sa is a left k-ideal of S.

Now we introduce the relation
l−→ on a semiring S as a generalization of the

division relation |l, and they are given by: for a, b ∈ S, a |l b⇐⇒ b ∈ Sa,

a
l−→ b ⇐⇒ b ∈

√
Sa ⇐⇒ bn ∈ Sa for some n ∈ N.

Thus a
l−→ b if there exist some n ∈ N and x ∈ S such that bn + xa = xa, by

Lemma 2.3.
In [10], Mondal and Bhuniya de�ned left k-Archimedean semirings as: A

semiring S is called left k-Archimedean if for all a ∈ S, S =
√
Sa. For example,

let A = { 12 ,
1
3 ,

1
4 , . . .}, de�ne + and · on S = A×A by: for all (a, b), (c, d) ∈ S

(a, b) + (c, d) = (max{a, c},max{b, d}), (a, b) · (c, d) = (ac, b).

Then (S,+, ·) is a left k-Archimedean semiring.
We now introduce a more general notion:

A semiring S will be called weakly left k-Archimedean if ab
l−→ b, for all

a, b ∈ S.

Example 3.2. Let A = { 12 ,
1
3 ,

1
4 , . . .}, de�ne + and · on S = A × A by: for all

(a, b), (c, d) ∈ S

(a, b) + (c, d) = (max{a, c},max{b, d}), (a, b) · (c, d) = (ac, d).



Weakly left k-Archimedean semirings 313

Then (S,+, ·) is a weakly left k-Archimedean semiring. Now let (a, 12 ), (c,
1
3 ) ∈ S.

If possible, let there exist n ∈ N and (x, y) ∈ S satisfying (a, 12 )
n + (x, y) · (c, 13 ) =

(x, y) · (c, 13 ). This implies (an, 12 ) + (xc, 13 ) = (xc, 13 ) so that max{an, xc} =
xc, max{ 12 ,

1
3} = 1

3 , which is not possible. Consequently, (S,+, ·) is not a left
k-Archimedean semiring.

Here we see that the relation
l−→ is not symmetric on a semiring S in general.

For, consider the Example 3.2, there (a, 12 )
l−→ (c, 13 ) but not (c, 13 )

l−→ (a, 12 ).
Although, the semiring S is weakly left k-Archimedean. Now, in the following

proposition we show that if the relation
l−→ is symmetric on a semiring S, then S

is weakly left k-Archimedean.

Proposition 3.3. A semiring S is weakly left k-Archimedean if the relation
l−→

is symmetric on S.

Proof. Let
l−→ is a symmetric relation on S and a, b ∈ S. Now ab ∈ Sb implies

that b
l−→ ab and so ab

l−→ b, by symmetry of
l−→ on S. Thus S is weakly left

k-Archimedean.

Thus the condition of symmetry of
l−→ is only su�cient for a semiring S to be

weakly left k-Archimedean, not necessary. Let S be a left k-Archimedean semiring,
and a, b ∈ S. Then b ∈

√
Sa implies that bn + sa = sa for some n ∈ N and s ∈ S.

Multiplying b on both sides on the right we get bn+1 + sab = sab. This yields

ab
l−→ b so that S is a weakly left k-Archimedean semiring. Thus we have the

following proposition:

Proposition 3.4. Every left k-Archimedean semiring S is a weakly left k-Archime-

dean semiring.

Here in the following proposition we �nd a condition for which the converse
holds:

Proposition 3.5. Let S be a semiring, and ab ∈
√
Sa, for all a, b ∈ S hold. Then

S is left k-Archimedean semiring if it is weakly left k-Archimedean.

Proof. Let a, b ∈ S. Then ba
l−→ a, whence by Lemma 2.3, there are n ∈ N and

s ∈ S such that an + sba = sba. Again by hypothesis, there are m ∈ N and t ∈ S
such that (sba)m + tsb = tsb. Now am + sba = sba implies that anm + (sba)m =
(sba)m. Adding tsb on both sides we get anm+[(sba)m+ tsb] = [(sba)m+ tsb], i.e.
anm + tsb = tsb ∈ Sb. So a ∈

√
Sb. Thus S is a left k-Archimedean semiring.

Now, by Theorem 2.4, we see that a weakly left k-Archimedean semiring will
be a left k-Archimedean semiring if it is a distributive lattice of left k-Archimedean
semirings.
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4. Lattices of weakly left k-Archimedean semirings

In this section we characterize the semirings which are distributive lattices of
weakly left k-Archimedean semirings. A semiring S is called a distributive lattice

of weakly left k-Archimedean semirings if there exists a congruence ρ on S such
that S/ρ is a distributive lattice and each ρ-class is a weakly left k-Archimedean
semiring.

Lemma 4.1. Suppose S is a distributive lattice D of subsemirings Sα, α ∈ D.
Then a, b ∈ Sα, α ∈ D, then a

l−→ b in S implies that a
l−→ b in Sα.

Proof. Let ρ be a distributive lattice congruence on S so that S is a distributive

lattice D of subsemirings Sα, α ∈ D. Let a
l−→ b. Then bn + xa = xa for some

n ∈ N, x ∈ S. Let x ∈ Sβ , β ∈ D. Now bn+1 + bxa = bxa, and so bρ(b +
bxa)ρ(bn+1 + bxa) = bxaρabx, i.e., bρabx. This implies α = ααβ = αβ, since D is
a distributive lattice. Now bn+1 + bxa = bxa ∈ Sαβa = Sαa so that bn+1 ∈ Sαa.
Consequently, a

l−→ b in Sα.

Now we are in a position to present the main result of this paper. Here we char-
acterize the semirings which are distributive lattices of weakly left k-Archimedean
semirings.

Theorem 4.2. The following conditions are equivalent on a semiring S:

(1) S is a distributive lattice of weakly left k-Archimedean semirings,

(2) for all a, b ∈ S, a −→ b⇒ ab
l−→ b.

Proof. (1) ⇒ (2). Let S be a distributive lattice D = S/ρ of weakly left k-
Archimedean semirings Sα, α ∈ D, ρ being the corresponding distributive lattice
congruence. Let a, b ∈ S such that a −→ b so that there are n ∈ N and s ∈ S
such that bn + sas = sas, by Lemma 2.1. Also there are α, β ∈ D such that
a ∈ Sα, b ∈ Sβ . Now (b + sas)ρ(bn + sas) = sasρas2. So bρ(b2 + bsas)ρbas2,
which implies bρ(b + ba)ρ(bas2 + ba)ρba and thus ba ∈ Sβ . Since Sβ is a weakly

left k-Archimedean semiring, bn ∈ Sβbab ⊆ Sab for some n ∈ N yielding ab
l−→ b.

(2) ⇒ (1). By Lemma 2.2, for a, b ∈ S, (ab)2 ∈ SaS implies that a −→ ab.

So by hypothesis, a2b = a(ab)
l−→ (ab). This shows that (ab)n ∈ Sa2b ⊆ Sa2S,

for some n ∈ N. Then by Theorem 4.3[1], S is a distributive lattice(D = S/η)
of k-Archimedean semirings Sα, α ∈ D, where η is the least distributive lattice

congruence on S. Let a, b ∈ Sα. Then a −→ b and so ab
l−→ b in S. Then by

Lemma 4.1, one gets ab
l−→ b in Sα. Thus Sα is weakly left k-Archimedean.

Now we give an example of a semiring which is a distributive lattice of left k-
Archimedean semirings, whence a distributive lattice of weakly left k-Archimedean
semirings.
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Example 4.3. Consider the set N of all natural numbers, and de�ne + and · on
S = N× N by: for all (a, b), (c, d) ∈ S

(a, b) + (c, d) = (min{a, c},min{b, d}), (a, b) · (c, d) = (ac, b).

Then S is a distributive lattice of left k-Archimedean semirings.

Example 4.4. Consider the set N of all natural numbers, and de�ne + and · on
S = N× N by: for all (a, b), (c, d) ∈ S

(a, b) + (c, d) = (min{a, c},min{b, d}), (a, b) · (c, d) = (ac, d).

Then S is a distributive lattice of weakly left k-Archimedean semirings. But S is
not a distributive lattice of left k-Archimedean semirings. Indeed, for (1, 2), (2, 2) ∈
S suppose there exist n ∈ N and (x, y) ∈ S satisfying [(1, 2) · (2, 1)]n + (x, y) ·
(1, 2) = (x, y) · (1, 2). This implies (2n, 1) + (x, 2) = (x, 2), i.e. min{2n, x} = x,
min{1, 2} = 2. The last equality is absurd.

References

[1] A.K. Bhuniya and T.K. Mondal, Distributive lattice decompositions of semirings

with a semilattice additive reduct, Semigroup Forum, 80 (2010), 293− 301.

[2] A.K. Bhuniya and T.K. Mondal, On the least distributive lattice congruence

on a semiring with a semilattice additive reduct, Acta Math. Hungar., 147 (2015),
189− 204.

[3] S. Bogdanovi¢ and M. �iri¢, Semilattices of weakly left Archimedean semigroups,
Filomat(Ni±), 9 (1995), 603− 610.

[4] A.H. Cli�ord, Semigroups admitting relative inverses. Ann. Math., 42 (1941),
1037− 1049.

[5] U. Hebisch and H.J. Weinert, Semirings: Algebraic theory and applications in

computer science, World Scienti�c, (Singapore, 1998).

[6] G.L. Litvinov, V.P. Maslov and G.B. Shpiz, Idempotent functional analysis:

An algebraic approach. arXiv:math/0009128v2.

[7] G.L. Litvinov and V.P. Maslov, The correspondence principle for idempotent

calculus and some computer applications. Idempotency, Publ. Nerwton Inst., 11
(1998), 420− 443.

[8] C. Monico On �nite congruence-simple semirings, J. Algebra, 271 (2004), 846 −
854.

[9] T.K. Mondal and A.K. Bhuniya, On k-radicals of Green's relations in semirings

with a semilattice additive reduct, Discuss. Math., General Algebra Appl., 33 (2013),
85− 93.

[10] T.K. Mondal and A.K. Bhuniya, On distributive lattices of left k-Archimedean

semirings, Mathematica (Cluj), in print.



316 T. K. Mondal

[11] M.K. Sen and A.K. Bhuniya, On semirings whose additive reduct is a semilattice,
Semigroup Forum, 82 (2011), 131− 140.

[12] H.S. Vandiver, Note on a simple type of algebra in which the cancellation law of

addition does not hold, Bull. Amer. Math. Soc., 40 (1934), 914− 920.

Received May 04, 2019
Department of Mathematics
Dr. Bhupendra Nath Dutta Smriti Mahavidyalaya
Hatgobindapur � 713407
Purba Bardhaman, West Bengal
India
E-mail: tapumondal@gmail.com



Quasigroups and Related Systems 27 (2019), 317− 324

Means compatible with semigroup laws

Ranganathan Padmanabhan and Alok Shukla

Abstract. A binary mean operation m(x, y) is said to be compatible with a semigroup law ∗, if ∗
satis�es the Gauss' functional equation m(x, y) ∗m(x, y) = x ∗ y for all x, y. Thus the arithmetic

mean is compatible with the group addition in the set of real numbers, while the geometric

mean is compatible with the group multiplication in the set of all positive real numbers. Using

one of the Jacobi theta functions, Tanimoto [6], [7] has constructed a novel binary operation ∗
compatible with the arithmetico-geometric mean agm(x, y) of Gauss. Tanimoto shows that it is

only a loop operation, but not associative. A natural question is to ask if there exists a group law

∗ compatible with arithmetic-geometric mean. In this paper we prove that there is no semigroup

law compatible with agm and hence, in particular, no group law either. Among other things,

this explains why Tanimoto's operation ∗ using theta functions must be non-associative.

1. Introduction

Gauss discovered the arithmetico-geometric mean (agm) at the age of 15. Starting
with two positive real numbers x and y, Gauss considered the sequences {xn} and
{yn} of arithmetic and geometric means

x0 = x, y0 = y, xn =
xn−1 + yn−1

2
, yn =

√
xn−1yn−1, for n > 1.

Then Gauss de�ned agm(x, y) to be the common limit of the sequences {xn} and
{yn}, i.e.,

agm(x, y) = lim
n→∞

xn = lim
n→∞

yn. (1)

For an engaging historical account on agm and its applications in mathematics
readers are referred to [1],[2].

In this paper, we ask if there exist a group law ∗, which is compatible with
agm. Before proceeding further we give some de�nitions relevant to this work.

De�nition 1.1 (See for example, [5]). Let S be a set equipped with a binary
operation m. It is said that m is a mean, if it satis�es the following

(M1) m(x, x) = x,

2010 Mathematics Subject Classi�cation: Primary: 20N05; Secondary: 26E60

Keywords: arithmetic mean, geometric mean, harmonic mean, arithmetic-geometric mean,
compatible group law, loops, medial law.
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(M2) m(x, y) = m(y, x),

(M3) m(x, y) = m(z, y) =⇒ x = z.

De�nition 1.2 (Compatibility of binary operations). Let S be a set equipped
with a binary mean operation m and another binary operation ∗. The binary
mean operation m, and the binary operation ∗, are said to be compatible with
each other, if m(x, y) ∗m(x, y) = x ∗ y for all x, y ∈ S.

Here we �nd conditions on the mean m which force any compatible operation
∗ to be a group operation.

Let AM(x, y) =
x+ y

2
be the arithmetic mean of x, y ∈ R with + being the

usual addition in R. Then clearly AM(x, y) + AM(x, y) = x + y, therefore, the
classical arithmetic mean AM(x, y) is compatible with the group law of + in R, in
the sense of De�nition 1.2. Similarly, the geometric mean GM is also compatible
with the group law of multiplication in positive reals. Similarly, it can be veri�ed

that the harmonic mean h(x, y) =
2xy

x+ y
is compatible with the semigroup law

x∗y =
xy

x+ y
. It is then natural to consider if there exists any such group operation

over R+, which is compatible with the arithmetic-geometric mean (agm) of Gauss.
In other words, we want to address the question, if there exists a group operation
∗, such that agm(x, y)∗agm(x, y) = x∗y. Using one of the Jacobi theta functions,
Shinji Tanimoto has successfully constructed a non-associative loop operation ?
(c.f. [6], [7], Sec. below) that is compatible with agm. However, no group law ∗
compatible with agm is known to exist. Indeed, we prove that no such group law
∗ can exist, which is compatible with agm.

1.1. A non-associative loop operation compatible with agm

Now we recall the binary operation ? introduced by S. Tanimoto in [6], [7].

De�nition 1.3 (Tanimoto, [6], [7]). For any two positive numbers x and y, choose
the unique q (−1 < q < 1) such that 1/agm(x, y) = θ2(q). Here, θ is one of the
Jacobi theta functions:

θ(q) =

+∞∑
n=−∞

qn
2

= 1 + 2

∞∑
n=1

qn
2

.

Then de�ne

x ? y = θ2(−q)/θ2(q). (2)

We also recall the following theorems from [7], which describe the properties
of the ? operation. We note that here variables x, y are positive real numbers.
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Theorem 1.4 (Tanimoto, [7]). The operation ? de�ned above satis�es the follow-

ing properties.

(A) 1 ? x = x for all x. Hence 1 is the unit element of the operation.

(B) x ? x = y ? y implies x = y.
(C) x ? y = agm(x, y) ? agm(x, y). Thus the mean with respect to the operation is

the agm.

Theorem 1.5 (Tanimoto, [7]). The operation ? satis�es the following algebraic

properties.

(D) a ? x = a ? y implies x = y (a cancellation law).
(E) (ax) ? (ay) = a ? (a(x ? y)) for any a, x, y (a distributive law).
(F ) If z = x ? y, then y = x(x−1 ? (x−1z)). In particular, the inverse of x with

respect to the operation is x(x−1 ? x−1).

Finally, we note that Tanimoto claims that the ? operation is not associative
(although, he does not give any example).

2. Main results

Now we are ready to prove our claim that there does not exist any group law ∗,
that is compatible with agm in the sense of the De�nition 1.2. In this direction,
�rst we prove the following theorem.

Theorem 2.1. Let m(x, y) and ∗ be two binary operations de�ned over a non-

empty set containing a distinguished element e such that

(M1) m(x, x) = x,

(M2) m(x, y) = m(y, x),

(M3) m(x, y) = m(z, y) =⇒ x = z,

(M4) m(x, y) ∗m(x, y) = x ∗ y. (Gauss' Functional Equation),

(M5) e ∗ x = x,

(M6) x ∗ x = y ∗ y =⇒ x = y.

Then m is medial, i.e., m(m(x, y),m(z, u)) = m(m(x, z),m(y, u)) if and only if

the ∗ operation is associative.

Before proving Theorem 2.1, we state and prove the following lemmas.

Lemma 2.2. Under the hypothesis (M1)-(M6) of Theorem 2.1, we have the fol-

lowing results.

(i) m(x, y) = m(e, x ∗ y),

(ii) x ∗ y = y ∗ x.
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Proof. The lemma follows from the following calculations.

(i). We have

m(x, y) ∗m(x, y) = x ∗ y (from (M4))

= e ∗ (x ∗ y) (from (M5))

= m(e, x ∗ y) ∗m(e, x ∗ y) (from (M4)).

Now the result follows from (M6).

(ii). x ∗ y = m(x, y) ∗m(x, y) = m(y, x) ∗m(y, x) = y ∗ x. �

Lemma 2.3. Assume the hypothesis (M1) − (M6) of Theorem 2.1. Also assume

either ∗ is associative, or m is medial. Then

m(x, e) ∗m(e, y) = m(x, y). (3)

Proof. First we assume that ∗ is associative. Then the desired conclusion follows
from the following calculation and (M6).

(m(x, e) ∗m(e, y)) ∗ (m(x, e) ∗m(e, y))

= m(x, e) ∗m(e, y) ∗m(x, e) ∗m(e, y) (from the associativity of ∗)
= m(x, e) ∗m(x, e) ∗m(e, y) ∗m(e, y) (from Lemma 2.2 (ii))

= (m(x, e) ∗m(x, e)) ∗ (m(e, y) ∗m(e, y)) (from the associativity of ∗)
= (x ∗ e) ∗ (e ∗ y) (from (M4))

= x ∗ y (from Lemma 2.2 ((ii) and (M5))

= m(x, y) ∗m(x, y) (from (M4))

Next we assume that m is medial, i.e.,

m(m(x, y),m(z, u)) = m(m(x, z),m(y, u)).

Then we have

m(m(x, y),m(z, u)) ∗m(m(x, y),m(z, u))

= m(m(x, z),m(y, u)) ∗m(m(x, z),m(y, u))

=⇒ m(x, y) ∗m(z, u) = m(x, z) ∗m(y, u) (from (M4)) (4)

=⇒ m(x, y) ∗m(e, e) = m(x, e) ∗m(y, e) (put z = u = e)

=⇒ m(x, y) ∗ e = m(x, e) ∗m(e, y) (from (M1) and (M2))

=⇒ m(x, y) = m(x, e) ∗m(e, y) (from (M5) and Lemma 2.2 (ii)) �
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Proof of Theorem 2.1. Assume that ∗ is associative. Then

m(m(x, y),m(z, u)) ∗m(m(x, y),m(z, u))

= m(x, y) ∗m(z, u) (from (M4))

= (m(x, e) ∗m(e, y)) ∗ (m(z, e) ∗m(e, u)) (from Lemma 2.3)

= m(x, e) ∗m(e, y) ∗m(z, e) ∗m(e, u) (from the associativity of ∗)
= m(x, e) ∗m(z, e) ∗m(e, y) ∗m(e, u) (from Lemma 2.2 (ii))

= m(x, e) ∗m(e, z) ∗m(y, e) ∗m(e, u) (from (M2))

= (m(x, e) ∗m(e, z)) ∗ (m(y, e) ∗m(e, u)) (from the associativity of ∗)
= m(x, z) ∗m(y, u) (from Lemma 2.3)

= m(m(x, z),m(y, u)) ∗m(m(x, z),m(y, u)) (from (M4)).

This proves one direction of the theorem, as (M6) now implies that m is medial,
i.e., m(m(x, y),m(z, u)) = m(m(x, z),m(y, u)).

Next to prove the other direction assume that

m(m(x, y),m(z, u)) = m(m(x, z),m(y, u)).

Then from (4) we have

m(x, y) ∗m(z, u) = m(x, u) ∗m(z, y).

For x = e, the above relation becomes

m(e, y) ∗m(z, u) = m(e, u) ∗m(z, y). (5)

Now,

m(e, y) ∗m(z, u) =m(e, y) ∗m(e, z ∗ u) (from Lemma 2.2 (i))

=m(y, e) ∗m(e, z ∗ u) (from (M2))

=m(y, z ∗ u) (from Lemma 2.3)

=m(e, y ∗ (z ∗ u)). (from Lemma 2.2 (i)) (6)

Similarly,

m(e, u) ∗m(z, y) = m(e, u ∗ (z ∗ y)). (7)

From (5), (6), and (7), we get

m(e, y ∗ (z ∗ u)) = m(e, u ∗ (z ∗ y)).

m(e, y ∗ (z ∗ u)) = m(e, u ∗ (z ∗ y))
=⇒ y ∗ (z ∗ u) = u ∗ (z ∗ y) (from (M3))

=⇒ y ∗ (z ∗ u) = u ∗ (y ∗ z) (from Lemma 2.2 (ii))

=⇒ y ∗ (z ∗ u) = (y ∗ z) ∗ u. (from Lemma 2.2 (ii))

This completes the proof. �
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Corollary 2.4 (of Theorem 2.1). There does not exist any group law ∗, that is
compatible with agm.

Proof. From the de�nition of agm, it is obvious that agm(x, x) = x and agm(x, y) =
agm(y, x). Further, if agm(x, y) = agm(x, z), then

agm(x, y) ? agm(x, y) = agm(x, z) ? agm(x, z) =⇒ x ? y = x ? z =⇒ y = z,

from Theorem 1.4 (C) and Theorem 1.5 (D). Therefore, agm is a mean opera-
tion in the sense of De�nition 1.1. It can be veri�ed from a direct numerical
computation that agm is not medial, for example agm(agm(1, 2), agm(3, 4)) 6=
agm(agm(1, 3), agm(2, 4)). But then, it means agm can not be compatible with
any ∗ operation which is associative and satis�es (M4) − (M6), otherwise Theo-
rem 2.1 will imply that agm is medial. Therefore, there can not exist any group
law ∗, that is compatible with agm.

Suppose for a meanm, ifm(m(x, y),m(x, z)) = m(x,m(y, z)), then the meanm
is said to be self-distributive. By an abuse of language, let us call a loop operation
∗ to be �self-distributive� if (x ∗ x) ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z). Theorem 2.5 given
below justi�es this. The connection between mediality and self-distributivity can
be found in [4] and references therein.

It is easy to see that in the above proofs, the full force of associativity (or,
for that matter the medial law) is not used. Indeed, `associativity' and `medial'
in Theorem 2.1, can be replaced by `∗-self-distributive' and `m-self-distributive',
respectively and the proof of the theorem still remains valid.

Theorem 2.5. For a mean m and a binary operation ∗ satisfying (M1)-(M6) of

Theorem 2.1, m is self-distributive, i.e., m(m(x, y),m(x, z)) = m(x,m(y, z)) if

and only if the ∗ operation is self-distributive.

One can easily verify (for example by using Mathematica) that

agm(agm(1, 2), agm(1, 3)) 6= agm(1, agm(2, 3)).

Hence, Gauss' Functional Equation for agm can not be solved even among self-
distributive loops.

Although, we have remarked earlier that the proof of Theorem 2.5 follows on
the same line as Theorem 2.1, we are enclosing an automated proof of this the-
orem by using Prover9 [3], in the Appendix, for readers interested in automated
reasoning.

Acknowledgments. We sincerely thank the referee for all the suggestions and
corrections which enhanced the presentation of the paper.

A computation using Mathematica shows 2.359575 = agm(agm(1, 2), agm(3, 4)) 6=
agm(agm(1, 3), agm(2, 4)) = 2.359305. Theorem 2.1, then implies that ? is not associative,
verifying Tanimoto`s unsupported claim.
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3. Appendix

∗-self-distributivity identity implies m-self-distributivity.

1 m(x,m(y,z)) = m(m(x,y),m(x,z)) # label(goal). [].

3 m(x,y) = m(y,x). [].

5 m(x,y) * m(x,y) = x * y. [].

6 x * x != y * y | x = y. [].

7 x * e = x. [].

8 (x * y) * (x * z) = (x * x) * (y * z). [].

9 m(m(c1,c2),m(c1,c3)) != m(c1,m(c2,c3)). [1].

10 m(c1,m(c2,c3)) != m(m(c1,c2),m(c1,c3)). [9].

15 m(x,y) * m(y,x) = y * x. [3,5].

16 x * y = y * x. [3,5,15].

17 x * y != z * z | m(x,y) = z. [5,6].

23 c1 * m(c2,c3) != m(c1,c2) * m(c1,c3). [6,10,5,5].

32 c1 * m(c3,c2) != m(c1,c2) * m(c1,c3). [3,23].

48 e * x = x. [16,7].

50 (x * y) * (z * x) = (x * x) * (y * z). [16,8].

79 c1 * m(c3,c2) != m(c2,c1) * m(c1,c3). [3,32].

130 m(e,x * x) = x. [17,48].

132 m(x * x,y * y) = x * y. [17,8].

160 m(e,x * y) = m(x,y). [5,130].

221 c1 * m(c3,c2) != m(c1,c3) * m(c2,c1). [16,79].

293 m(x * y,z * z) = m(x,y) * z. [5,132].

294 m(x * x,y * z) = x * m(y,z). [5,132].

662 m(x * y,z * x) = x * m(y,z). [50,160,160,294].

1706 m(x * y,z * u) = m(x,y) * m(z,u). [5,293].

1748 m(x,y) * m(z,x) = x * m(y,z). [662,1706].

1749 $F. [1748,221].

m-self-distributivity implies ∗-self-distributivity identity.

1 (x * y) * (x * z) = (x * x) * (y * z) # label(non_clause) # label(goal). [].

2 m(x,x) = x. [].

3 m(x,y) = m(y,x). [].

4 m(x,y) != m(z,y) | x = z. [].

5 m(x,y) * m(x,y) = x * y. [].

6 x * x != y * y | x = y. [].

7 x * e = x. [].

8 m(x,m(y,z)) = m(m(x,y),m(x,z)). [].

9 m(m(x,y),m(x,z)) = m(x,m(y,z)). [8].

10 (c1 * c2) * (c1 * c3) != (c1 * c1) * (c2 * c3). [1].

13 m(x,y) != m(z,x) | y = z. [3,4].

15 m(x,y) * m(y,x) = y * x. [3,5].

16 x * y = y * x. [3,5,15].

17 x * y != z * z | m(x,y) = z. [5,6].

22 m(x,y) * m(x,z) = x * m(y,z). [9,5,9,5].

24 e * x = x. [16,7].
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26 m(x,y) != m(x,z) | y = z. [3,13].

29 m(e,x * x) = x. [17,24].

33 x * x != y | m(e,y) = x. [24,17].

41 m(e,x) != y | y * y = x. [29,26].

55 x != y | y * y = x * x. [29,41].

56 m(e,x * y) = m(x,y). [33,22,2].

58 m(x * x,y) = x * m(e,y). [29,22,24].

68 m(x,e) != m(y,z) | y * z = x. [56,13].

74 m(x,y) * m(e,z) = m(x * y,z). [56,22,24].

79 m(x,y * y) = y * m(e,x). [58,3].

80 m(x * x,y) = x * m(y,e). [3,58].

99 m(x * x,y * z) = x * m(y,z). [56,58].

134 m(x,y * y) = y * m(x,e). [3,79].

153 m(x,x * y) = x * m(y,e). [80,22,22,2,3].

220 m(x * x,y) = m(x,x * y). [153,80].

225 m(x,y * y) = m(y,y * x). [153,134].

240 m(x,x * (y * z)) = x * m(y,z). [99,220].

338 x * (y * y) = y * (y * x). [55,225,22,2,22,2].

427 (x * x) * y = x * (x * y). [338,16].

448 (c1 * c2) * (c1 * c3) != c1 * (c1 * (c2 * c3)). [10,427].

504 m(c1 * c2,c1 * c3) != c1 * m(c2,c3). [68,448,3,56,240].

550 m(x,y) * m(z,u) = m(x * y,z * u). [56,74].

568 m(x * y,x * z) = x * m(y,z). [22,550].

569 $F. [568,504].
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