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On multiplicative conjugate loops

Shumaila Ambreen and Asif Ali

Abstract. The objective of this paper is twofold. Firstly to de�ne MC-loops and show that every
conjugate of subloops of such loops also are subloops Secondly to investigate various properties
of MC-loops and its relation with numerous other already existing loops, moreover number of
examples and counter examples are provided to make these relations more clearer.

1. Introduction

A loop L is an inverse property loop [2] if every x ∈ L has a unique two-sided
inverse, denoted by x−1, and if, for all x, y ∈ L the loop satis�es

x−1(xy) = y = (yx)x−1.

A loop L is said to be a conjugate loop [1] if it satis�es the following identity
x

(
yx−1

)
= (xy) x−1, for all x, y ∈ L. A loop is IP-conjugate [1] if it satis�es

inverse property and conjugate property. Smallest non-associative IP -conjugate
loop is of order 7.

Following [1], �exible C-loops are conjugate IP -loops. Every diassociative loop
is a conjugate IP -loop. Conjugate IP -loop L is commutative i� every element in
L is self conjugate.

An IP -conjugate loop L is called a multiplicative conjugate loop (MC-loop) i�
for all x, y, g ∈ L, we have

(xy)g = xgyg.

Proposition 1.1. An IP-conjugate loop L is MC-loop i� Tg(xy) = Tg(x)Tg(y)
for Tg ∈ INN(L).

Proof. Indeed,

(xy)g = xgyg ⇔ g−1(xy)g = (g−1.xg)(g−1.yg)
⇔ (xy)RgLg−1 = (x)RgLg−1 .(y)RgLg−1

⇔ (xy)RgL
−1
g = (x)RgL

−1
g .(y)RgL

−1
g because L is an IP -loop.

⇔ (xy)Tg = (x)Tg.(y)Tg
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2. Counting of multiplicative conjugate loops

In [8] J. Slaney and A. Ali enumerated IP -loops up to order 13 by using �nite
domain enumerator FINDER. Using that enumeration and our following GAP
code we have counted multiplicative conjugate loops.

function(L):=IsMCLoop
local x, y, z;

if not IsConjugateIPLoop(L) then return false;
for x in L do
for y in L do
for z in L do
if zˆ− 1 ∗ (x ∗ y) ∗ z <> (zˆ− 1 ∗ x ∗ z) ∗ (zˆ− 1 ∗ y ∗ z) then return false;
�;
od;od;od;
return true;
end;

Size IP Conjugate IP MC

7 2 1 1

8 8 0 0

9 7 0 0

10 47 7 6

11 49 3 3

12 2684 27 17

13 10600 16 10

Number of IP, conjugate IP and MC-loops of order n = 7, . . . , 13.

Example 2.1. The smallest non-associative MC-loop has the form.

. 1 2 3 4 5 6 7

1 1 2 3 4 5 6 7
2 2 3 1 6 7 5 4
3 3 1 2 7 6 4 5
4 4 7 6 5 1 2 3
5 5 6 7 1 4 3 2
6 6 4 5 3 2 7 1
7 7 5 4 2 3 1 6

3. Properties of MC-loops

We start with the following obvious lemma.

Lemma 3.1. In an MC-loop L every T ∈ INN(L) is pseudo-automorphism with

companion 1.

Theorem 3.2. The nucleus of an MC-loop L is a normal subloop.



On multiplicative conjugate loops 3

Proof. As L is MC-loop so L is also an IP -loop. Moreover let T : L → L be
pseudo-automorphism as described in Lemma 3.1. The restriction of a pseudo-
automorphism T from Lemma 3.1 T to the nucleus N of L is an automorphism of
N. Hence aN = Na for all a ∈ L and N(xy) = (Nx)y, (xy)N = x(yN) from the
de�nition of a nucleus.

Theorem 3.3. A homomorphic image of an MC-loop is an MC-loop.

Proof. Obvious.

Proposition 3.4. If L is an MC-loop, then [xy, zy] = [x, z]y for all x, y, z ∈ L.

Proof. Indeed,

[xy, zy] = (xy)−1(zy)−1 · xyzy = (x−1)y(z−1)y · xyzy

= (x−1z−1)y · (xyzy) = (x−1z−1 · xz)y = [x, z]y.

Theorem 3.5. Let L be an MC-loop, then [L,L] = 〈[x, y];x, y ∈ L〉 is a weak

normal subloop of L.

Proof. In fact, we have [L,L]l = [Ll, Ll] = [L,L] for every l ∈ L.

Theorem 3.6. If L is an MC-loop and H 6 L, then Hx = {x−1hx : ∀h ∈ H} is

a subloop of L.

Proof. For x ∈ L and a, b ∈ Hx, there exists h1, h2 ∈ H such that a = x−1h1x and
b = x−1h2x. Thus, ab = (x−1h1x)(x−1h2x) = hx

1hx
2 = (h1h2)x ∈ Hx. Analogously,

a−1 = (x−1hx)−1 = x−1h−1x = (h−1)x ∈ Hx. Thus, Hx 6 L.

Theorem 3.7. In an MC-loop the conjugate of a maximal subloop is also maximal.

Proof. Let M be a maximal subloop of an MC-loop L. Then Mg is its conjugate
subloop. If there is a subloop H such that Mg 6 H 6 L, then M 6 Hg−1

6 Lg−1
.

Hence, M 6 Hg−1
6 L which is a contradiction. So, M is maximal.

Recall that an intersection of all maximal subloops is again a subloop. It is
known as the Frattini subloop. For a loop L, the Frattini subloop is denoted by
Φ(L).

Theorem 3.8. If L is an MC-loop, then Φ(L) is a weak normal in L.

Proof. Let {Mi : i ∈ I} be the family of all maximal subloops of L and Φ(L) =
∩i∈IMi. Then x ∈ Φ(L) implies xg ∈ Φ(L) for all g ∈ L. Hence, Φ(L) is weakly
normal in L.

The subloop generated by all the nilpotent normal subloops of L is called the
Fitting subloop of L and is denoted by Fit(L). Below we prove that in MC-loops
it is normal.
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Lemma 3.9. If M and N be normal subloops of an MC-loop L, then the product

MN = {mn : m ∈ M,n ∈ N} is also a normal subloop of L.

Proof. Let L be an MC-loop and M,N be its two normal subloops. Then for any
m ∈ M , n ∈ N and l ∈ L we have (mn)l = mlnl ∈ MN. Moreover,

(mn · y)z = (m(n1y))z = m1(n1y · z) = m1(n2 · yz) = m2n2(yz).

Similarly, we can prove that (yz)(MN) = y(z(MN). Hence, MN is normal.

Remark 3.10. It can be shown by induction that the product of a �nite family
of normal subloops of any MC-loop is its normal subloop.

Theorem 3.11. If L be an MC-loop, then Fit(L) is normal in L.

Proof. Let Fit(L) = 〈N1, N2, N3, . . . , Nm〉, where all N1, N2, . . . , Nm are nilpotent
normal subloops of L. Since, all subloops are normal therefore we can express
Fit(L) alternatively as, Fit(L) = N1N2 · · ·Nm. This completes the proof.

Theorem 3.12. In an MC-loop the centralizer of any its non-empty subset is a

subloop.

Proof. The centralizer of X has the form CL(X) = {a ∈ L : ax = xa ,∀ x ∈ X}.
Let a, b ∈ CL(X) and x ∈ X,then

(ab)x = x(x−1(ab.x)) = x(ab)x = x(axbx) = x(ab),

which implies ab ∈ CL(X). Now, for b ∈ CL(X) we have bx = xb. Thus, b−1xb = x.
Hence, x = b(b−1xb)b−1 = bxb−1, i.e., b−1x = xb−1. So, b−1 ∈ CL(X).

Corollary 3.13. The commutant C(L) of an MC-loop L is its subloop.

Corollary 3.14. Let L1, L2 be a subloop of a MC-loop L. If L = L1 × L2, then

C(L) = C(L1)× C(L2).

The following fact is obvious.

Proposition 3.15. For an MC-loop L the map δx : L → L de�ned by (a)δx =
x−1ax is its automorphism.

4. Relation of MC-loops with other loops

In this section we describe connections of MC-loops with other types of loops.
The following fact is well known but we give a short proof of this fact.

Theorem 4.1. Every commutative IP-loop L is an MC-loop.
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Proof. Let L be an arbitrary commutative IP -loop. Then for all x, x−1, y ∈ L we
have x−1 · yx = x−1 · xy = x−1x · y = y. On the other hand, x−1y · x = yx−1 · x =
y · x−1x = y. Hence, we get x−1 · yx = x−1y · x. So, L is an IP -conjugate loop.

Moreover, xgyg = (g−1·xg)(g−1·yg) = (g−1·gx)(g−1·gy) = (g−1g·x)(g−1g·y) =
xy and (xy)g = g−1.(xy)g = g−1.g(xy) = (g−1g)(xy) = xy. So, (xy)g = xgyg.

Hence, L is an MC-loop.

Corollary 4.2. Every Steiner loop, every commutative C-loop and every commu-

tative Moufang loop are MC-loops but the converse is not true.

Example 4.3. The following loop

. 1 2 3 4 5 6 7 8 9 10 11 12

1 1 2 3 4 5 6 7 8 9 10 11 12
2 2 1 4 3 6 5 8 7 12 11 10 9
3 3 6 5 2 1 4 9 10 11 12 7 8
4 4 5 6 1 2 3 10 9 8 7 12 11
5 5 4 1 6 3 2 11 12 7 8 9 10
6 6 3 2 5 4 1 12 11 10 9 8 7
7 7 8 11 10 9 12 1 2 5 4 3 6
8 8 7 12 9 10 11 2 1 4 5 6 3
9 9 12 7 8 11 10 3 4 1 6 5 2
10 10 11 8 7 12 9 4 3 6 1 2 5
11 11 10 9 12 7 8 5 6 3 2 1 4
12 12 9 10 11 8 7 6 5 2 3 4 1

is a noncommutative Moufang loop which is not an MC-loop since (xy)g = xgyg

is not true for x = 2, y = 3 and g = 7.

Example 4.4. This is a non-commutative C-loop which is not an MC-loop.

. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
2 2 1 5 6 3 4 8 7 10 9 16 14 15 12 13 11
3 3 8 1 7 6 5 4 2 11 13 9 15 10 16 12 14
4 4 6 7 1 8 2 3 5 12 14 15 9 16 10 11 13
5 5 7 2 8 4 3 6 1 13 11 14 16 12 15 10 9
6 6 4 8 2 7 1 5 3 14 12 13 10 11 9 16 15
7 7 5 4 3 2 8 1 6 15 16 12 11 14 13 9 10
8 8 3 6 5 1 7 2 4 16 15 10 13 9 11 14 12
9 9 10 11 12 16 14 15 13 1 2 3 4 8 6 7 5
10 10 9 13 14 15 12 16 11 2 1 8 6 3 4 5 7
11 11 16 9 15 10 13 12 14 3 5 1 7 6 8 4 2
12 12 14 15 9 13 10 11 16 4 6 7 1 5 2 3 8
13 13 15 10 16 9 11 14 12 5 3 6 8 1 7 2 4
14 14 12 16 10 11 9 13 15 6 4 5 2 7 1 8 3
15 15 13 12 11 14 16 9 10 7 8 4 3 2 5 1 6
16 16 11 14 13 12 15 10 9 8 7 2 5 4 3 6 1

It is not an MC-loop because (2.3)9 6= 2939.
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Example 4.5. Consider the following commutative loop.

· 1 2 3 4 5 6 7 8 9 10

1 1 2 3 4 5 6 7 8 9 10
2 2 1 4 3 6 5 8 7 10 9
3 3 4 1 2 7 9 5 10 6 8
4 4 3 2 1 10 8 9 6 7 5
5 5 6 7 10 1 2 3 9 8 4
6 6 5 9 8 2 1 10 4 3 7
7 7 8 5 9 3 10 1 2 4 6
8 8 7 10 6 9 4 2 1 5 3
9 9 10 6 7 8 3 4 5 1 2
10 10 9 8 5 4 7 6 3 2 1

It is a commutative MC-loop but not C-loop.

Since in MC-loops the inverses are unique, we will use unique inverses instead
of right or left inverses.

Theorem 4.6. An MC-loop is a group i� it is conjugacy closed loop (CC loop).

Proof. If L is a CC-loop, then

x(yz) = (x · yz)(x−1x) = ((x · yz)x−1)x = (yz)x−1
· x = (yx−1

· zx−1
)x

= (yx−1
· x)(x−1(zx−1

· x)) = (xyx−1 · x)(x−1(xzx−1 · x)) = (xy)z.

Hence, L is a group. The converse statement is obvious.

Corollary 4.7. An MC-loop is a group i� it is an extra loop.

Proof. Since every extra loop is a conjugacy closed loop so the corollary follows
from the last theorem.

Theorem 4.8. Every MC-loop is three power associative.

Proof. Every MC-loop is conjugate IP -loop. Every conjugate IP loop is �exible.
Flexible loops are always three power associative. Hence, MC-loop is three power
associative.

Example 4.9. This loop

· 1 2 3 4 5

1 1 2 3 4 5
2 2 1 5 3 4
3 3 4 1 5 2
4 4 5 2 1 3
5 5 3 4 2 1

is three power associative but it is not an MC-loop.
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Example 4.10. Consider the following multiplicative conjugate loop.

· 1 2 3 4 5 6 7 8 9 10 11 12

1 1 2 3 4 5 6 7 8 9 10 11 12
2 2 1 4 3 6 5 8 7 11 12 9 10
3 3 4 1 2 9 11 10 12 5 7 6 8
4 4 3 2 1 11 9 12 10 6 8 5 7
5 5 6 10 12 1 2 9 11 7 3 8 4
6 6 5 12 10 2 1 11 9 8 4 7 3
7 7 8 9 11 10 12 1 2 3 5 4 6
8 8 7 11 9 12 10 2 1 4 6 3 5
9 9 11 7 8 3 4 5 6 12 1 10 2
10 10 12 5 6 7 8 3 4 1 11 2 9
11 11 9 8 7 4 3 6 5 10 2 12 1
12 12 10 6 5 8 7 4 3 2 9 1 11

It is neither diassociative nor alternative loop.

The above example shows that "Moufang theorem" is not always applicable in
MC-loops. Indeed, in the above loop

11(6.12) = (11.6)12.

But the subloop < 11, 6, 12 > is a loop which is not associative. From this, we
can conclude that in MC-loops three elements associate with each other generata
a subloop which is not a group, in general.

Example 4.11. This loop is a multiplicative conjugate loop but it is not power
associative.

· 1 2 3 4 5 6 7 8 9 10

1 1 2 3 4 5 6 7 8 9 10
2 2 1 5 6 3 4 9 10 7 8
3 3 5 7 1 9 2 10 4 8 6
4 4 6 1 8 2 10 3 9 5 7
5 5 3 9 2 8 1 6 7 10 4
6 6 4 2 10 1 7 8 5 3 9
7 7 9 10 3 6 8 5 1 4 2
8 8 10 4 9 7 5 1 6 2 3
9 9 7 8 5 10 3 4 2 6 1
10 10 8 6 7 4 9 2 3 1 5

Indeed, the subloop 〈3〉 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} is not associative.

Power associative loops are not MC-loop because Moufang loops are power
associative but not MC-loop.

The relationship of MC-loops with other loops is illustrated by the following
diagram.
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HvMV-algebras, I

Mahmood Bakhshi

Abstract. The aim of this paper is to introduce the concept of HvMV-algebras as a common
generalization of MV-algebras and hyper MV-algebras. After giving some basic properties and
related results, the concepts of HvMV-subalgebras, HvMV-ideals and weak HvMV-ideals are in-
troduced and some of their properties and the connections between them are obtained.

1. Introduction

In 1958, Chang [1], introduced the concept of an MV-algebra as an algebraic proof
of completeness theorem for ℵ0-valued �ukasiewicz propositional calculus, see also
[2]. Many mathematicians have worked on MV-algebras and obtained signi�cant
results. Mundici [6] proved that MV-algebras and abelian `-groups with strong
unit are categorically equivalent.

The hyperstructure theory (called also multialgebras) was introduced in 1934
by Marty [5]. Around the 40's, several authors worked on hypergroups, especially
in France and in the United States, but also in Italy, Russia and Japan. Recently,
Ghorbani et al. [4] applied the hyperstructures to MV-algebras and introduced the
concept of hyper MV-algebras. Now hyperstructures have many applications to
several sectors of both pure and applied sciences such as: geometry, hypergraphs,
binary relations, lattices, fuzzy set and rough sets, automata, cryptography, com-
binatorics, codes, arti�cial intelligence and probabilities.

Hv-structures were introduced by Vougiouklis in [7] as a generalization of the
well-known algebraic hyperstructures (hypergroup, hyperring, hypermodule and
so on). The reader will �nd in [8] some basic de�nitions and theorems about Hv-
structures. A survey of some basic de�nitions, results and applications one can
�nd in [3] and [8].

In this paper, in order to obtain a suitable generalization of MV-algebras and
hyperMV-algebras which may be equivalent (categorically) to a certain subclass of
the class of Hv-groups, the concept of HvMV-algebra is introduced and some related
results are obtained. In particular, weak HvMV-ideals generated by a subset are
characterized.

2010 Mathematics Subject Classi�cation: 03B50, 06D35.
Keywords: MV-algebra, HvMV-algebra, HvMV-ideal.
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2. Preliminaries

In this section we present some basic de�nitions and results.

De�nition 2.1. AnMV-algebra is an algebra (M ; +,∗ , 0) of type (2,1,0) satisfying
the following axioms:

(MV1) + is associative,
(MV2) + is commutative,
(MV3) x + 0 = x,
(MV4) (x∗)∗ = x,
(MV5) x + 0∗ = 0∗,
(MV6) (x∗ + y)∗ + y = (y∗ + x)∗ + x.

On any MV-algebra M we can de�na a partial ordering 6 by putting x 6 y if
and only if x∗ + y = 0∗.

De�nition 2.2. A hyper MV- algebra is a nonempty set H endowed with a binary
hyperoperation `⊕', a unary operation `∗' and a constant `0' satisfying the following
conditions: ∀x, y, z ∈ M ,

(HMV1) x⊕ (y ⊕ z) = (x⊕ y)⊕ z,
(HMV2) x⊕ y = y ⊕ x,
(HMV3) (x∗)∗ = x,
(HMV4) (x∗ ⊕ y)∗ ⊕ y = (y∗ ⊕ x)∗ ⊕ x,
(HMV5) 0∗ ∈ x⊕ 0∗,
(HMV6) 0∗ ∈ x⊕ x∗,
(HMV7) x � y and y � x imply x = y, where x � y is de�ned as 0∗ ∈ x∗⊕y.

For A,B ⊆ H, A � B is de�ned as a � b for some a ∈ A and b ∈ B.

Proposition 2.3. In any hyper MV-algebra H for all x, y ∈ H we have

1. 0 � x � 0∗,
2. x � x,
3. x � y implies that y∗ � x∗,
4. x � x⊕ y,
5. 0⊕ 0 = {0},
6. x ∈ x⊕ 0.

De�nition 2.4. A nonempty subset I of hyper MV-algebra H is called a

• hyper MV-ideal if

(I0) x � y and y ∈ I imply x ∈ I,

(I1) x⊕ y ⊆ I for all x, y ∈ I,

• weak hyper MV-ideal if (I0) holds and

(I2) x⊕ y � I for all x, y ∈ I.

Obviously, every hyper MV-ideal is a weak hyper MV-ideal.
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3. HvMV-algebras

De�nition 3.1. An HvMV-algebra is a nonempty set H endowed with a binary
hyperoperation `⊕', a unary operation `∗' and a constant `0' satisfying the following
conditions:

(HvMV1) x⊕ (y ⊕ z) ∩ (x⊕ y)⊕ z 6= ∅, (weak associativity)
(HvMV2) x⊕ y ∩ y ⊕ x 6= ∅, (weak commutativity)
(HvMV3) (x∗)∗ = x,
(HvMV4) (x∗ ⊕ y)∗ ⊕ y ∩ (y∗ ⊕ x)∗ ⊕ x 6= ∅,
(HvMV5) 0∗ ∈ x⊕ 0∗ ∩ 0∗ ⊕ x,
(HvMV6) 0∗ ∈ x⊕ x∗ ∩ x∗ ⊕ x,
(HvMV7) x ∈ x⊕ 0 ∩ 0⊕ x,
(HvMV8) 0∗ ∈ x∗ ⊕ y ∩ y ⊕ x∗ and 0∗ ∈ y∗ ⊕ x ∩ x⊕ y∗ imply x = y.

Remark 3.2. On any HvMV-algebra H, we can de�ne a binary relation `�' by

x � y ⇔ 0∗ ∈ x∗ ⊕ y ∩ y ⊕ x∗.

Hence, the condition (HvMV8) can be rede�ned as follows:

x � y and y � x imply x = y.

Let A and B be nonempty subsets of H. By A � B we mean that there exist
a ∈ A and b ∈ B such that a � b. For A ⊆ H, we denote the set {a∗ : a ∈ A} by
A∗, and 0∗ by 1.

Obviously, every hyper MV-algebra is an HvMV-algebra but the converse is not
true. We say HvMV-algebra H is proper if it is not a hyper MV-algebra.

Example 3.3. Let H = {0, a, 1} and the operations ⊕ and ∗ be de�ned as follows:

⊕ 0 a 1
0 {0} {a} {0,a,1}
a {0,a} {1} {0,1}
1 {0,1} {0,a,1} {0,a,1}
∗ 1 a 0

Then (H;⊕,∗ , 0) is a proper HvMV-algebra.

Example 3.4. Similarly, H = {0, a, b, 1} with the operations ⊕ and ∗ de�ned by

⊕ 0 a b 1
0 {0,a} {0,a,b} {0,a,b} {0,a,b,1}
a {0,a,b,1} {0,b} {0,1} {a,b,1}
b {a,b} {0,a,b,1} {0} {0,a,b,1}
1 {0,a,1} {0,a,b,1} {1} {0,a,b,1}
∗ 1 b a 0

is a proper HvMV-algebra.
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Proposition 3.5. In any HvMV-algebra H for x, y ∈ H and A,B ⊆ H the fol-

lowing hold:

1. x � x, A � A,

2. 0 � x � 1, 0 � A � 1,
3. x � y implies y∗ � x∗,

4. A � B implies B∗ � A∗,

5. A � B implies that 0∗ ∈ (A∗ ⊕B) ∩ (B ⊕A∗),
6. (x∗)∗ = x and (A∗)∗ = A,

7. 0∗ ∈ (A⊕A∗) ∩ (A∗ ⊕A),
8. A ∩B 6= ∅ implies that A � B,

9. (A ∩B)∗ = A∗ ∩B∗,

10. (A⊕B) ∩ (B ⊕A) 6= ∅,
11. A⊕ (B ⊕ C) ∩ (A⊕B)⊕ C 6= ∅,
12. (A∗ ⊕B)∗ ⊕B ∩ (B∗ ⊕A)∗ ⊕A 6= ∅.

The following example shows that the relation � is not transitive.

Example 3.6. In the HvMV-algebra (H;⊕,∗ , 0), where H = {0, a, b, c, 1} and the
operations are de�ned by

⊕ 0 a b c 1
0 {0} {0,a} {0,b} {0,c} {0,a,b,c,1}
a {0,a} {0,a} {0,a,b,c,1} {0,a,b,c,1} {0,a,b,c,1}
b {0,b} {0,a,b,c,1} {0,a,b,c,1} {0,a,b,c} {0,a,b,c,1}
c {0,c} {0,a,b,c,1} {0,a,b,c} {0,a,b,c,1} {0,a,b,c,1}
1 {0,a,b,c,1} {0,a,b,c,1} {0,a,b,c,1} {0,a,b,c,1} {0,a,b,c,1}
∗ 1 b a c 0

we have a � b and b � c while a 6� c, because 0∗ 6∈ {0, a, b, c} = a∗ ⊕ c.

Now let x� y = (x∗ ⊕ y∗)∗.

Theorem 3.7. In any HvMV-algebra H for all x, y, z ∈ H and all nonempty

subsets A and B of H we have:

(1) x� (y � z) ∩ (x� y)� z 6= ∅,
(2) x� y ∩ y � x 6= ∅,
(3) 0 ∈ x� 0 ∩ 0� x,

(4) 0 ∈ x� x∗ ∩ x∗ � x,

(5) x ∈ x� 1 ∩ 1� x,

(6) 1 ∈ x� y∗ ∩ y∗ � x and 1 ∈ y � x∗ ∩ x∗ � y imply x = y,

(7) (A⊕B)∗ = A∗ �B∗,

(8) (A�B)∗ = A∗ ⊕B∗,

(9) x ∈ x⊕ x if and only if x∗ ∈ x∗ � x∗,

(10) x ∈ x� x if and only if x∗ ∈ x∗ ⊕ x∗.
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Proof. It is enough to observe that for x, y, z ∈ H,

x� (y � z) =
⋃
{x� t : t ∈ (y∗ ⊕ z∗)∗}

=
⋃
{(x∗ ⊕ t∗)∗ : t ∈ (y∗ ⊕ z∗)∗}

=
⋃
{(x∗ ⊕ t∗)∗ : t∗ ∈ y∗ ⊕ z∗}

=
⋃
{a∗ : a ∈ x∗ ⊕ t∗ : t∗ ∈ y∗ ⊕ z∗}

=
⋃
{a∗ : a ∈ x∗ ⊕ (y∗ ⊕ z∗)}

and similarly

(x� y)� z =
⋃
{a∗ : a ∈ (x∗ ⊕ y∗)⊕ z∗}.

This proves (1).
The proofs of (2) − (6) follow from (HvMV2) and (HvMV5)-(HvMV7). The

proofs of (7)− (10) follow from the de�nition.

On H we also de�ne two binary hyperoperations `∨' and `∧' as

x ∨ y = (x� y∗)⊕ y, x ∧ y = (x⊕ y∗)� y = (x∗ ∨ y∗)∗.

Theorem 3.8. In any HvMV-algebra H, the following hold:

(1) (x ∧ y)∗ = x∗ ∨ y∗, (x ∨ y)∗ = x∗ ∧ y∗,

(2) (x ∨ y) ∩ (y ∨ x) 6= ∅, (x ∧ y) ∩ (y ∧ x) 6= ∅,
(3) x ∈ (x ∨ x) ∩ (x ∧ x),

(4) 0 ∈ (x ∧ 0) ∩ (0 ∧ x),

(5) 1 ∈ (x ∨ 1) ∩ (1 ∨ x),

(6) x ∈ (x ∨ 0) ∩ (0 ∨ x),

(7) x ∈ (x ∧ 1) ∩ (1 ∧ x),

(8) x � y implies y ∈ x ∨ y and x ∈ x ∧ y,

(9) x ∈ y � x implies 1 ∈ y ∨ x∗,

(10) x ∈ y ⊕ x implies 0 ∈ y ∧ x∗,

(11) If x ∈ x⊕ x, then 0 ∈ x ∧ x∗,

(12) If x ∈ x� x, then 1 ∈ x ∨ x∗.

Proof. (1). Let x, y ∈ H. Then,

x∗ ∨ y∗ = (x∗ � y)⊕ y∗ = (x⊕ y∗)∗ ⊕ y∗ = ((x⊕ y∗)� y)∗ = (x ∧ y)∗.

Similarly, the second equality is proved.
(2). It follows from (HvMV4).
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(3). From 0 ∈ x � x∗ it follows that x ∈ 0 ⊕ x ⊆ (x � x∗) ⊕ x = x ∨ x. From
0∗ ∈ x⊕ x∗ it follows that

x = (x∗)∗ ∈ (0⊕ x∗)∗ ⊆ ((x⊕ x∗)∗ ⊕ x∗)∗ = (x⊕ x∗)� x = x ∧ x.

(4). From 1 = 0∗ ∈ x ⊕ 0∗ it follows that 0 ∈ 1 � 0 ⊆ (x ⊕ 0∗) � 0 = x ∧ 0.
Similarly, from x∗ ∈ 0⊕x∗ it follows that 0 ∈ x∗�x ⊆ (0⊕x∗)�x = 0∧x. Thus,
0 ∈ (x ∧ 0) ∩ (0 ∧ x).

(9). If x ∈ y � x, then 1 = 0∗ ∈ x⊕ x∗ ⊆ (y � x)⊕ x∗ = y ∨ x∗.
(10). If x ∈ y ⊕ x, then 0 ∈ x� x∗ ⊆ (y ⊕ x)� x∗ = y ∧ x∗.
The proofs of the other cases are easy.

Proposition 3.9. Let x ∈ H. Then

(1) 0 ∈ x ∧ x∗ if and only if x⊕ x � x if and only if x∗ � x∗ � x∗,

(2) 1 ∈ x ∨ x∗ if and only if x∗ ⊕ x∗ � x∗ if and only if x � x� x.

4. Homomorphisms, subalgebras and HvMV-ideals

In this section, homomorphisms, HvMV-subalgebras, weak HvMV-ideals and HvMV-
ideals are introduced and some their properties are obtained.

De�nition 4.1. Let (H;⊕,∗ , 0H) and (K;⊗,? , 0K) be HvMV-algebras and let
f : H −→ K be a function satisfying the following conditions:

(1) f(0H) = 0K ,

(2) f(x∗) = f(x)?,

(3) f(x∗) � f(x)?,

(4) f(x⊕ y) = f(x)⊗ f(y),

(5) f(x⊕ y) ⊆ f(x)⊗ f(y).

f is called a homomorphism if it satis�es (1), (2) and (4), and it is called a weak

homomorphism if it satis�es (1), (3) and (5). Clearly, f(1) = 1 if f is a homomor-
phism. Note that (1) is not a consequence of (2) and (4).

Example 4.2. The set H = {0, a, 1} with the operations de�ned by the table

⊕ 0 a 1
0 {0} {0,a} {0,1}
a {0,a} {0,a,1} {a,1}
1 {0,1} {a,1} {1}
∗ 1 a 0

is an HvMV-algebra. The function f : H −→ H such that f(0) = 1, f(1) = 0 and
f(a) = a satis�es (2) and (4) but not (1).
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Further, for simplicity, we will use the same symbols for operations in H and
K.

Theorem 4.3. Let f : H −→ K be a homomorphism.

(1) f is one-to-one if and only if kerf = {0}.
(2) f is an isomorphism if and only if there exists a homomorphism f−1 from

K onto H such that ff−1 = 1K and f−1f = 1H .

Proof. We prove only (1). Assume that f is one-to-one and x ∈ kerf . Then,
f(x) = 0 = f(0) whence x = 0, i.e., kerf = {0}. Conversely, assume that
kerf = {0} and f(x) = f(y), for x, y ∈ H. Then,

0∗ ∈ f(x)∗ ⊕ f(y) ∩ f(y)⊕ f(x)∗ = f(x∗ ⊕ y) ∩ f(y ⊕ x∗)

whence f(s) = 0∗ = f(t), for some t ∈ x∗ ⊕ y and s ∈ y ⊕ x∗. Hence, f(s∗) =
f(t∗) = 0, i.e., s∗, t∗ ∈ kerf = {0} and so 0∗ = s ∈ y ⊕ x∗ and 0∗ = t ∈ x∗ ⊕ y
whence x � y. Similarly, we can show that y � x. Thus, x = y, i.e., f is
one-to-one.

Proposition 4.4. A nonempty subset S of H is an HvMV-subalgebra of H if and

only if 0 ∈ S and x∗ ⊕ y ⊆ S for all x, y ∈ S.

De�nition 4.5. A nonempty subset I of H such that x � y and y ∈ I imply
x ∈ I is called

an HvMV-ideal if x⊕ y ⊆ I, for all x, y ∈ I, and
a weak HvMV-ideal if x⊕ y � I, for all x, y ∈ I.

From Proposition 3.5 (8) it follows that every HvMV-ideal is a weak HvMV-
ideal.

Theorem 4.6. A nonempty subset I of H is a weak HvMV-ideal if and only if

x � y and y ∈ I imply x ∈ I and for all x, y ∈ I we have (x⊕ y) ∩ I 6= ∅.

Theorem 4.7. If I is an HvMV-ideal of an HvMV-algebra H in which x � x ∨ y
holds for all x, y ∈ H, then 0 ∈ I, and a� b∗ ⊆ I together with b ∈ I imply a ∈ I.

Proof. If I is an HvMV-idealm then obviously, 0 ∈ I. Now, let a � b∗ ⊆ I and
b ∈ I. Then, a � a ∨ b = (a� b∗)⊕ b ⊆ I, whence a ∈ I.

De�nition 4.8. A nonempty subset A of H is called S�-re�exive if x� y∩A 6= ∅
implies that x� y ⊆ A. Similarly, A is called S⊕-re�exive if x⊕ y ∩A 6= ∅ implies
that x⊕ y ⊆ A.

Theorem 4.9. If in an HvMV-algebra H for all x, y ∈ H we have x∧y � x � x∨y,
then each its S�-re�exive and S⊕-re�exive subset is an HvMV-ideal of H.
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Proof. Let x, y ∈ H be such that x � y and y ∈ I. Then, 0∗ ∈ x∗ ⊕ y and
so 0 ∈ x � y∗, whence (x � y∗) ∩ I 6= ∅. Since, I is S�-re�exive, x � y∗ ⊆ I
and so x ∈ I. Thus, x � y and y ∈ I imply x ∈ I. Now, let x, y ∈ I. Then,
(x ⊕ y) � y∗ = x ∧ y∗ � x and hence, c � x ∈ I, where c ∈ x ∧ y∗. This implies
that c ∈ I and so (x ⊕ y) � y∗ ∩ I 6= ∅. Hence, there exists a ∈ x ⊕ y such that
a� y∗ ∩ I 6= ∅ combining y ∈ I we get a ∈ I, i.e., x⊕ y ∩ I 6= ∅, whence x⊕ y ⊆ I.
Thus, I is an HvMV-ideal of H.

Corollary 4.10. In a hyper MV-algebra, every S�-re�exive and S⊕-re�exive sub-

set I that x � y and y ∈ I imply x ∈ I is a hyper MV-ideal.

Theorem 4.11. Let f : H −→ K be a homomorphism. Then

(1) kerf is a weak HvMV-ideal of H.

(2) If I is an HvMV-ideal of K, f−1(I) is an HvMV-ideal of H.

(3) Assume that x � x ∨ y holds for all x, y ∈ H. If f is onto and I is an S��
re�exive HvMV-ideal of H containing ker f, then f(I) is an HvMV-ideal of

K.

Proof. (1). Let x, y ∈ H be such that x � y and y ∈ kerf . Then, 0∗ ∈ (x∗ ⊕ y) ∩
(y ⊕ x∗) and f(y) = 0. Thus

0∗ = f(0∗) ∈ f(x∗ ⊕ y) ∩ f(y ⊕ x∗) = f(x)∗ ⊕ 0 ∩ 0⊕ f(x)∗,

which implies that f(x) � 0. Hence, f(x) = 0, i.e., x ∈ kerf .
Now, let x, y ∈ kerf . Then, 0 ∈ 0⊕0 = f(x)⊕f(y) = f(x⊕y) and so f(t) = 0,

for some t ∈ x⊕ y. This implies that (x⊕ y) ∩ kerf 6= ∅ and so by Theorem 4.6,
kerf is a weak HvMV-ideal of H.

(2) It is easy.
(3) Assume that f is onto and I is an HvMV-ideal of H. Let x � y and

y ∈ f(I). Then, 0∗ ∈ x∗ ⊕ y ∩ y ⊕ x∗ and y = f(b), for some b ∈ I. Since, f is
onto, there exists a ∈ H such that f(a) = x. Hence,

0∗ ∈ f(a∗)⊕ f(b) ∩ f(b)⊕ f(a∗) = f(a∗ ⊕ b) ∩ f(b⊕ a∗),

whence f(u) = 0∗ = f(v), for some u ∈ a∗ ⊕ b and v ∈ b ⊕ a∗. This implies that
u∗, v∗ ∈ kerf ⊆ I, i.e., a � b∗ ∩ I 6= ∅, whence a � b∗ ⊆ I. Since, b ∈ I, so a ∈ I
and hence, x = f(a) ∈ f(I).

Let now x, y ∈ f(I). Then, there exist a, b ∈ I such that f(a) = x and f(b) = y.
From a ⊕ b ⊆ I it follows that x ⊕ y ⊆ f(I), proving f(I) is an HvMV-ideal of
K.

De�nition 4.12. Let A be a nonempty subset of H. The smallest (weak) HvMV-
ideal of H containing A is called the (weak)HvMV-ideal generated by A and is
denoted by 〈A〉 (by 〈A〉w respectively).
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It is clear that

〈A〉 ⊇ {x ∈ H : x � (· · · ((a1 ⊕ a2)⊕ · · · )⊕ an, for some n ∈ N, a1, . . . , an ∈ A}.

Theorem 4.13. Assume that |x ⊕ y| < ∞, for all x, y ∈ H, � is transitive and

monotone, and x⊕ y ∈ R(H) = {a ∈ H : |z ⊕ a| = 1 ∀z ∈ H} for all x, y ∈ R(H).
Then

〈A〉w = {x ∈ H : x � (· · · ((a1 ⊕ a2)⊕ · · · )⊕ an, for some n ∈ N, a1, . . . , an ∈ A}

for any nonempty subset A of H contained in R(H).

Proof. Assume that

B = {x ∈ H : x � (· · · ((a1 ⊕ a2)⊕ · · · )⊕ an, for some n ∈ N, a1, . . . , an ∈ A}.

Obviously, A ⊆ B. Now, let x, y ∈ H be such that x � y and y ∈ B. Since,
|x⊕y| < ∞, so y � (· · · ((a1⊕a2)⊕· · · )⊕an for some n ∈ N and a1, a2, . . . , an ∈ A.
This implies that 0∗ ∈ y∗⊕ ((· · · ((a1⊕ a2)⊕ · · · )⊕ an). On the other hand, x � y
implies that y∗ � x∗, whence

0∗ ∈ {0∗} = y∗ ⊕ (· · · ((a1 ⊕ a2)⊕ · · · )⊕ an) � x∗ ⊕ (· · · ((a1 ⊕ a2)⊕ · · · )⊕ an),

which gives 0∗ ∈ x∗⊕(· · · ((a1⊕a2)⊕· · · )⊕an), i.e., x � (· · · ((a1⊕a2)⊕· · · )⊕an).
Thus, x ∈ B.

Now, let x, y ∈ B. Then,

x � (· · · (a1 ⊕ a2)⊕ · · · )⊕ an and y � (· · · (b1 ⊕ b2)⊕ · · · )⊕ bm

for some n, m ∈ N, a1, . . . , an, b1, . . . , bm ∈ A. Since, � is monotone,

x⊕ y � x⊕ ((· · · (b1 ⊕ b2)⊕ · · · )⊕ bm)
� ((· · · (a1 ⊕ a2)⊕ · · · )⊕ an)⊕ ((· · · (b1 ⊕ b2)⊕ · · · )⊕ bm)

and hence there exists u ∈ x⊕ y such that

u � x⊕ ((· · · (a1 ⊕ a2)⊕ · · · )⊕ an)
� ((· · · (a1 ⊕ a2)⊕ · · · )⊕ an)⊕ ((· · · (b1 ⊕ b2)⊕ · · · )⊕ bm)
= (· · · (((· · · (a1 ⊕ a2)⊕ · · · )⊕ an)⊕ b1)⊕ · · · )⊕ bm

because � is transitive. The equality holds for A∩B 6= ∅, and |A| = 1 = |B| imply
A = B. Thus u ∈ B and so x⊕ y � B. Therefore, B is a weak HvMV-ideal of H.
Obviously, B is the least weak HvMV-ideal of H containing A.

Let HvMVI (WHvMVI ) denotes the set of all HvMV-ideals (weak HvMV-ideals)
of H. Then, HvMVI (WHvMVI ) together with the set inclusion, as a partial
ordering, is a poset in which for all Ai ⊆HvMVI ,

∧
Ai =

⋂
Ai and

∨
Ai = 〈Ai〉.

So, we have

Theorem 4.14. (HvMVI ,⊆) is a complete lattice, and if WHvMVI is closed with

respect to the intersection, HvMVI is a complete sublattice of the complete lattice

(WHvMVI ,⊆).
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Parastrophically equivalent identities

characterizing quasigroups isotopic

to abelian groups

Galina B. Belyavskaya

Abstract. We study parastrophic equivalence of identities in primitive quasigroups and paras-
trophically equivalent balanced and near-balanced identities characterizing quasigroups isotopic
to groups (to abelian groups). Some identities in quasigroups with 0-ary operation characterizing
quasigroups isotopic to abelian groups are given.

1. Introduction

Quasigroups isotopic to groups, to abelian groups consist important classes of
quasigroups. They arise under investigation of di�erent classes and systems of
quasigroups and are used in distinct applications. Medial quasigroups, linear
quasigroups and T -quasigroups are the most known classes of these quasigroups.
Quasigroups isotopic to groups (to abelian groups), their subclasses and identities
reducing to them were investigated by many authors. Recall some of the known
results.

In [1] and [3] these quasigroups arose under the research of balanced identities,
including arbitrary number of variables, and under the study of four quasigroups
connected by the law of general associativity. As it was proved, these four quasi-
groups are isotopic to the same group.

In [3], V. D. Belousov found a balanced identity of �ve (of four) variables in a
primitive quasigroup (Q, ·, \, /) that characterizes quasigroups isotopic to groups
(to abelian groups).

As M. M. Glukhov informed, he proved that among of the identities character-
izing the variety of quasigroups isotopic to abelian groups there not exist balanced
identities of three variables and listed six balanced identities of four variables ob-
tained by di�erent authors (see section 5).

In [6], [7] and [9], some identities with permutations of three variables that
characterize quasigroups isotopic to groups (to abelian groups) were considered. In

2010 Mathematics Subject Classi�cation: 20N05
Keywords: quasigroup, primitive quasigroup, loop, abelian group, parastrophe, balanced
(near-balanced) identity
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[7], the type of these identities was de�ned and some identities with permutations
characterizing quasigroups isotopic to abelian groups were given.

In the article we continue this research, consider parastrophic equivalence of
identities in primitive quasigroups and parastrophically equivalent balanced and
near-balanced identities characterizing quasigroups isotopic to groups (to abelian
groups). Some unbalanced identities of Theorem 1.2.1a of [7] are simpli�ed and
some identities in quasigroups with 0-ary operation characterizing quasigroups
isotopic to abelian groups are given.

2. Preliminaries

Let (Q, ·) be a quasigroup. The operation (\), or (·)−1 ((/) or −1(·)):

x\y = z ⇔ xz = y (x/y = z ⇔ zy = x)

is called the right (left) inverse operation for the operation (·), and the quasigroup
(Q, \) ((Q, /)) is called the right (left) inverse quasigroup for the quasigroup (Q, ·).
In addition,

x\y = L−1
x y, x/y = R−1

y x,

where Lxy = x · y = Ryx.
If a quasigroup operation is denoted by A, then its right (left) inverse operation

is denoted by A−1 (respectively, by −1A).
The primitive quasigroup [4] (Q, ·, \, /), e.i., the algebra with three operations

satisfying to the following four identities:

xy/y = x, (x/y)y = x, y(y\x) = x, y\yx = x,

corresponds to every quasigroup (Q, ·).
We also shall use primitive quasigroups (Q, ·, \, /, a) with one 0-operation ca:

{∅} → a, where a is some �xed element of the set Q.
It is known that every quasigroup operation A has the following six paras-

trophic operations (conjugates or parastrophes):

A = (·), A−1 = (\),−1A = (/), −1(A−1) = (⊗1), (−1A)−1 = (⊗2), A∗ = (·)∗,

where A∗(x, y) = A(y, x) [4], moreover, x⊗1 y = y/x, x⊗2 y = y\x.
If a quasigroup (Q, ·) is isotopic to a group, then every its parastrophe is also

isotopic to the same group (see, for example, [7] and [12]).

3. Equivalent identities in primitive quasigroups

For the �rst time the concept of conjugate or parastrophic identities (in a quasi-
group (Q, ·)) was introduced by A. Sade in [11]. He also gave a number of rules for
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simplifying of identities in (Q, ·) that involves more than one of parastrophic oper-
ations. V.D. Belousov in [2] listed the parastrophic identities in a quasigroup (Q, ·)
for a number of the well-known identities. Part of these identities was earlier given
by S.K. Stein in [13]. In [5], V.D. Belousov considered parastrophic equivalence of
the minimal identities in a quasigroup (Q, ·) connected with orthogonality. Below
we shall consider parastrophic equivalence of identities in primitive quasigroups.

Let a primitive quasigroup (Q, ·, \, /) satisfy an identity. Changing the oper-
ation (·) for some its parastrophe σ in this identity, we shall obtain an identity,
which holds in a primitive quasigroup with another triple of operations. For ex-
ample, using the change (·) → (/), we shall get an identity in the quasigroup
(Q, /,⊗2, ·), since in this case (\) → (/)−1 = (⊗2), (/) →−1(/) = (·), ⊗1 → (∗),
(⊗2) → (\), (∗) → (⊗1) (see Tab. 1 below). But

x⊗1 y = y/x, x⊗2 y = y\x, x ∗ y = y · x. (1)

After use of these equalities we get another identity in the quasigroup (Q, ·, \, /).
Consider the transformations of identities in a primitive quasigroup (Q, ·, \, /)

that are connected with the change of the operation (·) to its parastrophes. The
following Table 1 shows how parastrophes are changed in an identity under the
change of the operation (·) for some its parastrophe.

(·) (·) (\) (/) (⊗1) (⊗2) (∗)
(·) (·) (\) (/) (⊗1) (⊗2) (∗)
(\) (\) (·) (⊗1) (/) (∗) (⊗2)
(/) (/) (⊗2) (·) (∗) (\) (⊗1)

(⊗1) (⊗1) (∗) (\) (⊗2) (·) (/)
(⊗2) (⊗2) (/) (∗) (·) (⊗1) (\)
(∗) (∗) (⊗1) (⊗2) (\) (/) (·)

Table 1

Indeed, if (·) → (\), then we have the following change of parastrophes: (\) →
(\)−1 = (·), (/) →−1 (\) = (⊗1), (⊗1) → (\)⊗1 = (/), (⊗2) → (\)⊗2 = (∗),
(∗) → (\)∗ = (⊗2). Thus we get an identity in the quasigroup (Q, \, ·,⊗1). This
result is re�ected in the second row of Table 1. The remaining rows are fulled
analogously.

Below we shall consider the parastrophic equivalence of identities in the fol-
lowing sense.

De�nition 1. An identity β in a quasigroup (Q, ·, \, /) is called parastrophically

equivalent to an identity α if β can be obtained from α under the change of the
operation (·) to one of six its parastrophic operations with the successive passage,
if it necessary, to the signature (·, \, /) in the obtained identity by means of the
equalities (1).

Note that according to this de�nition in each identity α we use only the op-
eration (·) even if this operation is absent in this identity (see, for example, the
identities 8) and 9) in section 5).
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It is easy to prove that the relation of this de�nition is a relation of equiv-
alence (i. e., symmetric, re�exive and transitive), taking into account that the
parastrophic transformations of a quasigroup (Q, ·) form the symmetrical group
S3 (see, for example, [8], where the multiplication table of the parastrophic trans-
formations of a quasigroup (Q, ·) is given).

Two identities in a quasigroup (Q, ·, \, /) is called mutually symmetric if one
identity is obtained from another one under the passage from the operation (·)
to the parastrophe (∗). An identity is called symmetric if it coincides with the
mutually symmetric identity.

Note that if an identity in a quasigroup (Q, ·, \, /) characterizes some property
of the quasigroup (Q, ·), then an identity, which is parastrophically equivalent to
this identity, not necessarily characterizes this property of the quasigroup (Q, ·),
although characterizes it in the corresponding parastrophic quasigroup. However,
such situation is sometimes possible.

4. Identities for quasigroups isotopic to groups

Let some identity in a primitive quasigroup (Q, ·, \, /) characterize quasigroup
(Q, ·) isotopic to a group (to an abelian group). Then any identity parastrophically
equivalent to this identity also characterizes the property of this quasigroup to be
isotopic to this group (to this abelian group).

Indeed, it is known that if a quasigroup (Q, ·) is isotopic to a group (to an
abelian group) (Q,+), then any its parastrophe is isotopic to this group (see [12]
and Lemma 1.1.1 [7]). Write some identity α in a quasigroup (Q, ·, \, /) that
characterizes the property of quasigroup (Q, ·) to be isotopic to a group (to an
abelian group) for some parastrophe (Q, σ) of (Q, ·) and use the equalities (1).
Then we shall get an identity β in the same signature, which is necessary and
su�cient for isotopy of the quasigroup (Q, σ) (and of the quasigroup (Q, ·), by
Lemma 1.1.1 [7]) to the same group (to the same abelian group).

Thus from one identity we can obtain the class of parastrophically equivalent
identities in a primitive quasigroup every of which also characterizes the variety
of quasigroups isotopic to groups (to abelian groups).

Recall that an identity w1 = w2 in a quasigroup (Q, ·, \, /) is called balanced

[3], if every variable appears from the left and from the right exactly one time. Let
[w1] = [w2] = n for an identity w1 = w2, where [w] is the number of appearances
of variables in a word w. Then the number n is called the length of this identity.

Below we shall consider near-balanced identities in the following sense.

De�nition 2. An identity w1 = w2 of length n + 1 of n ≥ 2 variables in a
quasigroup (Q, ·, \, /) is called near-balanced if every of n − 1 variables appears
exactly one time, but the single variable appears exactly two times on each side
of the identity.

From the known balanced identity of Belousov (2) characterizing quasigroups
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isotopic to groups we can obtain a class of parastrophically equivalent balanced
identities (or a parastrophical-equivalent class) characterizing these quasigroups.

Theorem 1. The following balanced identities of �ve variables:

((x(y\z))/u)v = x(y\((z/u)v)), (2)

(u/(x\yz)\v = x\(y((u/z)\v)), (3)

((x/(z\y))u)/v = x/((zu/v)\y) (4)

form a parastrophical-equivalent class of identities characterizing quasigroups iso-

topic to groups.

Proof. Transform the Belousov identity (2), changing the operation (·) for paras-
trophes and using equalities (1):

(·) → (\): ((x\(yz))⊗1 u)\v = x\(y((z ⊗1 u)\v)) or (3):
(u/(x\yz)\v = x\(y((u/z)\v)).

(·) → (/): ((x/(y ⊗2 z))u)/v = x/(y ⊗2 (zu/v)) or (4):
((x/(z\y))u)/v = x/((zu/v)\y).

(·) → (⊗1): ((x⊗1 (y ∗ z))\u)⊗1 v = x⊗1 (y ∗ ((z\u)⊗1 v)) or
v/((zy/x)\u) = ((v/(z\u))y)/x.

But it is the identity (4) after transpositions (x, v), (y, u) of variables.
(·) → (⊗2): ((x⊗2 (y/z)) ∗ u)⊗2 v = x⊗2 (y/((z ∗ u)⊗2 v)) or

v\(u((y/z)\x)) = (y/(v\uz))\x.

It is the identity (2) after the transpositions (x, v), (y, u).
(·) → (∗): ((x ∗ (y ⊗1 z))⊗2 u) ∗ v = x ∗ (y ⊗1 ((z ⊗2 u) ∗ v)) or

v(u\((z/y)x)) = ((v(u\z))/y)x.

It is (2) after the transpositions as above.
Hence, from the identity (2) we obtain a parastrophical-equivalent class of

balanced identities of length �ve. This class contains three identities. Note that
the identity (2) is symmetric, the identities (3) and (4) are mutually symmetric
(use the transpositions (x, v), (y, u) of variables). �

Theorem 1a. The following near-balanced identities of four variables:

((x(u\z))/u)v = x(u\((z/u)v)), (2a)

(u/(x\uz))\v = x\(u((u/z)\v)), (3a)

((x/(z\u))u)/v = x/((zu/v)\u) (4a)

form a parastrophical-equivalent class of identities characterizing the quasigroups

isotopic to groups.

Proof. These three identities, each of which characterizes quasigroups isotopic to
groups, were given in Corollary 1.1.2 of [7]. The identity (2a) was obtained from
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the balanced Belousov identity of �ve variables by F. N. Sokhats'kyi in [12] (the
identity (38)). The identity (3a) (the identity (4a)) is obtained from (2a) by the
change of the operation (·) for the operation (\) (for the operation (/)). Indeed,
if in (2a) (·) → (\), then ((x\(uz))⊗1 u)\v = x\(u · ((z ⊗1 u)\v)) or

(u/(x\(uz))\v = x\(u · ((u/z)\v)). It is (3a).

If in (2a) (·) → (/), then ((x/(u⊗2z))·u)/v = x/(u⊗2((z ·u)/v)) or ((x/(z\u))·
u)/v = x/((z · u)/v)\u). It is (4a).

Consider the identities which can be obtained from (2a) if to change the op-
eration (·) for the operation (⊗1) (for (⊗2) and for (∗) respectively) and to use
Table 1 and the equalities (1):

(·) → (⊗1): ((x⊗1 (u ∗ z))\u)⊗1 v = x⊗1 (u ∗ ((z\u)⊗1 v)) or
v/((zu/x)\u) = ((v/(z\u))u)/x.

But it is (4a) after the change of the positions of variables x, v.

(·) → (⊗2): ((x⊗2 (u/z)) ∗ u)⊗2 v = x⊗2 (u/((z ∗ u)⊗2 v)) or
v\(u((u/z)\x)) = (u/(v\uz))\x.

It is (3a) if to change the positions of variables x, v.

(·) → (∗): ((x ∗ (u⊗1 z))⊗2 u) ∗ v = x ∗ (u⊗1 ((z ⊗2 u) ∗ v)) or
v(u\((z/u)x)) = ((v(u\z))/u)x. It is (2a).

Note that the identity (2a) is symmetric, and the identities (3a) and (4a) are
mutually symmetric. �

5. Quasigroups isotopic to abelian groups

M. M. Gluchov informed the author about some his unpublished results. In par-
ticular, he proved that among of the identities characterizing the variety of quasi-
groups isotopic to abelian groups there not exist balanced identities of three vari-
ables and listed the following six balanced identities of length four, every of which
characterizes the quasigroups isotopic to abelian groups:

1) x\(y(u\v)) = u\(y(x\v)); 2) (x/y)(u\v) = (v/y)(u\x);
3) ((xy)/u)v = ((xv)/u)y; 4) xu/(v\y) = vu/(x\y);
5) x(y\(uv)) = u(y\(xv)); 6) ((u/v)x)/y = ((u/y)x)/v.

The identities 1), 2) were established by V. D. Belousov [3], the identities 3), 4)
and 5) were given by A. Drapal [10], A. Tabarov found the identity 6).

Using the change of the quasigroup operation (·) for distinct parastrophic op-
erations in six identities pointed out above, we found yet three balanced identities
of length four, every of which characterizes quasigroups isotopic to abelian groups:

7) (u/v)\yx = (u/x)\yv; 8) (y/(v\u))\x = (y/(v\x))\u;
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9) x/((u/v)\y) = u/((x/v)\y).

The identity 7) is obtained from 2) under the change (·) → (\), and when
(·) → (⊗2), also from 4) if (·) → (⊗1), and when (·) → (∗).

The identity 8) is obtained from 1) under (·) → (/), from 3) if (·) → (\), from
5) when (·) → (⊗2) and from 6) if (·) → (⊗1).

The identity 9) follows from 1) under (·) → (⊗2), from 3) if (·) → (⊗1), from
5) when (·) → (/) and from 6) if (·) → (\).

Theorem 2. All nine balanced identities of length four, pointed out above and

characterizing quasigroups isotopic to abelian groups, form two parastrophical-

equivalent classes:

{1), 3), 5), 6), 8), 9)} and {2), 4), 7)}.

Proof. Transform the identity 1): x\(y(u\v)) = u\(y(x\v)) using the passage from
the operation (·) to the remaining �ve its parastrophes, Table 1 and the equalities
(1):

(·) → (\): x(y\(uv)) = u(y\(xv)). It is the identity 5).

(·) → (/): x⊗2 (y/(u⊗2 v)) = u⊗2 (y/(x⊗2 v)) or (y/(v\u))\x = (y/(v\x))\u.
It is the identity 8).

(·) → (⊗1): x ∗ (y ⊗1 vu) = u ∗ (y ⊗1 vx) or (vu/y)x = (vx/y)u. It is 3).

(·) → (⊗2): x/(y ⊗2 (u/v)) = u/(y ⊗2 (x/v)) or x/((u/v)\y) =
u/((x/v)\y). It is 9).

(·) → (∗): x⊗1 ((u⊗1 v)y) = u⊗1 ((x⊗1 v)y) or ((v/u)y)/x = ((v/x)y)/u. It
is 6).

Thus for the identity 1) we have six parastrophically equivalent identities: 1),
3), 5), 6), 8) and 9). Moreover, the following pairs of identities are mutually
symmetric: 1) and 6); 3) and 5); 8) and 9).

Consider the identity 2): (x/y)(u\v) = (v/y)(u\x).

(·) → (\): (x⊗1y)\uv = (v⊗1y)\ux or (y/x)\uv = (y/v)\ux. It is the identity
7).

(·) → (/): xy/(u⊗2 v) = vy/(u⊗2 x) or xy/(v\u) = vy/(x\u). It is 4).

(·) → (⊗1): (x\y) ⊗1 vu = (v\y) ⊗1 xu or vu/(x\y) = xu/(v\y). It is the
identity 4).

(·) → (⊗2): yx ⊗2 (u/v) = yv ⊗2 (u/x) or (u/v)\yx = (u/x)\yv. It is the
identity 7).

(·) → (∗): (x⊗2 y) ∗ (u⊗1 v) = (v⊗2 y) ∗ (u⊗1 x), or (v/u)(y\x) = (x/u)(y\v).
It is 2).

Thus we have the class of three parastrophically equivalent identities: 2), 4)
and 7). The pair of the identities 4) and 7) is mutually symmetric and the identity
2) is symmetric. �
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Corollary 1. There exist at least two parastrophically equivalent classes of bal-

anced identities of length four characterizing the variety of quasigroups isotopic to

abelian groups.

6. Identities with a 0-ary operation

In [6], [7] and [9] were considered identities with permutations (or, simply, identi-
ties) in a quasigroup (Q, ·):

α1(α2(x⊕1 y)⊕2 z) = α3x⊕3 α4(α5y ⊕4 α6z), (5)

where x, y, z are variables, αi, i = 1, 2, ..., 6 (i ∈ 1, 6), is a permutation of the set
Q, (⊕k), k = 1, 2, 3, 4, is a parastrophic operation for the quasigroup operation
(·). These identities form the special case of the generalized associativity identity
[1]. A particular case of this identity (when α1 is the identity permutation) is the
identity with permutations

α2(x⊕1 y)⊕2 z = α3x⊕3 α4(α5y ⊕4 α6z). (6)

The ordered collection (⊕1,⊕2,⊕3,⊕4) of parastrophic operations in an identity
(5) is called the type of this identity. Note that three variables in (5) (in (6)) are
ordered uniformly from the left and from the right.

In [7], it was proved that if a quasigroup (Q, ·) satis�es an identity with per-
mutations of the form (5), then the quasigroup (Q, ·) is isotopic to a group. A
quasigroup (Q, ·) is isotopic to a group if and only if it satis�es the following
identity with permutations of the type (◦, ◦, ◦, ◦):

R−1
a (x ◦ L−1

a y) ◦ z = x ◦ L−1
a (R−1

a y ◦ z)

for a �xed element a ∈ Q, where (◦) is a parastrophe of the operation (·), Rax =
x ◦ a, Lax = a ◦ x (Theorems 1.1.1 and 1.1.1a of [7]).

For quasigroups isotopic to abelian groups it was proved the following

Theorem 1.2.1. [7] Let the identity (6) of the type (⊕1, ◦, ◦∗,⊕4) with some

parastrophes (◦), (⊕1), (⊕4) and with some permutations αi, i ∈ 2, 6, hold in a

quasigroup (Q, ·). Then the quasigroup (Q, ·) is isotopic to an abelian group.

For any type (⊕1,⊕2,⊕3,⊕4) di�erent from (·, ·, ·, ·) and (∗, ∗, ∗, ∗), where

(⊕i) = (·) or (⊕i) = (·)∗, i ∈ 1, 4, there exists an identity of the form (6) that

characterizes quasigroups (Q, ·) isotopic to abelian groups.

Below we show that in each of nine identities of section 5 characterizing quasi-
groups isotopic to abelian groups one of variables may be �xed. As a result, we
obtain some identities of three variables in a quasigroup with a 0-ary operation.
Both identities with permutations characterizing quasigroups isotopic to groups
and identities with permutations characterizing quasigroups isotopic to abelian
groups, can have di�erent types.
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Theorem 3. Each of the following identities in a quasigroup (Q, ·, \, /, a) with a

0-operation characterizes quasigroups (Q, ·) isotopic to abelian groups:

x\(a(u\v)) = u\(a(x\v)), x\(y(u\a)) = u\(y(x\a)); 1a)

(x/y)(a\v) = (v/y)(a\x), (x/a)(u\v) = (v/a)(u\x); 2a)

((xy)/a)v = ((xv)/a)y, ((ay)/u)v = ((av)/u)y; 3a)

xa/(v\y) = va/(x\y), xu/(v\a) = vu/(x\a); 4a)

x(a\(uv)) = u(a\(xv)), x(y\(ua)) = u(y\(xa)); 5a)

((u/v)a)/y = ((u/y)a)/v, ((a/v)x)/y = ((a/y)x)/v; 6a)

(u/v)\ax = (u/x)\av, (a/v)\yx = (a/x)\yv; 7a)

(y/(a\u))\x = (y/(a\x))\u, (a/(v\u))\x = (a/(v\x))\u; 8a)

x/((u/v)\a) = u/((x/v)\a), x/((u/a)\y) = u/((x/a)\y). 9a)

Proof. We shall obtain every pair of the identities 1a) � 9a) from the identities
1)� 9) respectively using the su�cient conditions of Theorem 1.2.1 [7] and the
equalities (1). In all cases the necessity of the obtained identities follows from the
identities 1)� 9) respectively.

1a). The identity x\(a(u\v)) = u\(a(x\v)) or x\La(u\v) = u\La(x\v), where
Lax = a · x, is the identity 1) for y = a and can be written as

La(u\v)⊗2 x = u\La(v ⊗2 x),

where (⊗2) = (\)∗. This identity has the form (6) and the type
(\,⊗2, \,⊗2). Therefore, by Theorem 1.2.1 of [7], the quasigroup (Q, ·) is isotopic
to an abelian group even if in 1) the variable y is �xed.

Putting in 1) v = a, we obtain the second identity of 1a):

x\(y(u\a)) = u\(y(x\a)), x\(y(a⊗2 u)) = u\(y(a⊗2 x)

or (y · L⊗2
a u) ⊗2 x = u\(y · L⊗2

a x), where L⊗2
a x = a ⊗2 x. Transforming the last

identity, we get the identity

(u ∗ y)⊗2 x = (L⊗2
a )−1u\(y · L⊗2

a x) of the type (∗,⊗2, \, ·).

Note that the identity obtained from 1) can not be reduced to the required
form of Theorem 1.2.1 of [7] if to �x one of the rest two variables.

Thus from the identity 1) in a primitive quasigroup (Q, ·, \, /) we obtain two
identities in the quasigroup (Q, ·, \, /, a) for an element a ∈ Q.

2a). Put u = a in 2): (x/y)(a\v) = (v/y)(a\x), (x/y) · L−1
a v = (v/y) · L−1

a x
whence we have the identity

(x/y) · v = L−1
a x ∗ (y ⊗1 Lav) of the type (/, ·, ∗,⊗1).
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If y = a in 2), we obtain the second identity of 2a): (x/a)(u\v) = (v/a)(u\x),
R−1

a x · (u\v) = R−1
a v · (u\x) Rax = xa, and the identity

(v ⊗2 u) ∗ x = R−1
a v · (u\Rax) of the type (⊗2, ∗, ·, \).

3a). For u = a in 3) we have ((xy)/a)v = ((xv)/a)y, R−1
a (xy) ·v = R−1

a (xv) ·y,
and the identity

R−1
a (y ∗ x) · v = y ∗R−1

a (xv) of the type (∗, ·, ∗, ·).

Let x = a in 3): ((ay)/u)v = ((av)/u)y, (Lay/u)v = (Lav/u)y, Hence, the
following identity of the type (/, ·, ∗,⊗1) holds

(y/u) · v = L−1
a y ∗ (u⊗1 Lav).

4a). Put in 4) u = a: xa/(v\y) = va/(x\y), Rax/(v\y) = Rav/(x\y) whence
for (⊗1) = (/)∗ it follows the identity

(v\y)⊗1 x = Rav/(y ⊗2 R−1
a x) of the type (\,⊗1, /,⊗2).

If y = a, then xu/(v\a) = vu/(x\a), xu/L⊗2
a v = vu/L⊗2

a x whence we obtain
the identity

xu/v = L⊗2
a x⊗1 (u ∗ (L⊗2

a )−1v) of the type (·, /,⊗1, ∗).

5a). Let y = a in 5): x(a\(uv)) = u(a\(xv)), x · L−1
a (uv) = u · L−1

a (xv), and
we have the identity

L−1
a (uv) ∗ x = u · L−1

a (v ∗ x) of the type (·, ∗, ·, ∗).

For v = a in 5) we get x(y\(ua)) = u(y\(xa)), x(y\Rau) = u · (y\Rax),
(y\Rau) ∗ x = u(y\Rax), and the identity

(u⊗2 y) ∗ x = R−1
a u · (y\Rax) of the type (⊗2, ∗, ·, \).

6a). We obtain the identities ((u/v)a)/y = ((u/y)a)/v, Ra(u/v)/y = Ra(u/y)/v
if in 6) x = a. From the last identity it follows the identity

Ra(v ⊗1 u)/y = v ⊗1 Ra(u/y) of the type (⊗1, /,⊗1, /).

If u = a, then ((a/v)x)/y = ((a/y)x)/v, (R⊗1
a v · x)/y = (R⊗1

a y · x)/v, where
R⊗1

a x = x⊗1 a. Hence, we get the following identity:

(R⊗1
a v · x)/y = v ⊗1 (x ∗R⊗1

a y) of the type (·, /,⊗1, ∗).

7a). Put y = a in 7): (u/v)\ax = (u/x)\av, (u/v)\Lax = (u/x)\Lav,

(v ⊗1 u)\x = Lav ⊗2 (u/L−1
a x).
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The type of this identity is (⊗1, \,⊗2, /).
If u = a, we get (a/v)\yx = (a/x)\yv, (v ⊗1 a)\(yx) = (x ⊗1 a)\(yv), yx ⊗2

R⊗1
a v = R⊗1

a x\yv, and the identity

(x ∗ y)⊗2 v = R⊗1
a x\(y · (R⊗1

a )−1v) of the type (∗,⊗2, \, ·).

8a). Let v = a in 8): (y/(a\u))\x = (y/(a\x))\u, (y/L−1
a u)\x = (y/L−1

a x)\u
whence we obtain the identity

(u⊗1 y)\x = Lau⊗2 (y/L−1
a x) of the type (⊗1, \,⊗2, /).

Put y = a: (a/(v\u))\x = (a/(v\x))\u, (a/(u ⊗2 v)\x = u ⊗2 (a/(v\x)). Let
L

(/)
a x = a/x, then from the last identity we have the identity

L(/)
a (u⊗2 v)\x = u⊗2 L(/)

a (v\x) of the type (⊗2, \,⊗2, \).

9a). Putting y = a in 9), we get x/((u/v)\a) = u/((x/v)\a), (a⊗2(u/v))⊗1x =
u/(a⊗2 (x/v)), and the following identity:

L⊗2
a (u/v)⊗1 x = u/L⊗2

a (v ⊗1 x) of the type (/,⊗1, /,⊗1).

If v = a, x/((u/a)\y) = u/((x/a)\y), ((u/a)\y)⊗1 x = u/((y ⊗2 (x/a)). Let
R

(/)
a x = x/a, then we have the identity

(R(/)
a u\y)⊗1 x = u/(y ⊗2 R(/)

a x) of the type (\,⊗1, /,⊗2). �

7. Near-balanced identities for quasigroups

In [7], the identities with permutations of di�erent types were considered. As a
corollary, in a quasigroup (Q, ·, \, /) the following identities characterizing quasi-
groups isotopic to abelian groups were obtained (Theorem 1.2.1a, the identities
(1.2.9) � (1.2.15) of [7]):

((x · y)/u) · (u\z) = x · u\((z/u) · y), (7)

(((y/u) · (u\x))/u) · (u\z) = (x/u) · (u\((z/u) · (u\y))), (8)

z · (u\((y/u) · x)) = ((z · x)/u) · (u\y), (9)

((y · x)/u) · z = ((y · z)/u) · x, (10)

z · u\((y/u) · (u\x)) = (x/u) · u\(z · (u\y)), (11)

((x/u) · y)/u · (u\z) = ((z/u) · y)/u · (u\x), (12)

((x/u) · y)/u · (u\z) = ((z/u) · (u\x))/u · y (13)
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Consider these identities more carefully. First note that the identities (7) and
(9) coincide although they correspond to di�erent types of identities with permu-
tations (unfortunately, that was not noticed in [7]).

The identity (10) is the balanced identity 3) of the Glukhov list, the rest
identities of four variables are unbalanced. Show that identities (11), (12) and
(13) can be simpli�ed and reduced to the known balanced identities.

Proposition 1. The identity (10) is the identity 3), the identity (11) is reduced

to the identity 5), the identities (12) and (13) are reduced to 3).

Proof. (10) is the balanced identity 3) of the Glukhov list. The identity (11) means
that z·L−1

u (R−1
u y·L−1

u x) = R−1
u x·L−1

u (z·L−1
u y) or z·L−1

u (αuy·x) = αux·L−1
u (z·y),

where αu = R−1
u Lu. From where for z = u it follows that αuy · x = αux · y.

Therefore, z · L−1
u (αux · y) = αux · L−1

u (z · y) or z · (u\xy) = x · (u\zy). It is the
balanced identity 5) of the Glukhov list.

(12) is R−1
u (R−1

u x · y) · L−1
u z = R−1

u (R−1
u z · y) · L−1

u x or R−1
u (αux · y) · z =

R−1
u (αuz ·y) ·x, from where for y = u we get αux ·z = αuz ·x. Hence, R−1

u (yx) ·z =
R−1

u (y · z) · x or (yx/u) · z = (yz/u) · x. It is the identity 3).

(13) is R−1
u (R−1

u x · y) ·L−1
u z = R−1

u (R−1
u z ·L−1

u x) · y or R−1
u (R−1

u Lux · y) · z =
R−1

u (R−1
u Luz · x) · y.

If y = u, we have the equality αux ·z = αuz ·x and the identity 3) of Glukhov's
list: ((xy)/u) · z = ((xz)/u) · y. �

Theorem 4. The following near-balanced identities of length �ve in a quasigroup

(Q, ·, \, /):
(xy/u) · (u\z) = x · (u\((z/u) · y)), (14)

(u/(x\y))\(uz) = x\(u · ((u/z)\y)), (15)

((x/y) · u)/(z\u) = x/((zu/y)\u), (16)

zu/((y/x)\u) = ((y/(z\u)) · u)/x, (17)

(u/z)\(u · (y\x)) = (u/(y\uz))\x, (18)

(z/u) · (u\yx) = ((y · (u\z))/u) · x (19)

form a parastrophical-equivalent class of identities characterizing quasigroups iso-

topic to abelian groups.

Proof. The identity (14) is (7) and, by Theorem 1.2.1a [7], characterizes quasi-
groups isotopic to abelian groups. At �rst we shall give the short proof from [7]
of this fact.

Let a quasigroup (Q, ·) be isotopic to an abelian group. Then, by Albert's
theorem (see [4]), we conclude that the loop (Q,+): x+y = R−1

a x ·L−1
a y, which is

principally isotopic to this quasigroup, is an abelian group for any element a ∈ Q.
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Hence, the identity (x + y) + z = x + (z + y) is ful�lled. Pass in this identity to
the operation (·):

R−1
a (R−1

a x · L−1
a y) · L−1

a z = R−1
a x · L−1

a (R−1
a z · L−1

a y). (20)

From this identity with permutations after the respective change of variables we
have the following identity:

R−1
a (x · y) · L−1

a z = x · L−1
a (R−1

a z · y). (21)

This identity is true for any element a ∈ Q. Thus we have the identity (7).
Conversely, if the identity (7) holds, then the identity (21) and the identity

R−1
a (x · y) · z = x · L−1

a (y ∗ R−1
a Laz) hold. But the last identity is an identity

of the form (5) and, by Theorem 1.1.1 [7], the quasigroup (Q, ·) is isotopic to a
group. After the inverse transformation of the last identity we obtain the identity
(20), which means that in the group (Q,+): x + y = R−1

a x · L−1
a y the identity

(x + y) + z = x + (z + y) holds. From where it follows that (Q, +) is an abelian
group (put x = 0, where 0 is the unit of the group).

The rest identities of the theorem we shall obtain from the identity (14) passing
on in this identity from the operation (·) to the parastrophes (\), (/), (⊗1), (⊗2)
and (∗) respectively and using Tale 1 and the equalities (1).

For example, in (14) change the operation (·) for the parastrophe (\):
((x\y)⊗1 u)\(uz) = x\(u · ((z ⊗1 u)\y)) or (u/(x\y))\(uz) = x\(u · ((u/z)\y)).

It is the identity (15).
The remaining identities are checked analogously.
Note that each of the pairs of identities (19) and (14), (15) and (17), (18) and

(16) is mutually symmetric. �

Proposition 2. The identity (8) is reduced to the identity (19).

Proof. Writing the identity (8):

(((y/u) · (u\x))/u) · (u\z) = (x/u) · (u\((z/u)) · (u\y))

with the help of translations, we obtain the identities

R−1
u (R−1

u y · L−1
u x) · L−1

u z = R−1
u x · L−1

u (R−1
u z · L−1

u y),

R−1
u (R−1

u Luy · x) · z = R−1
u Lux · L−1

u (R−1
u Luz · y).

Let R−1
u Lu = αu, z = u, then αuy · x = αux · y and R−1

u (y · L−1
u x) · z =

R−1
u x · L−1

u (y · z) or ((y · (u\x))/u) · z = (x/u) · (u\yz). But it is the identity (19)
if to interchange the positions of the variables x and z. �
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Filter theory on hyper residuated lattices

Rajabali Borzooei, Mahmud Bakhshi and Omid Zahiri

Abstract. We apply the hyper structures to residuated lattices and introduce the notion of
hyper residuated lattice which is a generalization of the residuated lattice and veri�ed some
related results. Finally, we state and prove some theorems about �lters and deductive systems.

1. Introduction

Residuated lattices, introduced by Ward and Dilworth [12], are a common struc-
ture among algebras associated with logical systems. In this de�nition to any
bounded lattice (L,∨,∧, 0, 1), a multiplication `∗' and an operation `→' are equp-
ped such that (L, ∗, 1) is a commutative monoid and the pair (∗,→) is an adjoint
pair, i.e.,

x ∗ y 6 z if and only if x 6 y → z, ∀x, y, z ∈ L.

The main examples of residuated lattices are MV -algebras introduced by Chang
[4] and BL-algebras introduced by Hájek [9]. The hyperstructure theory was
introduced by Marty [10], at the 8th Congress of Scandinavian Mathematicians.
In his de�nition, a function f : A×A −→ P ∗(A), of the set A×A into the set of
all non-empty subsets of A, is called a binary hyperoperation, and the pair (A, f)
is called a hypergroupoid. If f is associative, A is called a semihypergroup, and it is
said to be commutative if f is commutative. Also, an element 1 ∈ A is called the
unit or the neutral element if a ∈ f(1, a), for all a ∈ A. Since then many researchers
have worked on this area. R. A. Borzooei et al. introduced and studied hyper K-
algebras [2] and S. Ghorbani et al. [8], applied the hyperstructures to MV -algebras
and introduced the concept of hyper MV -algebra, which is a generalization of
MV -algebra. In [11], Mittas et al. applied the hyperstructures to lattices and
introduced the concepts of a hyperlattice and supperlattice: A superlattice is a
partially ordered set (S;6) endowed with two binary hyperoperations ∨ and ∧
satisfying the following properties: for all a, b, c ∈ S,

(SL1) a ∈ (a ∨ a) ∩ (a ∧ a),
(SL2) a ∨ b = b ∨ a, a ∧ b = b ∧ a,
(SL3) (a ∨ b) ∨ c = a ∨ (b ∨ c), (a ∧ b) ∧ c = a ∧ (b ∧ c),
(SL4) a ∈ ((a ∨ b) ∧ a) ∩ ((a ∧ b) ∨ a),

2010 Mathematics Subject Classi�cation: 03G10, 06B99, 06B75.
Keywords: hyper residuated lattice, (weak) �lter, (weak) deductive system.



34 R. A. Borzooei, M. Bakhshi and O. Zahiri

(SL5) a 6 b implies b ∈ a ∨ b and a ∈ a ∧ b,

(SL6) if a ∈ a ∧ b or b ∈ a ∨ b then a 6 b.

Hyperstructures have many applications to several sectors of both pure and
applied sciences. A short review of the theory of hyperstructures appear in [5].
In [6] a wealth of applications can be found, too. There are applications to the
following subjects: geometry, hypergraphs, binary relations, lattices, fuzzy set and
rough sets, automata, cryptography, combinatorics, codes, arti�cial intelligence
and probabilities.

It is well know, the class of MV -algebras, BL-algebras, and Heyting algebras
are proper subclass of the class of residuated lattices. In this paper, as an applica-
tion of hyperstructures to residuated lattices, we introduce the notion of a hyper
residuated lattice. We de�ne the concepts of (weak) �lter and (weak) deductive
system, and verify their properties, as mentioned in the abstract. In fact, we want
to construct a hyper structure, which is more general than hyper MV -algebra and
hyper K-algebra.

2. Hyper residuated lattices

Throughout this paper, L will denote a hyper residuated lattice, unless otherwise
stated.

Let (X,6) be a partially ordered set and A,B be two subsets of X. Then we
write

• A � B, if there exist a ∈ A and b ∈ B such that a 6 b.

• A 6 B if for any a ∈ A, there exists b ∈ B such that a 6 b.

De�nition 2.1. [13] By a hyper residuated lattice we mean a non-empty set L
endowed with four binary hyperoperations ∨, ∧, �, → and two constants 0 and 1
satisfying the following conditions:

(HRL1) (L,≤,∨,∧, 0, 1) is a bounded superlattice,

(HRL2) (L,�, 1) is a commutative semihypergroup with 1 as the identity,

(HRL3) a� c � b if and only if c � a → b.

L is called nontrivial if 0 6= 1. An element a ∈ L is called scalar if |a� x| = 1, for
all x ∈ L.

Example 2.2. (i) Let S = [0, 1]. Then S with the natural ordering is a partially
ordered set. De�ne the hyperoperations ∨, ∧, �, and → on S as follows:

a� b = a ∧ b = min{a, b}, b ∨ a = a ∨ b =

 S, a = b,
S − {a}, a < b,
S − {b}, b < a
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a → b =
{

1, a 6 b,
b, a > b.

Then, it is easy to check that (S,∨,∧,�,→, 0, 1) satis�es the properties (HRL1)
−(HRL3) and so is a hyper residuated lattice.

(ii) Let L = [0, 1] and �, ∨ be the hyperoperations in (i). De�ne two hyperop-
erations ∧ and → on L as follows:

a ∧ b = {x ∈ L|x 6 a, x 6 b}, a → b =
{
{1}, a 6 b,
[b, 1], a > b.

It is not di�cult to check that (L,∨,∧,�,→, 0, 1) is a hyper residuated lattice.
(iii) Let (L = {0, a, b, 1},≤) be a chain such that 0 < a < b < 1. De�ne the

hyperoperations ∨ and ∧ on L as given in the tables 1 and 2:

Table 1 Table 2
∨ 0 a b 1
0 {0,a,b,1} {a,b,1} {b,1} {1}
a {a,b,1} {a,1,b} {b,1} {1}
b {b,1} {b,1} {b,1} {1}
1 {1,0} {1} {1} {1}

∧ 0 a b 1
0 {0} {0} {0} {0}
a {0} {0,a} {0,a} {0,a}
b {0} {0,a} {0,b,a} {0,b,a}
1 {0} {0,a} {0,b,a} {0,a,b,1}

Then (L,∨,∧, 0, 1) is a bounded hypper lattice. Let x � y = ∧ and de�ne the
hyperoperations → and  on L as given in the tables 3 and 4.

Table 3 Table 4
→ 0 a b 1
0 {1} {1} {1} {1}
a {a,b,1} {1,a} {1} {1}
b {a,1} {a} {b,1} {1}
1 {0,1} {a} {1,b} {1}

 0 a b 1
0 {1} {1,b} {1,b} {1,b}
a {a,b,1} {1} {1} {1}
b {a,b,1} {a} {1,b} {1,b}
1 {0,a,1} {1,a} {1} {1}

Routine calculations show that (L,∨,∧,�,→, 0, 1) and (L,∨,∧,�, , 0, 1) are hy-
per residuated lattices.

Proposition 2.3. In any hyper residuated lattice L, for all x, y, z ∈ L and

A,B,C ⊆ L, the following hold:

(1) 1 � A implies 1 ∈ A, for all non-empty subsets A of L,

(2) x 6 y implies 1 ∈ x → y, and if 1 is a scalar, the converse hold,

(3) 1 ∈ x → x, 1 ∈ x → 1, 1 ∈ 0 → x, if 1 is a scalar, x ∈ 1 → x,

(4) A � B → C if and only if A�B � C if and only if B � A → C,

(5) 0 ∈ x� 0, x � ¬¬x, where ¬x = x → 0,

(6) x� (x → y) � y, x� (x → y) � x,
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(7) x � y → (x� y),

(8) x� y � x, x� y � y. Particularly, 0 ∈ x� 0,

(9) A�B � A, A�B � B,

(10) A � x � B implies A � B. Moreover, if A ∩ B 6= ∅, then A � B and

B � A.

(11) x 6 y implies x� z � y � z,

(12) x 6 y implies z → x � z → y,

(13) x 6 y and x 6 z imply x � y ∧ z,

(14) y 6 x and z 6 x imply y ∨ z � x,

(15) x → y ⊆ {u |u� x � y},

(16) x 6 y implies y → z � x → z,

(17) If y′ is a scalar of L, then (x → y′)� (y′ → z) � x → z,

(18) x → (y → z) � (x� y) → z,

(19) (x� y) → z � x → (y → z).

Proof. The proofs of (3)− (7), (9), (11), (14), (15) and (19) are straightforward.
(1). If A ⊆ L is such that 1 � A, then 1 � a, for some a ∈ A whence

1 = a ∈ A.
(2). Assume that a 6 b. From a ∈ a � 1 it follows that a � 1 � b whence

1 � a → b. Thus, 1 ∈ a → b, by (1). Conversely, if 1 is a scalar, 1 ∈ a → b implies
that {a} = a� 1 � b, i.e., a 6 b.

(8). Since, y 6 1 ∈ x → x, so x� y � x. Similarly, it follows that x� y � y.
(10). Assume A � x and x � B. Then a � x and x � b, for some a ∈ A and

b ∈ B, whence a 6 b, i.e., A � B. The proof of other part is easy.
(12). Let x 6 y. Since, z � (z → x) � x, by (6), z � (z → x) � y and so

z → x � z → y.
(13). From x 6 a and x 6 b it follows that x ∈ x ∧ a and x ∈ x ∧ b whence

x ∈ x ∧ b ⊆ (x ∧ a) ∧ b = x ∧ (a ∧ b). Hence, there exists u ∈ a ∧ b such that
x ∈ x ∧ u and so x 6 u means that x � a ∧ b.

(16). Let x 6 y and z ∈ L. By (15), we have

y → z ⊆ {u ∈ L | y � u � z} = {u ∈ L | y � u → z} ⊆ {u ∈ L |x � u → z}
= {u ∈ L |u � x → z},

whence y → z � x → z.
(17). Let y′ be a scalar element of L, u ∈ x → y′ and v ∈ y′ → z. Then

u � x → y′ and so u� x � y′. By a similar way, v � y′ � z. Hence there exists
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a ∈ u�x such that a 6 y′ and so by (11), a�v � y′�v. Hence v�(u�x) � v�y′.
Since v� y′ � z and |v� y′| = 1, then we get that (v� u)� x = v� (u� x) � z.
Hence there exists b ∈ u � v such that x � b � z and so b � x → z. Since
b ∈ u� v ⊆ (x → y′)� (y′ → z), then (x → y′)� (y′ → z) � x → z.

(18). Let u ∈ x → (y → z). Then there exists a ∈ y → z such that u ∈ x → a.
Then we get that

u � x → a ⇒ u� x � a

⇒ u� x � y → z,

⇒ (u� x)� y � z, by (4),

⇒ u� (x� y) � z,

⇒ u � (x� y) → z, by (4).

Hence, x → (y → z) � (x� y) → z.

The next theorem shows that if there exists a hyper residuated lattice of order
n, then there exists a hyper residuated lattice of order n + 1.

Theorem 2.4. Each hyper residuated lattice of order n can be extend to a hyper

residuated lattice of order n + 1, for any n ∈ N.

Proof. Let L be a hyper residuated lattice of order n, for n ∈ N and e /∈ L. Set
L = L ∪ {e} and de�ne a relation 6′ on L by

z 6′ y ⇔ z 6 y, for all z, y ∈ L,

x 6′ e for all x ∈ L′.

Then (L,6′) is a poset and 0 and e are the minimum and the maximum elements
of L, respectively. We de�ne the binary hyperoperations ∨′,∧′,�′ and →′ on L
by

a∨′b =
{

a ∨ b if a, b ∈ L,
{e} if a = e or b = e.

a →′ b =


(a → b)∪{e} if a, b ∈ L, 1 ∈ a → b,
a → b if a, b ∈ L, 1 /∈ a → b,
{e} if b = e,
{b} if a = e.

a�′ b =


a� b if a, b ∈ L,
{a} if a ∈ L and b = e,
{b} if b ∈ L and a = e,
{e} if a = b = e.

a ∧′ b =


a ∧ b if a, b ∈ L,
{b} if b ∈ L and a = e,
{a} if a ∈ L and b = e,
{e} if a = b = e.

Routine calculation shows that (HRL1) and (HRL2) hold. We shall prove (HRL3).
Let x, y, z ∈ L.

(1). Let x, y, z ∈ L and 1 /∈ y → z. Then by de�nitions of �′ and 6′, we get

x�′ y �′ z ⇔ x� y � z ⇔ x � y → z ⇔ x �′ y →′ z.
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(2). Let x, y, z ∈ L and 1 ∈ y → z. If x �′ y �′ z, then by de�nition of →′,
e ∈ y →′ z and so x �′ y →′ z. Now, let x �′ y →′ z. Since 1 ∈ y → z, then
x � y → z and so x� y � z. Hence x�′ y = x� y �′ z.

(3). Let x, y ∈ L and z = e. Since y →′ z = {e} and u �′ e, for all u ∈ L′,
then x �′ y �′ z implies x �′ y →′ z. Now, let x �′ y →′ z. Since z = e, then
clearly, x�′ y �′ z.

(4). Let x, z ∈ L and y = e. Then x�′ y = {x} and y →′ z = {z}. Therefore,
x�′ y �′ z if and only if x �′ y →′ z.

(5). Let y, z ∈ L and x = e. Then x �′ y = {y}. If x �′ y = {y} �′ z, then
y �′ z. Since y, z ∈ L we get y � z and so 1 ∈ y → z. Hence e ∈ y →′ z and so
x �′ y →′ z. Now, let x �′ y →′ z. Then by de�nition of ≤′, we have e ∈ y →′ z
and so 1 ∈ y → z or z = e. Since y ∈ L, then y 6= e and so 1 ∈ y → z. Therefore,
x�′ y �′ z.

(6). Let x = y = e and z ∈ L. Then x �′ y = {e} and y →′ z = {z}. Hence
x�′ y = {e} �′ z and x �′ y →′ z = {z} are impossible.

(7). Let x = z = e and y ∈ L. Then x�′ y = {y} and y →′ z = {e}. Therefore,
x�′ y �′ z if and only if x �′ y →′ z.

An analogous result holds for y = z = e.
(8). For x = y = z = e, it is obvious.
Therefore, (L,∨′,∧′,�′,→′, 0, e) is a hyper residuated lattice of order n+1.

Corollary 2.5. For any n > 4 and n ∈ N, there exists at least one hyper residuated
lattice of order n.

Proof. By Example 2.2 and Theorem 2.4, the proof is clear.

3. (Weak) Filters and deductive systems

In this section, we introduce the concepts of (weak) �lters and (weak) deductive
systems in hyper residuated lattices and we give some related results. Then we
introduced special kinds of weak deductive systems in hyper residuated lattices
and verify the relation between them.

De�nition 3.1. [13] Let F be a non-empty subset of L satisfying
(F) x 6 y and x ∈ F imply y ∈ F .

then F is called a

• �lter if x� y ⊆ F , for all x, y ∈ F ,

• weak �lter if F � x� y, for all x, y ∈ F .

A �lter F of L is said to be proper if F 6= L and this is equivalent to that 0 /∈ F

Remark 3.2. Clearly, any �lter is a weak �lter. Moreover, 1 ∈ F , for any (weak)
�lter F of L.
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Example 3.3. In any hyper residuated lattice L, {1} is a weak �lter and L is a
�lter of L. Of course, in Example 2.2(i), {1} is a �lter and in Example 2.2(iii),
{a, b, 1} and {b, 1} are weak �lters of L. But, {1, b} is not a �lter.

The next theorem gives an equivalent condition for weak �lters.

Theorem 3.4. A non-empty subset F of L is a weak �lter if and only if it satis�es
(F) and (x� y) ∩ F 6= ∅, for all x, y ∈ F .

Proof. Straightforward.

De�nition 3.5. Let D be a non-empty subset of L. D is called a

• deductive system if for all x, y ∈ L,

(DS) 1 ∈ D,

(HDS) x ∈ D and x → y ⊆ D imply y ∈ D,

• weak deductive system if (DS) holds and for all x, y ∈ L,

(WHDS) x ∈ D and D � x → y imply y ∈ D.

A deductive system D is said to be proper if D 6= L.

Example 3.6. In Example 2.2(ii), for any a ∈ (0, 1], D = [a, 1] is a deductive
system of L, which is not a weak deductive system of L, since [a, 1] � a → y, for
any y 6 a and y /∈ [a, 1]). Moreover, in Example 2.2(i), for any a ∈ S, D = [a, 1]
is a weak deductive system of S.

Proposition 3.7. Let L be a hyper residuated lattice. Then

(i) every weak deductive system satis�es (F );
(ii) if D is a non-empty subset of L satisfying (F ), then D is a weak deductive

system of L if and only if (x → y) ∩D 6= ∅ and x ∈ D imply y ∈ D.

Proof. (i). Let F be a weak hyper deductive system of L, x 6 y and x ∈ F , for
x, y ∈ L. Then by Proposition 2.3(2), 1 ∈ x → y, and so F � x → y. Now, from
(WHDS) it follows that y ∈ F . Thus, (F) holds.

(ii). (⇒) It follows from Proposition 2.3,(10).
(⇐) Let D be a non-empty subset of L satisfying the given conditions. Ob-

viously, 1 ∈ D. Now, let x ∈ D and D � x → y. Then there exist d ∈ D and
u ∈ x → y such that d 6 u and so by (F), u ∈ D. Hence D ∩ (x → y) 6= ∅ and so
y ∈ D. Therefore, D is a weak hyper deductive system of L.

Now, we give the connection between (weak) �lters and (weak) deductive sys-
tems.

Theorem 3.8. Let L be a hyper residuated lattice. Then

(i) every weak deductive system is a weak �lter,

(ii) every �lter is a deductive system.
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Proof. (i). Let F be a weak deductive system of L. Then by Proposition 3.7(i),
(F) holds. Now, let x, y ∈ F . By Proposition 2.3(7), y � x → (x � y) and so
y 6 u, for some u ∈ x → (x� y). Hence u ∈ F . But u ∈ x → (x� y) implies that
u ∈ x → v, for some v ∈ x � y, and hence F � x → v. Since, x ∈ F , so v ∈ F
and hence, F � x� y.

(ii). Assume that F is a �lter of L. Since, F is non-empty, then there exists
x ∈ L such that x ∈ F . From x � 1 and (F), it follows that 1 ∈ F . Thus, (DS)
holds. Now, let x ∈ F and x → y ⊆ F , for x, y ∈ L. Then, x � (x → y) =
∪u∈x→yx � u ⊆ F . On the other hand, from Proposition 2.3(6), we know that
x� (x → y) � y. Hence, there exists v ∈ x� (x → y) such that v 6 y, and since
v ∈ F , so y ∈ F .

Example 3.9. Consider the residuated lattice L given in the Example 2.2(iii). It
is not di�cult to check that F = {b, 1} is a weak �lter of L but it is not a weak
deductive system. Because F � {a, b} = b 0, b ∈ F while 0 6∈ F .

De�nition 3.10. A non-empty subset A of L is said to be

• S�-re�exive if (x� y) ∩A 6= ∅ implies x� y ⊆ A, for all x, y ∈ L,

• S→-re�exive if (x → y) ∩A 6= ∅ implies x → y ⊆ A, for all x, y ∈ L.

Clearly, any S�-re�exive weak �lter of L is a �lter.

Example 3.11. (i) Let (L,∨,∧,�,→, 0, 1) be the hyper residuated lattice in
Example 2.2(iii). Then A = {0} is a S→-re�exive subset of (L,∨,∧,�,→, 0, 1).

(ii) Let (L;≤,∨,∧, 0, 1) be the bounded super lattice de�ned in Example 2.2(iii).
Consider the following tables:

Table 5 Table 6
� 0 a b 1
0 {0} {0} {0} {0}
a {0} {a,0} {a} {a}
b {0} {a} {b} {b}
1 {0} {a} {b} {1}

→ 0 a b 1
0 {1} {1} {1} {1}
a {0,a} {1} {1} {1}
b {0} {0,a} {1} {1}
1 {0} {a} {b} {1}

It is not di�cult to check that (L,∨,∧,�,→, 0, 1) is a hyper residuated lattice.
Let F1 = {1}, F2 = {1, b}. Then F1 and F2 are S�-re�exive (weak) �lters of L
and F1 is a S→-re�exive deductive system of L.

Theorem 3.12. Every S�-re�exive weak �lter is a weak deductive system.

Proof. Let F be an S�-re�exive weak �lter of L. Obviously 1 ∈ F . Now, let
x, y ∈ L be such that x ∈ F and F � x → y. Then there exist a ∈ F and
b ∈ x → y such that a 6 b. Hence b ∈ F and so by Theorem 3.4, (x� b) ∩ F 6= ∅.
Since F is S�-re�exive, we get x�b ⊆ F . From b ∈ x → y it follows that b�x � y
and so u 6 y, for some u ∈ b � x. Since x � b ⊆ F , then u ∈ F whence y ∈ F .
Therefore, F is a weak deductive system of L.
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Theorem 3.13. Every S→-re�exive deductive system is a �lter.

Proof. Let D be a S→-re�exive deductive system, x ∈ D and x 6 y, for some
y ∈ L. By Proposition 2.3(2), 1 ∈ x → y and so (x → y) ∩ D 6= ∅. Since D is
a S→-re�exive, we get x → y ⊆ D whence y ∈ D. Hence D satis�es (F). Now,
let x, y ∈ D. If u ∈ x � y, then x � y � u and so x � y → u. From x ∈ D it
follows that D � y → u and so D ∩ (y → u) 6= ∅. Since D is S→-re�exive, then
y → u ⊆ D whence u ∈ D. Hence, x� y ⊆ D means that D is a �lter of L.

Proposition 3.14. Let {Fi | i ∈ I} be a family of non-empty subsets of L.

(i) If Fi is a �lter (deductive system, weak deductive system), for all i ∈ I, then
∩Fi is a �lter (deductive system, weak deductive system) of L.

(ii) Assume that {Fi | i ∈ I} be a chain. If Fi is a �lter (weak �lter, weak deduc-

tive system), for all i ∈ I, then ∪Fi is a �lter (weak �lter, weak deductive

system) of L.

Proof. We only prove the case of weak deductive systems. The proof of the other
cases is easy.

(i). Assume that Fi is a weak deductive system of L, for all i ∈ I. Clearly,
1 ∈ ∩Fi. Let x ∈ ∩Fi and ∩Fi � x → y, for some y ∈ L. Then x ∈ Fi and
Fi � x → y, for all i ∈ I. Hence y ∈ Fi, for all i ∈ I and so y ∈ ∩Fi. Therefore,
∩Fi is a weak deductive system of L.

(ii). Let {Fi | i ∈ I} be a chain of weak deductive systems of L. Clearly,
1 ∈ ∪Fi. Let x ∈ ∪Fi and ∪Fi � x → y, for some y ∈ L. Then, there exist
j, k ∈ I such that x ∈ Fj and Fk � x → y. Since Fi's forms a chain, so we can
assume that Fj ⊆ Fk. Thus, Fk � x → y and x ∈ Fk imply that y ∈ Fk ⊆ ∪Fi

proving ∪Fi is a weak deductive system of L.

The next example shows that Proposition 3.14(ii) may not be true for deductive
systems, in general.

Example 3.15. Let L = {xi | i ∈ N} ∪ {0, 1} be a lattice, whose Hasse diagram
is below (see Figure 1).
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Figure 1: The Hasse diagram of L
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De�ne binary hyperoperations ∨,∧,� and → on L as follows:

a ∨ b = {c ∈ L | a 6 c and b 6 c}, a ∧ b = {c ∈ L | c 6 a and c ≤ b}

a� b = a ∧ b and

a → b =


{1} if a 6 b,
{xi | i ∈ N} if a = 1, b ∈ L− {1}.
{xj | j ∈ N, j 6 i} ∪ {1} if a, b ∈ {xi | i ∈ N}, a = xi, a 6= b,
{xj | j ∈ N, j 6 i} ∪ {1} if a ∈ {xi | i ∈ N}, b = 0

for all a, b ∈ L. Routine calculations show that (L,∨,∧,�,→, 0, 1) is a hyper
residuated lattice. Let Di = {1, x1, . . . , xi}, for all i ∈ N. It is easy to verify that
Di is a deductive system of L and Di ⊆ Di+1, for all i ∈ N. But, 1 ∈ ∪i∈IDi,
1 → 0 = {xi | i ∈ N} ⊆ ∪i∈IDi and 0 /∈ ∪i∈IDi. Therefore, ∪i∈IDi is not a
deductive system of L.

De�nition 3.16. Let F be a proper (weak) �lter of L. Then F is said to be
maximal if F ⊆ J ⊆ L, implies F = J or J = L, for all (weak) �lters J of L.

Maximal (weak) deductive systems are de�ned analogously.

Example 3.17. Let (L,∨,∧,�,→, 0, 1) be the hyper residuated lattice de�ned in
the Example 3.11. Then F = {1, b} is a maximal �lter and {1, a, b} is a maximal
weak �lter of L.

Theorem 3.18. In a hyper residuated lattice

(i) every proper (weak) �lter of L is contained in a maximal (weak) �lter of L,

(ii) every proper weak deductive system of L is contained in a maximal weak

deductive system of L.

Proof. (i). Let F be a proper (weak) �lter of L and S be the collection of all
proper (weak) �lters of L containing F . Then F ∈ S and (S,⊆) is a poset. Let
{Fi | i ∈ I} be a chain in S. Then by Proposition 3.14(ii), ∪Fi is a (weak) �lter
of L containing F . If 0 ∈ ∪Fi, then there exists i ∈ I such that 0 ∈ Fi, which is
impossible. Hence ∪Fi is a proper (weak) �lter of L containing F and so ∪Fi ∈ S.
Hence any chain of elements of S has an upper bound in S. By Zorn's lemma, S
has a maximal element such as M . We show that M is a maximal (weak) �lter of
L. Let M ⊆ J ⊆ L, for some (weak) �lter J of L. If J 6= L, then J ∈ S. Since
M is a maximal element of S we get M = J . Therefore, M is a maximal (weak)
�lter of L.

(ii). Similar to (i).

From the fact that {1} is a weak �lter of any hyper residuated lattice, we
conclude that

Corollary 3.19. Every nontrivial hyper residuated lattice has a maximal weak

hyper �lter.
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4. (Positive) Implicative weak deductive systems

De�nition 4.1. Let (L,∨,∧,�,→, 0, 1) be a hyper residuated lattice and D be a
non-empty subset of L containing 1. Then D is called

• an implicative weak deductive system or simply IWDS if for all x, y, z ∈ L

x → (y → z) ∩D 6= ∅ and x → y ∩D 6= ∅ imply x → z ∩D 6= ∅,

• a positive implicative weak deductive system or simply PIWDS if

x → ((y → z) → y)) ∩D 6= ∅ and x ∈ D imply y ∈ D, for all x, y, z ∈ L.

Note: Clearly, if L is a residuated lattice, then the concept of implicative (positive
implicative) �lters are coincide by the concept of implicative (positive implicative)
weak deductive systems.

Example 4.2. Let L = {a, b, c, 0, 1} be a partially ordered set whose Hasse dia-
gram depicted in Figure 2.
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Figure 2: The Hasse diagram of L

Let x ∧ y = {u ∈ L |u 6 x, u 6 y} and x ∨ y = {u ∈ L |x 6 u, y 6 u}, for all
x, y ∈ L. Now, consider the following tables:

Table 7 Table 8
→ 0 a b c 1
0 {1} {1} {1} {1} {1}
a {c} {1} {1} {c} {1}
b {c} {a,b,c} {1} {c} {1}
c {a,b} {a,b} {b,a} {1} {1}
1 {0} {a} {b,a} {c} {1}

� 0 a b c 1
0 {0} {0} {0} {0} {0}
a {0} {a} {a} {0} {a}
b {0} {a} {b,a} {0} {a,b}
c {0} {0} {0} {c} {c}
1 {0} {a} {b,a} {c} {1}

It is easy to show that (L,∨,∧,�,→, 0, 1) is a hyper residuated lattice. Moreover,
easy calculations show that

(i) {1, a}, and {1, a, b} are implicative weak deductive systems.
(ii) {1, a} is not a positive implicative weak deductive systems (since 1 ∈ 1 →

({a, c} → b) ⊆ 1 → ((b → a) → b) and b /∈ {1, a}).
(iii) {1, a, b} is a positive implicative weak deductive system.
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Lemma 4.3. Let (L,∨,∧,�,→, 0, 1) be a hyper residuated lattice. Then L satis�es

the following conditions: for all a, b, c ∈ L,

(i) a → (b → c) 6 b → (a → c),

(ii) x 6 y implies z → x 6 z → y,

(iii) a → b 6 (b → c) → (a → c).

Proof. (i). Let u be an arbitrary element of a → (b → c). Then u � (a → (b → c))
and so u � a → x, for some x ∈ b → c. Hence u� a � x and so y � x, for some
y ∈ u � a. Since x ∈ b → c, then we get y � b → c and so y � b � c. Hence
(u � b) � a = (u � a) � b � c and by Proposition 2.3(4), we get u � b � a → c.
Therefore, by Proposition 2.3(4), u � b → (a → c) and so a → (b → c) 6 b →
(a → c).

(ii). Let u ∈ z → x. Then u � z → x, so u� z � x. Since x 6 y, then we get
u� z � y and so u � z → y. Therefore, z → x 6 z → y.

(iii). We know that (b → c) → (a → c) ⊆ ∪{u → v|u ∈ b → c, and v ∈ a → c}.
Let u ∈ b → c. Then u � b → c. Thus u � b � c. Hence b � u → c
and so there exists t ∈ u → c such that b 6 t. Now, by (i) and (ii), we get
a → b 6 a → t ⊆ (a → (u → c)) 6 u → (a → c). Since u ∈ b → c, we conclude
that a → b 6 (b → c) → (a → c).

Note that, in the proof of Lemma 4.3(iii) we proved that a → b 6 u → (a → x),
for all u ∈ b → x.

From now on, in this section, (L,∨,∧,�,→, 0, 1) or simply L will denote a
hyper residuated lattice satis�es 1 � x = {x}, for all x ∈ L, unless otherwise
stated.

Proposition 4.4. Let D be a non-empty subset of L. Then

(i) for all x ∈ L, x ∈ 1 → x and x is a maximum element of 1 → x,

(ii) if D is a PIWDS of L, then D is a weak deductive system,

(iii) if D is an IWDS of L is an upset, then D is a weak deductive system.

Proof. (i). Let x ∈ L. For any u ∈ 1 → x, we have u � 1 → x and so {u} =
1 � u � x. Since x ∈ 1 � x, then we get 1 � x � x. It follows that x � 1 → x.
Hence there exists u ∈ 1 → x such that x 6 u. So, x 6 u 6 x. Therefore,
x ∈ 1 → x.

(ii). Assume that D is a PIWDS of L. Clearly, (DS) holds. Let (x →
y) ∩ D 6= ∅ and x ∈ D. Then by Proposition 2.3(3), we have x → (1 → y) ⊆
x → ((y → 1) → y). Now, by (i) we get x → y ⊆ x → (1 → y) and so
(x → ((y → 1) → y)) ∩D 6= ∅. Since x ∈ D and D is a positive implicative weak
deductive system of L, we conclude that y ∈ D. Therefore, D is a weak deductive
system of L.

(iii). Assume that D is an IWDS of L. Clearly, (DS) holds. Let (x → y)∩D 6=
∅ and x ∈ D. Then by (i), (1 → (x → y)) ∩D 6= ∅ and (1 → x) ∩D 6= ∅. Since D
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is an implicative weak deductive system of L, then (1 → y) ∩D 6= ∅. Since by (i)
y is a maximum element of 1 → y and D is an upset, then we get y ∈ D.

Theorem 4.5. Let D be a non-empty subset of L. Then

(i) D is a PIWDS of L if and only if D is a weak deductive system such

that ((x → y) → x) ∩D 6= ∅ implies x ∈ D, for all x, y ∈ L,

(ii) D is an IWDS of L if and only if Dx = {u ∈ L | (x → u) ∩D 6= ∅} is a

weak deductive system of L, for all x ∈ L.

Proof. (i). Let D be a PIWDS. Then by Proposition 4.4(ii), D is a weak deduc-
tive system. Now, let and ((x → y) → x) ∩D 6= ∅. Then there exists u ∈ ((x →
y) → x) ∩ D. By Proposition 4.4(i), u ∈ 1 → u ⊆ (1 → ((x → y) → x)) ∩ D.
Since 1 ∈ D and D is a PIWDS, then we get x ∈ D. Conversely, let D be a weak
deductive system such that ((x → y) → x)∩D 6= ∅ implies x ∈ D, for all x, y ∈ L.
Let (x → ((y → z) → y))∩D 6= ∅ and x ∈ D. Since D is a weak deductive system
and x ∈ D, then ((y → z) → y)∩D 6= ∅ and so y ∈ D. Therefore, D is a PIWSD.

(ii). Let D be an IWDS of L and x ∈ L. By Proposition 2.3(3), 1 ∈ Dx.
Now, let (a → b) ∩Dx 6= ∅ and a ∈ Dx, for some a, b ∈ L. Then (x → a) ∩D 6= ∅
and (x → (a → b)) ∩ D 6= ∅. Since D is an IWDS, we get (x → b) ∩ D 6= ∅
and so b ∈ Dx. Hence Dx is a weak deductive system. Conversely, let Dx =
{u ∈ L|(x → u) ∩ D 6= ∅} is a weak deductive system of L, for all x ∈ L. If
(x → (y → z)) ∩D 6= ∅ and (x → y) ∩D 6= ∅, for some x, y, z ∈ L, then y ∈ Dx

and (y → z)∩Dx 6= ∅. Since Dx is a weak deductive system of L, then we conclude
that z ∈ Dx and so (x → z) ∩D 6= ∅. Therefore, D is an IWDS of L.

Example 4.6. Let P = {1, 0, a, b}, P ′ = {1, 0, a, c} and 6 be the partially relation
was de�ned in Example 4.2. Then (P,6) and (P ′,6) are two partially ordered
sets. Consider the following tables.

Table 9 Table 10
→ 0 a b 1
0 {1} {1} {1} {1}
a {0} {1,a} {1} {1}
b {0} {a} {1,b} {1}
1 {0} {a} {b,a} {1}

 0 a c 1
0 {1} {1} {1} {1}
a {c} {1,c} {c} {1}
c {a} {a} {1,a} {1}
1 {0} {a} {c} {1}

Easy calculations show that (P,∨,∧,�,→ 0, 1) and (P ′,∨,∧,�, , 0, 1) are two
hyper residuated lattices, where ∨, � and ∧ are the same as in L (Example 4.2)
except restricted to P and P ′, respectively.

(i) Consider the hyper residuated lattice (P,∨,∧,�,→ 0, 1). If D = {1}, then
D1 = {1}, Da = {1, a, b}, Db = {1, b} and D0 = P . Since D0, Da, Db and D1 are
weak deductive systems of (P,∨,∧,�,→ 0, 1), then by Theorem 4.5(ii), {1} is an
IWDS of (P,∨,∧,�,→ 0, 1). Moreover, a /∈ {1} and ((a → a) → a) ∩ {1} 6= ∅.
Hence by Theorem 4.5(i), {1} is not PIWDS of (P,∨,∧,�,→ 0, 1).

(ii) {1, a, b} is a PIWDS of P .
(iii) {1} is a PIWDS of (P ′,∨,∧,�, , 0, 1).
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Open Problem: Is there a PIWDS which is not IWDS?

Example 4.7. Let (S,∨,∧,�,→, 0, 1) be the hyper residuated lattice in Example
2.2(ii). It is easy to show that [a, 1] is a weak deductive system of S, for any
a ∈ [0, 1). Let D = [a, 1]. Then by de�nition of → we get

Dx =
{

[x,1] if x 6 a,
D if a 6 x

Hence Dx is a weak deductive system of S and so by Theorem 4.5(ii), D is an
IWDS of S. Now, let D = (0, 1]. Since (0 → y) → 0 = 1 → 0 = {0}, for all
y ∈ [0, 1], then we get D is a PIWDS of L. We show that (0, 1] is the only
proper PIWDS of S. Let F be a PIWDS of S. Then by Proposition 4.4 and
Theorem 3.8, F is an upset. So F = (a, 1] or F = [a, 1], for some a ∈ S − {0}.
Let e, f ∈ (0, a) such that f < e. Then (e → f) → e = f → e = {1} and
((e → f) → e) ∩ F 6= ∅. Since e ∈ S − F , then by Theorem 4.5(i), D is not
PIWDS of S.

Theorem 4.8. Let D be a weak deductive system of L. Then the following are

equivalent:

(i) D is an IWDS of L,

(ii) (y → (y → x)) ∩D 6= ∅ implies (y → x) ∩D 6= ∅, for all x, y ∈ L,

(iii) (z → (y → (y → x))) ∩D 6= ∅ and z ∈ D imply (y → x) ∩D 6= ∅, for all

x, y ∈ L,

(iv) (x → u) ∩D 6= ∅ for any x ∈ L and any u ∈ x� x.

Proof. (i)⇒ (ii). Let D be an IWDS of L and (y → (y → x)) ∩ D 6= ∅. By
Proposition 2.3(3), (y → y) ∩ D 6= ∅. Since D is an IWDS of L, then (y →
x) ∩D 6= ∅.

(ii)⇒ (iii). Let (ii) holds, (z → (y → (y → x))) ∩D 6= ∅ and z ∈ D. Since D
is a weak deductive system, then (y → (y → x)) ∩D 6= ∅ and so y → x ∈ D.

(iii)⇒ (i). Let (iii) holds, (x → (y → z)) ∩D 6= ∅ and (x → y) ∩D 6= ∅. Since
x → (y → z) 6 y → (x → z) (by Lemma 4.3) and D is an upset (by Theorem
3.8), then we get there exists u ∈ (y → (x → z)) ∩D. Now,

u � y → (x → z) ⇒ u� y � x → z, by Proposition 2.3(4)

⇒ y � u → (x → z), by Proposition 2.3(4)

⇒ y 6 a, for some a ∈ u → (x → z)
⇒ x → y 6 x → a, by Lemma 4.3(ii)

⇒ x → y 6 x → (u → (x → z))
⇒ (x→(u→(x→z)))∩D 6=∅, since x → y ∩D 6= ∅
⇒ (u → (x → (x → z))) ∩D 6= ∅, by Lemma 4.3(i).
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Since u ∈ D, then by (iii), we conclude that (x → z)∩D 6= ∅. Therefore, D is an
IWDS of L.

(ii) ⇒ (iv). Suppose that x ∈ L and u ∈ x � x. Then x � x � u and
so x � x → u. Hence by Proposition 2.3(3), 1 ∈ (x → (x → u)) ∩ D and
1 ∈ (x → x) ∩D. Since D is an IWDS of L, then (x → u) ∩D 6= ∅.

(iv) ⇒ (ii). Let (y → (y → x)) ∩D 6= ∅, for some x, y ∈ L. Then there exists
u ∈ (y → (y → x)) ∩ D. By Proposition 2.3(3), 1 ∈ u → (y → (y → x)) and so
by Lemma 4.3(i), 1 ∈ y → (y → (u → x)). It follows that 1 � y → (y → t),
for some t ∈ u → x and so {y} = 1 � y � y → t. Hence y � y � t, whence
a 6 t, for some a ∈ y � y. Since y → a 6 y → t, then by Lemma 4.3, we
obtain ∅ 6= D ∩ (y → t) ⊆ y → (u → x) 6 u → (y → x). Since D is a weak
deductive system of L by Theorem 3.8, u → (y → x)∩D 6= ∅. Now, u ∈ D implies
(y → x) ∩D 6= ∅. Therefore, D is an IWDS of L.

Theorem 4.9. Let F and G be two weak deductive system of L such that F ⊆ G.

If F is an IWDS of L, then G is an IWDS of L, too.

Proof. It follows from Theorem 4.8.

Corollary 4.10. Any weak deductive systems of L is an IWDS of L if and only

if {1} is an IWDS of L, or equivalently, if and only if x 6 u, for any u ∈ x� x.

Proof. (i). Let (x → y)∩{1} 6= ∅ and x ∈ {1}. Then 1 � 1 → y and so 1�1 � y.
Since 1� u = {u}, for all u ∈ L, we get 1 � y and so y = 1. Hence {1} is a weak
deductive system of L, Now, by using of Theorem 4.9, we get {1} is an IWDS if
and only if any weak deductive system of L is an IWDS of L.

(ii). By Proposition 2.3(2), we have x 6 y if and only if 1 ∈ x → y. Suppose
that {1} is an IWDS of L. Then by Theorem 4.8, 1 ∈ x → u, for any u ∈ x� x
and so x 6 u, for any u ∈ x2. Conversely, suppose that x 6 u, for all u ∈ x2 and
(a → (a → b)) ∩ {1} 6= ∅, for some a, b ∈ L. Then 1 ∈ a → (a → b) and so by
Proposition 2.3(4), {a} = 1 � a � a → b. Hence a � a � b. By assumption we
get a 6 b and so 1 ∈ a → b. Therefore, (a → b)∩ {1} 6= ∅ and so {1} is an IWDS
of L.

We note that, if {1} is an IWDS of L, then Corollary 4.10 and Proposition
2.3(8), imply x ∈ x� x, for all x ∈ L.

Theorem 4.11. Let D be a weak deductive system of L. Then D is a maximal

and implicative weak deductive system of L if and only if x → y ∩ D 6= ∅ and

y → x ∩D 6= ∅, for all x, y ∈ L−D.

Proof. Suppose that D is a maximal and implicative weak deductive system and
x, y ∈ L − D. By Proposition 2.3(3) and (8), we get that x ∈ Dx, y ∈ Dy,
D ⊆ Dx ⊆ L and D ⊆ Dy ⊆ L. Moreover, Theorem 4.5(ii) implies Dx and Dy are
weak deductive systems of L. Hence by assumption Dx = L = Dy and so y ∈ Dx,
x ∈ Dy. Therefore, x → y ∩ D 6= ∅ and y → x ∩ D 6= ∅. Conversely, let D be
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a weak deductive system such that x → y ∩ D 6= ∅ and y → x ∩ D 6= ∅, for all
x, y ∈ L−D. If there exists a ∈ L such that Da is not weak deductive systems of
L, then there are x, y ∈ L such that x → y ∩Da 6= ∅, x ∈ Da and y /∈ Da. Hence
a → x∩D 6= ∅ and a → u∩D 6= ∅, for some u ∈ x → y. But a → y∩D = ∅. From
Proposition 2.3(8) and Theorem 3.8, we get that y /∈ D. Hence by assumption
a ∈ D. Since a → x ∩D 6= ∅ and a → x ∩D 6= ∅, then we get x ∈ D and u ∈ D.
It follows that x → y ∩ D 6= ∅. That is y ∈ D, which is contradiction. Hence
Da is a weak deductive system of L, for any a ∈ L. By Theorem 4.5(ii), D is an
implicative deductive system. Now, we show that, Da is the least weak deductive
system of L containing D ∪ {a}, for any a ∈ L −D. Let a ∈ L −D and D′ be a
weak deductive system of L containing D ∪ {a} and u be an arbitrary element of
Da. Then a → u ∩ D 6= ∅ and so a → u ∩ D′ 6= ∅. Since a ∈ D′, then u ∈ D′.
Hence Da ⊆ D′. That is Da is the least weak deductive system of L containing
D∪{a}. Assume that D  E ⊆ L, for some weak deductive system E of L. Then
there exists a ∈ E −D. It follows that Da ⊆ E. Since a ∈ L−D, by assumption
of Proposition 2.3(8) and Theorem 3.8, we get Da = L and so E = L. Therefore,
D is a maximal weak deductive system of L.

5. Relation between hyper MV -algebras
and hyper residuated lattices

De�nition 5.1. [8] A hyper MV -algebra is a non-empty set M endowed with a
binary hyper operation ⊕, a unary operation ∗ and a constant 0 satisfying the
following conditions: for all x, y, z ∈ M

(hMV 1) x⊕ (y ⊕ z) = (x⊕ y)⊕ z,

(hMV 2) x⊕ y = y ⊕ x,

(hMV 3) (x∗)∗ = x,

(hMV 4) (x∗ ⊕ y)∗ ⊕ y = (y∗ ⊕ x)∗ ⊕ x,

(hMV 5) 0∗ ∈ x⊕ 0∗,
(hMV 6) 0∗ ∈ x⊕ x∗,

(hMV 7) if x � y and y � x, then x = y,

where x � y is de�ned by 0∗ ∈ x∗ ⊕ y.

For every A,B ⊆ M , we de�ne A � B if and only if there exist a ∈ A and
b ∈ B such that a � b and A⊕B = ∪{a⊕b | a ∈ A, b ∈ B}. Also, we de�ne 0∗ = 1
and A∗ = {a∗ | a ∈ A}.

Lemma 5.2. Let (L,∨,∧,�,→, 0, 1) be a hyper residuated lattice and ¬¬x = {x},
for all x ∈ L. Then |¬x| = 1, for all x ∈ L.

Proof. Let x ∈ L and a, b ∈ ¬x. Then ¬a ⊆ ¬¬x = {x} and so ¬a = {x}.
Similarly, ¬b = {x}. It follows that ¬a = ¬b and so {a} = ¬¬a = ¬¬b = {b}.
Hence a = b. Therefore, |¬x| = 1.
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Theorem 5.3. Let (L,∨,∧,�,→, 0, 1) be a hyper residuated lattice satisfying the

following conditions:

(i) ¬¬x = {x}, for all x ∈ L,

(ii) ¬(x� ¬y)� ¬y = ¬(y � ¬x)� ¬x), for all x, y ∈ L.

Let x+y = ¬(¬x�¬y). Then (M,+,¬, 0) is a hyper MV -algebra (since |¬x| = 1,
we use ¬x to denote the only element of ¬x).

Proof. Let x, y, z ∈ L.

(1). Since (L,�, 1) is a commutative semihypergroup, then we have

(x + y) = ¬(¬x� ¬y) = ¬(¬y � ¬x) = (y + x).

(2). (x + y) + z = ∪{a + z|a ∈ x + y} = ∪{¬(¬a� ¬z) | a ∈ x + y}
= ∪{¬(¬a� ¬z) | a ∈ ¬(¬x� ¬y)}
= ∪{¬(¬¬b� ¬z) | b ∈ (¬x� ¬y)}
= ∪{¬(b� ¬z) | b ∈ (¬x� ¬y)}
= ¬((¬x� ¬y)� ¬z)

By the similar way, we can show that ¬((¬x�¬y)�¬z) = x+(y + z). Therefore,
x + (y + z) = (x + y) + z.

(3). By Proposition 2.3(5), we get x + 1 = x + ¬0 = ¬(¬x� ¬¬0) ⊇ ¬0 = 1.
(4). By Proposition 2.3(6), (x� ¬x � 0, so 0 ∈ x� ¬x. Hence

(x + ¬x) = ¬(¬x� ¬¬x) = ¬(¬x� x) ⊇ ¬0 = 1.

(5). Let 1 ∈ (¬x + y) ∩ (x + ¬y). Then 1 ∈ ¬(¬¬x� ¬y) ∩ ¬(¬x� ¬¬y) and
so 0 ∈ (x � ¬y) ∩ (¬x � y). It follows that x � ¬y � 0 and ¬x � y � 0. Hence
x � ¬¬y and y � ¬¬x and so x = y.

(6). ¬(¬x + y) + y = (¬¬(x� ¬y)) + y = (x� ¬y) + y

= ¬(¬(x� ¬y)� ¬y)
= ¬(¬(y � ¬x)� ¬x), by assumption

= ¬(¬y + x) + x.

From (i) and (1)− (6), it follows that, (M,+,¬, 0) is a hyper MV -algebra.

Example 5.4. Let (P ′,∨,∧,�, , 0, 1) be a hyper residuated lattice in Example
4.6. Then P ′ satis�es the conditions of Theorem 5.3.

Open problem: Under what conditions we can obtain a hyper residuated lattice

from a hyper MV -algebra?
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6. Conclusions and future works

In this paper, we introduce the concept of hyper residuated lattice which is a
generalization of the concept of residuated lattice, and we give some properties
and related results. The category of hyper residuated lattices, quotient structure,
�lter theory, lattice structures of �lters and hyper residuated lattices could be
topics for future researchs.
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On sheaf spaces of partially ordered quasigroups

Ján Brajer£ ík and Milan Demko

Abstract. The conditions under which a partially ordered quasigroup can be represented as
sections of a sheaf space of partially ordered quasigroups are investigated.

1. Introduction

There are known some characterizations of representable lattice ordered groups,
i.e., lattice ordered groups, shortly l-groups, which are l-isomorphic to a subdirect
product of totally ordered groups; see, e.g., [2]. One of these characterizations is
based on the theory of sheaf spaces of l-groups. The central theorem used for this
purpose gives the conditions (using ideals of l-groups) under which an l-group can
be represented as sections of a sheaf space of l-groups (see [2, Theorem 49.4]). In
this paper we generalize this result for partially ordered quasigroups.

2. Preliminaries

A quasigroup is an algebra (Q, ·, \, /) with three binary operations ·, \, / satisfying
the following identities

y\(y · x) = x; (x · y)/y = x; y · (y\x) = x; (x/y) · y = x. (1)

It is easy to see that

x/(y\x) = y; (x/y)\x = y (2)

follow from (1). Further, the identities (1) imply that, given a, b ∈ Q, the equations
b · x = a and y · b = a have unique solutions x = b\a and y = a/b, respectively.
Conversely, if G is a groupoid such that the equations b · x = a and y · b = a have
unique solutions x, y ∈ G, then G is a quasigroup, where b\a and a/b are de�ned
as the solution of the equation b · x = a or x · b = a, respectively. Clearly, every
group is a quasigroup with x/y = x · y−1 and y\x = y−1 · x. General information
concerning the properties of quasigroups can be found, e.g., in [1], [5].

A quasigroup (Q, ·, \, /) with a binary relation 6 is called a partially ordered

quasigroup (po-quasigroup) if

2010 Mathematics Subject Classi�cation: 06F99, 20N05, 54B40.
Keywords: sheaf space, partially ordered quasigroup.
The second author acknowledges the support of the Slovak VEGA Grant No. 1/0063/14.
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(i) (Q,6) is a partially ordered set,

(ii) for all x, y, a ∈ Q, x 6 y implies

ax 6 ay, xa 6 ya, x/a 6 y/a, a\x 6 a\y, a/y 6 a/x, y\a 6 x\a.

For a po-quasigroup we will use the notation Q = (Q, ·, \, /, 6). Clearly, every
partially ordered group is a po-quasigroup.

A partially ordered quasigroup Q is called a lattice ordered quasigroup (shortly
l-quasigroup), if 6 is a lattice order. Analogously to the case of the lattice ordered
groups it can be proved that for l-quasigroups the following identities, determining
the relationship between the quasigroup operations and the lattice operations ∨,
∧, hold

(L1) a(b ∨ c) = ab ∨ ac; (b ∨ c)a = ba ∨ ca,
a(b ∧ c) = ab ∧ ac; (b ∧ c)a = ba ∧ ca.

(L2) (b ∨ c)/a = (b/a) ∨ (c/a); a\(b ∨ c) = (a\b) ∨ (a\c),
(b ∧ c)/a = (b/a) ∧ (c/a); a\(b ∧ c) = (a\b) ∧ (a\c).

(L3) a/(b ∨ c) = (a/b) ∧ (a/c); (b ∨ c)\a = (b\a) ∧ (c\a),
a/(b ∧ c) = (a/b) ∨ (a/c); (b ∧ c)\a = (b\a) ∨ (c\a).

Here we prove only the �rst identity from (L3); the proofs of remaining identities
are analogous. Since b, c 6 b ∨ c, we have a/(b ∨ c) 6 a/b, a/c, and therefore
a/(b ∨ c) 6 (a/b) ∧ (a/c). On the other hand, (a/b) ∧ (a/c) 6 a/b, a/c. Using (2)
we obtain c, b 6 ((a/b) ∧ (a/c))\a, which implies b ∨ c 6 ((a/b) ∧ (a/c))\a. Hence
(a/b)∧ (a/c) 6 a/(b∨ c). Therefore we can conclude that a/(b∨ c) = (a/b)∧ (a/c).

Let Q and H be the partially ordered quasigroups. We say that a mapping
Φ : Q → H is an o-embedding of Q into H if Φ is a quasigroup homomorphism
and

Φ(x) 6 Φ(y) ⇐⇒ x 6 y.

In that case we say that Q is o-embedded into H.
Let Q = (Q, ·, \, /, 6) be a partially ordered quasigroup. Let θ be a congruence

relation on (Q, ·, \, /). The congruence class of θ containing a ∈ Q will be denoted
by [a]θ, i.e., [a]θ = {x ∈ Q|xθa}. Clearly, every congruence class [a]θ is a partially
ordered set under the relation induced by 6. We say that θ is a convex congruence

relation on Q if θ is a congruence relation on (Q, ·, \, /) and there exists a ∈ Q
such that the congruence class [a]θ is a convex subset of Q. We say that θ is a
directed congruence relation on Q if θ is a congruence relation on (Q, ·, \, /) and
there exists a ∈ Q such that the congruence class [a]θ is a directed subset of Q
(i.e., for each x, y ∈ [a]θ there exist u, v ∈ [a]θ such that u 6 x, y and x, y 6 v).

Let Q be a po-quasigroup and let θ be a convex congruence relation on Q. Let
us put

[x]θ 6 [y]θ if and only if there exist x0 ∈ [x]θ, y0 ∈ [y]θ such that x0 6 y0. (3)



On sheaf spaces of po-quasigroups 53

A quotient-quasigroup (Q, ·, \, /)/θ with the relation de�ned by (3) is a partially
ordered quasigroup; it will be denoted by Q/θ (see [3, Theorem 2.6]). If Q is an
l-quasigroup and θ is a convex directed congruence relation on Q, then Q/θ is an
l-quasigroup with the lattice operations ∨ and ∧ de�ned by (see [3])

[x]θ ∨ [y]θ = [x ∨ y]θ; [x]θ ∧ [y]θ = [x ∧ y]θ.

3. Sheaf spaces of po-quasigroups

Let E and X be topological spaces. A continuous mapping σ : E → X is called a
local homeomorphism, if each point s ∈ E has a neighborhood V such that σ(V ) is
an open set in X and the restricted mapping σ|V : V → σ(V ) is a homeomorphism.
If x ∈ X is a point, the set Ex = σ−1(x) is called the �bre over x. Let U be an
open set in X. A continuous mapping f : U → E such that f(x) ∈ σ−1(x) for
all x ∈ U is called a continuous local section of σ over U . If σ is surjective and
U = X, f is called a continuous global section. The basic facts on sections of a
local homeomorphism can be �nd, e.g., in [4]. For the sake of convenience, we
summarize here some results which will be frequently used.

Proposition 3.1. (cf. [4, Lemma 1])

(i) A local homeomorphism is an open mapping.

(ii) The restriction of a local homeomorphism to a topological subspace is a local

homeomorphism.

Proposition 3.2. (cf. [4, Lemma 2]) Let σ : E → X be a local homeomorphism.

(i) To each point s ∈ E there exist a neighborhood U of x = σ(s) and a contin-

uous section f : U → E such that f(x) = s.

(ii) Let f be a continuous section of E over an open subset U of X. To each point

x ∈ U and each neighborhood V of f(x) such that σ(V ) is open and σ|V is

a homeomorphism, there exists a neighborhood U0 of x such that f(U0) ⊆ V
and f |U0 = (σ|V )−1|U0 .

(iii) If U , V are open sets in X, and f : U → E, g : V → E are continuous

sections, then the set {x ∈ U ∩ V | f(x) = g(x)} is open.

(iv) Every continuous section of E de�ned on an open set is an open mapping.

Proposition 3.3. (cf. [4, Lemma 3]) Let σ : E → X be a local homeomorphism.

(i) The open sets V ⊆ E such that σ|V : V → σ(V ) is a homeomorphism form

a basis of the topology of E.

(ii) The topology of E coincides with the �nal topology associated with the set of

all continuous sections of E.
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Let σ : E → X be a local homeomorphism. For any U ⊆ X we denote

EU =
⋃

x∈U

Ex.

Immediately from the de�nition of a local homeomorphism we obtain

Lemma 3.4. If U ⊆ X is open in X, then EU is an open set in E.

By E∆E we denote the set
⋃

x∈X(Ex × Ex) with the induced topology from
E × E.

De�nition 3.5. Let E and X be topological spaces and let σ : E → X be a
surjective local homeomorphism. We say that a triplet (E,X, σ) is a sheaf space

of po-quasigroups if

(i) each �bre Ex is a po-quasigroup,

(ii) the mappings (s, t) 7→ s · t, (s, t) 7→ t\s and (s, t) 7→ s/t from E∆E to E are
continuous.

De�nition 3.6. A sheaf space of po-quasigroups (E,X, σ) is said to be a sheaf

space of l-quasigroups if each �bre Ex is an l-quasigroup and the mappings

(s, t) 7→ s ∨ t, (s, t) 7→ s ∧ t

from E∆E to E are continuous.

Let (E,X, σ) be a sheaf space of po-quasigroups. Let f , g be continuous
sections de�ned over the same open set U ⊆ X. De�ne fg, g\f and f/g by

(fg)(x) = f(x) · g(x); (g\f)(x) = g(x)\f(x); (f/g)(x) = f(x)/g(x).

Since ·, \, / are continuous mappings from E∆E to E, fg, g\f and f/g are con-
tinuous sections over U .

Lemma 3.7. Let (E,X, σ) be a sheaf space of po-quasigroups and let f : U → E
be a continuous local section over an open set U ⊆ X. Then the mapping ϕf :
EU → EU ; Ex 3 s 7→ f(x)/s is a homeomorphism.

Proof. By Lemma 3.4, EU is an open set in E. Clearly, ϕf : EU → EU ; Ex 3
s 7→ f(x)/s is a bijection. Using (2) it is easy to verify that the inverse mapping
ϕ−1

f : EU → EU is de�ned by Ex 3 s 7→ s\f(x).
Let s ∈ EU , σ(s) = x ∈ U . Let W ⊆ EU be an open set, f(x)/s ∈ W . In view

of Proposition 3.3(i) for the proof of the continuity of ϕf we may suppose that
σ|W is a homeomorphism. Denote (σ|W )−1 = g. Clearly, g is a continuous local
section over U0 = σ(W ) and g(x) = f(x)/s. Put V = (g\f)(U0). Since g\f is a
continuous local section, by Proposition 3.2(iv), V is open in EU . Moreover, since
(g\f)(x) = g(x)\f(x) = (f(x)/s)\f(x) = s, we have s ∈ V . Further, if t ∈ ϕf (V ),
then there is u ∈ U0 such that t = ϕf (g(u)\f(u)) = f(u)/(g(u)\f(u)) = g(u) ∈ W .
Thus ϕf (V ) ⊆ W , and we can conclude that ϕf is continuous. The proof of the
continuity of ϕ−1

f is analogous.
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Let (E,X, σ) be a sheaf space of po-quasigroups. Consider the following con-
dition:

(C) if f, g are continuous local sections over the same open set U ⊆ X such that

sup{f(u), g(u)} exists for each u ∈ U , then the set {sup{f(u), g(u)}|u ∈ U}
is open in E.

Lemma 3.8. Let (E,X, σ) be a sheaf space of po-quasigroups where �bres Ex are

lattice ordered quasigroups. Then (E,X, σ) is a sheaf space of l-quasigroups if and
only if (E,X, σ) satis�es the condition (C).

Proof. Suppose that (E,X, σ) satis�es the condition (C). Firstly we will show
that ∨ is continuous. Let (s, t) be an arbitrary point of E∆E, i.e., s, t ∈ Ex for
some x ∈ X. Let Ws∨t be an open set in E, s ∨ t ∈ Ws∨t. By Proposition 3.2(i)
there exist an open set U ⊆ X, x ∈ U , and continuous local sections f, g over U
with f(x) = s, g(x) = t. By (C), the set Wsup = {f(u)∨g(u)|u ∈ U} is open in E.
Denote W0 = Wsup ∩Ws∨t. By Proposition 3.1(i), the set U0 = σ(W0) is open in
X which implies that f(U0) and g(U0) are open in E, and {(f(u), g(u))|u ∈ U0} =
(f(U0)×g(U0))∩(E∆E) is open in E∆E containing the point (s, t) ∈ E∆E. Since
f(U0) ∨ g(U0) ≡ {(f(u) ∨ g(u))|u ∈ U0} ⊆ W0 ⊆ Ws∨t, we can conclude that ∨ is
continuous.

We are going to show that ∧ is continuous. Let s, t ∈ Ex. Let Ws∧t be
an open set in E, s ∧ t ∈ Ws∧t. In view of Proposition 3.3(i) for the proof of
the continuity of ∧ we may suppose that σ|Ws∧t is a homeomorphism. Denote
f = (σ|Ws∧t

)−1. Clearly, f is a continuous local section over U = σ(Ws∧t). By
Lemma 3.7, the mapping ϕf : EU → EU ; Ez 3 r 7→ f(z)/r is a homeomorphism.
Thus W = ϕf (f(U)) is open in E and f(x)/(s ∧ t) ∈ W . By (L3), f(x)/(s ∧ t) =
(f(x)/s) ∨ (f(x)/t) and since ∨ is continuous, there exist neighborhoods Vs of
f(x)/s and Vt of f(x)/t, σ(Vs) = σ(Vt) ⊆ U , such that Vs∨Vt ⊆ W . Denote Ws =
ϕ−1

f (Vs) and Wt = ϕ−1
f (Vt). Since ϕ−1

f (f(x)/s) = (f(x)/s)\f(x) = s, we have
s ∈ Ws. Analogously, t ∈ Wt. Further, if p ∈ Ws, r ∈ Wt, σ(p) = σ(r) = z, then
ϕf (p)∨ϕf (r) = (f(z)/p)∨(f(z)/r) ∈ Vs∨Vt ⊆ W , which yields f(z)/(p∧r) ∈ W .
Hence ϕ−1

f (f(z)/(p ∧ r)) = p ∧ r ∈ f(U) ⊆ Ws∧t. Thus Ws ∧Wt ⊆ Ws∧t, and we
can conclude that ∧ is continuous.

Conversely, let (E,X, σ) be a sheaf space of l-quasigroups. Suppose that f, g
are continuous local sections over the same open set U ⊆ X. We are going to show
that Wsup = {f(u)∨ g(u) | u ∈ U} is open in E. Let x ∈ U . By Proposition 3.3(i)
there exists an open set W in E, f(x) ∨ g(x) ∈ W , such that σ|W : W → σ(W )
is a homeomorphism. Since ∨ is continuous, there exist an open set U0 ⊆ U ⊆ X,
x ∈ U0, such that W0 = f(U0) ∨ g(U0) ⊆ W . Clearly, W0 ⊆ Wsup and, since
W0 = EU0 ∩W , by Lemma 3.4, W0 is open. Thus we can conclude that Wsup can
be covered by open sets, which means that Wsup is open in the topology of E.

The sheaf space of l-groups is de�ned as a triplet (E,X, σ) such that each �bre
Ex is an l-group, the mappings ·, ∨, ∧ are continuous from E∆E to E and −1 is
continuous from E to E (see [2]). In view of Lemma 3.7 and Lemma 3.8 we have
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Corollary 3.9. Let (E,X, σ) be a sheaf space of po-quasigroups satisfying (C). If
Ex is an l-group for each x ∈ X, then (E,X, σ) is a sheaf space of l-groups.

Proof. Clearly, · is continuous from E∆E to E and, by Lemma 3.8, the lattice
operations ∨ and ∧ are also continuous. Consider the global section e : X → E;
e(x) = ex, where ex is the identity element of Ex; e is a continuous global section
(see [4]). Since for s ∈ Ex we have s−1 = ex/s = e(x)/s and, by Lemma 3.7,
s 7→ e(x)/s is a homeomorphism, we can conclude that −1 is a continuous mapping
from E to E.

Let (E,X, σ) be a sheaf space of po-quasigroups. Clearly, the direct product∏
x∈X Ex of po-quasigroups Ex is a po-quasigroup. Denote by R the set of all

continuous global sections of σ and de�ne the relation 6 on R by

g 6 h ⇐⇒ g(x) 6 h(x) for all x ∈ X. (4)

Let R 6= ∅. Then R with the operations ·, /, \ de�ned componentwise and the
relation 6 de�ned by (4) is a po-quasigroup. Moreover, it is easy to see that

Lemma 3.10. If R 6= ∅, then R is a po-subquasigroup of the direct product∏
x∈X Ex.

The following theorem generalizes the analogous result valid for lattice ordered
groups (see [2, Theorem 49.4]).

Theorem 3.11. Let Q be a po-quasigroup and let X be a topological space. Sup-

pose that for each x ∈ X there exists a convex congruence relation θx on Q such

that the following conditions are satis�ed

(i) for all g, h ∈ Q, the set Ugh = {x ∈ X | [g]θx = [h]θx} is open in X,

(ii) if [g]θx 6 [h]θx for each x ∈ X, then g 6 h.

Then Q can be o-embedded into a po-quasigroup of the continuous global sections

of some sheaf space of po-quasigroups over X. Especially, if Q is an l-quasigroup
and θx are directed convex congruence relations on Q satisfying (i) and (ii), then
Q can be o-embedded into an l-quasigroup of the continuous global sections of some

sheaf space of l-quasigroups over X.

Proof. Let Q be a po-quasigroup such that (i) and (ii) are valid. We follow the
idea of the construction of a sheaf space which was used for l-groups in the proof
of Theorem 49.4 in [2]. Denote

E =
⋃

x∈X

Ex,

where Ex = Q/θx × {x} and de�ne

σ : E → X; ([g]θx, x) 7→ x.
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Clearly, σ is a surjection. Further, for each g ∈ Q we de�ne

ĝ : X → E; x 7→ ([g]θx, x)

and consider the �nest topology τ on E such that each ĝ is continuous. Denote

B = {ĝ(U) |U is open in X, g ∈ Q}.

Let ĝ(U), ĥ(V ) ∈ B. By (i), T = {x ∈ X | ĝ(x) = ĥ(x)} is an open set in X. Let

W = T ∩ U ∩ V . Clearly, W is open in X, and ĝ(W ) = ĥ(W ) ⊆ ĝ(U) ∩ ĥ(V ).
Conversely, if t ∈ ĝ(U) ∩ ĥ(V ), then t = ([g]θu, u) = ([h]θu, u), u ∈ W , which

yields t ∈ ĝ(W ). Therefore ĝ(U)∩ĥ(V ) = ĝ(W ) and, since W is open in X, we can

conclude that ĝ(U)∩ ĥ(V ) ∈ B. Thus B is a basis for some topology τB on E. By

(i), for any ĥ(U) ∈ B and g ∈ Q the set (ĝ)−1(ĥ(U)) = U ∩{x ∈ X | [g]θx = [h]θx}
is open in X, which yields τB ⊆ τ . On the other hand, let V be a τ -open set in E.
For every v = ([g]θx, x) ∈ V the set U = (ĝ)−1(V ) is open in X, ĝ(U) ⊆ V and
v ∈ ĝ(U). Thus V is covered by τB-open sets. Therefore τ ⊆ τB and so τ = τB .

Let s ∈ E, s = ([g]θx, x) and let U be a neighborhood of x = σ(s) in X. Then
V = ĝ(U) is open in E, s ∈ V and

σ |V ◦ ĝ |U= idU , ĝ |U ◦σ |V = idV .

Thus σ : E → X : ([g]θx, x) 7→ x is a continuous mapping and σ |V : V → U is a
homeomorphism. We have that σ : E → X is a local homeomorphism with the
�bres Ex = {ĝ(x) | g ∈ Q}. Each �bre Ex is a po-quasigroup under the operations

ĝ(x) · ĥ(x) = (ĝh)(x); (ĝ(x)/ĥ(x) = (ĝ/h)(x); ĝ(x)\ĥ(x) = (ĝ\h)(x)

and the partial order

ĝ(x) 6 ĥ(x) i� there exist g′ ∈ [g]θx, h′ ∈ [h]θx such that g′ 6 h′.

For every open set W in E such that ĝh(x) ∈ W there exists an open set U in X,

x ∈ U , such that ĝh(U) ⊆ W . Since V = {(ĝ(u), ĥ(u)) |u ∈ U} is open in E∆E

and ĝ(u) · ĥ(u) = ĝh(u) for each u ∈ U , we can conclude that the operation · is
continuous. Analogously, the operations \, / are continuous. Thus (E,X, σ) is a
sheaf space of po-quasigroups.

Let R be a po-quasigroup of all continuous global sections of (E,X, σ). De�ne

Φ : Q → R; g 7→ ĝ.

Clearly, Φ preserves the quasigroup operations. Further, by (ii), we have

g 6 h ⇔ [g]θx 6 [h]θx for all x ∈ X ⇔ ĝ(x) 6 ĥ(x) for all x ∈ X ⇔ ĝ 6 ĥ.

Thus Φ is an o-embedding of Q into R.
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If Q is an l-quasigroup and θx are directed convex congruence relations on Q,
then Q/θx are l-quasigroups, which yields that the �bres Ex are lattice ordered
quasigroups under the lattice operations

ĝ(x) ∨ ĥ(x) = (ĝ ∨ h)(x); ĝ(x) ∧ ĥ(x) = (ĝ ∧ h)(x).

By the same way as in the case of the quasigroup operations we can see that the
mappings ∨ and ∧ are continuous. Thus (E,X, σ) is a sheaf space of l-quasigroups.
Clearly, R is an l-quasigroup and Φ : g 7→ ĝ is an o-embedding of Q into R.

Remark. Let (E,X, σ) be the sheaf space constructed in the proof of Theorem
3.11. Let X be a Hausdor� space. Then E is a Hausdor� space if for all g, h ∈ Q,
the set Ugh = {x ∈ X | [g]θx = [h]θx} is open and also close in X. To prove
this statement it su�ces to use the same topological arguments as in the proof of
Theorem 49.4 in [2].
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On two-sided bases of an ordered semigroup

Thawhat Changphas and Pisan Sammaprab

Abstract. We introduce the concept of two-sided base of an ordered semigroup, and study the
structure of an ordered semigroup containing two-sided bases.

1. Preliminaries

Given a semigroup S, a subset A of S is called a two-sided base of S if it satis�es
the following conditions: S = A ∪ SA ∪AS ∪ SAS, and if B is a subset of A such
that S = B ∪ SB ∪ BS ∪ SBS then B = A. This notion was introduced and
studied by Fabrici [2]. Indeed, the author described the structure of semigroups
containing two-sided bases. The purpose of this paper is to introduce the concept
of two-sided base of an ordered semigroup, and extend the Fabrici's results to
ordered semigroups.

A semigroup (S, ·) together with a partial order 6 that is compatible with the
semigroup operation, meaning that, for any x, y, z in S,

x 6 y implies zx 6 zy and xz 6 yz,

is called a partially ordered semigroup, or simply an ordered semigroup [1]. A
nonempty subset T of an ordered semigroup (S, ·,6) is called a subsemigroup of S
if, for any x, y in T , xy ∈ T .

Let (S, ·,6) be an ordered semigroup. For A, B nonempty subsets of S, we
write AB for the set of all elements xy in S where x ∈ A and y ∈ B, and write
(A] for the set of all elements x ∈ S such that x 6 a for some a ∈ A, i.e.,

(A] = {x ∈ S | x 6 a for some a ∈ A}.

In particular, we write Ax for A{x}, and xA for {x}A. It was shown in [7] that
the following hold:

(1) A ⊆ (A];

(2) A ⊆ B ⇒ (A] ⊆ (B];

(3) (A](B] ⊆ (AB];

(4) (A ∪B] = (A] ∪ (B];

2010 Mathematics Subject Classi�cation: 06F05
Keywords: ordered semigroup, two-sided ideal, maximal ideal, two-sided base.



60 T. Changphas and P. Sammaprab

(5) ((A]] = (A].

The concepts of left, right and two-sided ideals of an ordered semigroup can
be found in [3]. Let (S, ·,6) be an ordered semigroup. A nonempty subset A of S
is called a left (respectively, right) ideal of S if it satis�es the following conditions:

(i) SA ⊆ A (respectively, AS ⊆ A);

(ii) A = (A], that is, for any x in A and y in S, y 6 x implies y ∈ A.

If A is both a left and a right ideal of S, then A is called a two-sided ideal, or
simply an ideal of S. If A and B are ideals of S, then the union A ∪B is an ideal
of S.

If A is a nonempty subset of an ordered semigroup (S, ·,6), then the intersec-
tion of all ideals containing A of S, denoted by I(A), is an ideal containing A of
S, and it is of the form

I(A) = (A ∪ SA ∪AS ∪ SAS].

In particular, we write I({a}) by I(a) = (a ∪ Sa ∪ aS ∪ SaS] (this is called the
principal ideal generated by a).

A proper ideal M of an ordered semigroup (S, ·,6) is said to be maximal if
there is no a proper ideal A of S such that M ⊂ A. The symbol ⊂ stands for
proper inclusion for sets.

2. Ordered semigroups containing two-sided bases

We begin this section with the de�nition of two-sided base of an ordered semigroup;
it is more general than that of a two-sided base of a semigroup (without order).

De�nition 2.1. Let (S, ·,6) be an ordered semigroup. A subset A of S is called
a two-sided base of S if it satis�es the following conditions:

(i) S = I(A);

(ii) if B is a subset of A such that S = I(B), then B = A.

Example 2.2. ([6]) Let (S, ·,6) be an ordered semigroup such that the multipli-
cation and the partial order are de�ned by:

· a b c d e
a a e c d e
b a b c d e
c a e c d e
d a e c d e
e a e c d e

6= {(a, a), (b, b), (c, c), (d, d), (e, e), (a, d), (c, e)}.
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The covering relation and the �gure of S are given by:

< = {(a, d), (c, e)}

r c

r e

r a

r d

r b

We have {b} is the only one two-sided base of S.

Example 2.3. ([5]) Let (S, ·,6) be an ordered semigroup such that the multipli-
cation and the order relation are de�ned by:

· a b c d e
a a a c a c
b a a c a c
c a a c a c
d d d e d e
e d d e d e

6= {(a, a), (a, b), (a, c), (a, d), (a, e), (b, b), (b, c),
(b, d), (b, e), (c, c), (c, e), (d, d), (d, e), (e, e)}.

The covering relation and the �gure of S are given by:

< = {(a, b), (a, c), (a, d), (a, e), (b, c), (b, d), (b, e), (c, e), (d, e)}

re
�

�
�
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The two-sided bases of S are {a}, {b}, {c}, {d} and {e}.

Example 2.4. ([9]) Let (S, ·,6) be an ordered semigroup such that the multipli-
cation and the order relation are de�ned by:

· a b c d
a a a a a
b a a a a
c a a b a
d a a b b
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6= {(a, a), (a, b), (a, c), (a, d), (b, b), (c, c), (d, d)}.

The covering relation and the �gure of S are given by:

< = {(a, b), (a, c), (a, d)}

r
a
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@
@
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�
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The two-sided base of S is {c, d}.

Beside the partial order 6 on an ordered semigroup (S, ·,6), we de�ne �I a
quasi-order on S as follows: for any a, b in S, let

a �I b if and only if I(a) ⊆ I(b).

The symbol a ≺I b stands for a �I b, but a 6= b. It is clear that, for any a, b in S,
a 6 b implies a �I b. The following example shows that the converse statement is
not valid in general.

Example 2.5. ([4]) Let (S, ·,6) be an ordered semigroup such that the multipli-
cation and the order relation are de�ned by:

· a b c d e
a b d a b e
b d b b d e
c d b c d e
d b d d b e
e e e e e e

6= {(a, a), (b, b), (b, c), (b, e), (c, c), (d, a), (d, d), (d, e), (e, e)}.

The covering relation and the �gure of S are given by:

< = {(b, c), (b, e), (d, a), (d, e)}
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We have b �I a, but b 6 a is false.
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Theorem 2.6. A subset A of an ordered semigroup (S, ·,6) is a two-sided base

of S if and only if it satis�es the following conditions:

(i) for any x in S there exists a in A such that x �I a;

(ii) for any a, b ∈ A, if a 6= b, then neither a �I b nor b �I a.

Proof. Assume that A is a two-sided base of S. If x ∈ S, then x ∈ I(A); hence
x �I a for some a in A. This shows that (i) holds. Let a, b be elements of A
such a 6= b. Suppose a �I b. We set B = A \ {a}. Then b ∈ B. Let x be an
element of S. By (i), there exists c in A such that x �I c. There are two cases to
consider. If c 6= a, then c ∈ B; thus I(x) ⊆ I(c) ⊆ I(B). Hence S = I(B). This
is a contradiction. If c = a, then x �I b; hence x ∈ I(B) since b ∈ B. We have
S = I(B). This is a contradiction. The case b �I a is proved similarly. Thus (ii)
holds true.

Conversely, assume that the conditions (i) and (ii) hold. It follows from (i)
that S = I(A). Suppose that S = I(B) for some a proper subset B of A. Let
a be an element of A \ B. We have a ∈ I(B). By (iii), a ∈ (SB ∪ BS ∪ SBS].
This implies that a �I b for some b in B. This contradicts to (ii). Hence A is a
two-sided base of S.

Lemma 2.7. Let A be a two-sided base of an ordered semigroup (S, ·,6). For any

a, b in A, if a ∈ (Sb ∪ bS ∪ SbS], then a = b.

Proof. Let a, b be any elements of A such that a ∈ (Sb∪ bS ∪SAS] and a 6= b. We
set B = A \ {a}. Then b ∈ B. Since

I(a) ⊆ (Sb ∪ bS ∪ SbS] ⊆ I(b) ⊆ I(B),

it follows that I(A) ⊆ I(B), and so S = I(B). This is a contradiction since A is a
two-sided base of S. Hence a = b.

Theorem 2.8. Let A be a two-sided base of an ordered semigroup (S, ·,6) such

that I(a) = I(b) for some a in A and b in S. If a 6= b, then S contains at least

two two-sided bases.

Proof. Assume that a 6= b. Suppose b ∈ A. Since a �I b, it follows by Theorem
2.6 that a ∈ (Sb ∪ bS ∪ SbS]; hence a = b by Lemma 2.7. This is a contradiction.
Thus b ∈ S \ A. We set A1 = (A \ {a}) ∪ {b}. If A1 is a two-sided base of S,
then we obtain the assertion since A1 6= A. This is proved using Theorem 2.6 as
follows.

Let x ∈ A \ {a}. If x �I b, then by I(b) = I(a) it follows that I(x) ⊆ I(a).
By Lemma 2.7, x = a. This is a contradiction. Thus x �I b is false. Similarly,
if b �I x, then b �I x is false. Let x be an element of S. Then there exists
c ∈ A such that x �I c. If c 6= a, then c ∈ A1. If c = a, then I(c) = I(b); hence
x �I b.

The following corollary follows directly from Theorem 2.8.
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Corollary 2.9. Let A be a two-sided base of an ordered semigroup (S, ·,6), and
let a ∈ A. If I(a) = I(x) for some x in S, then x is in a two-sided base which is

di�erent from A.

Theorem 2.10. Any two two-sided bases of an ordered semigroup (S, ·,6) have

the same cardinality.

Proof. Let A and B be two two-sided bases of an ordered semigroup (S, ·,6). Let
a ∈ A. Since B is a two-sided base of S, we have a �I b for some b in B. Similarly,
since A is a two-sided base of S we have b �I a′ for some a′ in A. By a �I a′,
a = a′. This implies I(a) = I(b). De�ne a mapping

ϕ : A → B by ϕ(a) = b for all a in A.

If a1, a2 ∈ A such that ϕ(a1) = ϕ(a2), then I(a1) = I(a2); hence a1 = a2 by
Theorem 2.6. This shows that ϕ is one to one. Let b ∈ B. Then there exists a in
A such that b �I a. Similarly, there exists b′ in B such that a �I b′. Then b �I b′.
Since I(b) = I(b′), so I(a) = I(b). Thus ϕ is onto.

In Example 2.3, it is easy to see that {b} is a two-sided base of S, but it is not
a subsemigroup of S. This shows that a two-sided base of an ordered semigroup
need not to be a subsemigroup in general. An element e of an ordered semigroup
(S, ·,6) is called an idempotent if e2 = e. The following theorem gives necessary
and su�cient conditions of a two-sided base of S to be a subsemigroup of S.

Theorem 2.11. Let A be a two-sided base of an ordered semigroup (S, ·,6). Then
A is a subsemigroup of S if and only if A = {a} where a2 = a.

Proof. Assume that A is a subsemigroup of S. Let a, b be elements of A. Then
ab ∈ A. Since ab ∈ (Sb ∪ bS ∪ SbS], it follows by Lemma 2.7 that a = b. By
ab ∈ (Sa ∪ aS ∪ SaS], we have ab = a. Hence a = b. The converse statement is
obvious.

This is a consequence of Theorem 2.11.

Corollary 2.12. Any ordered semigroup (S, ·,6) containing a two-sided base

which is a subsemigroup contains an idempotent element.

Theorem 2.13. Let (S, ·,6) be an ordered semigroup, and let A be the union of

all two-sided bases of S. If S \A is nonempty, then it is an ideal of S.

Proof. Assume that S \ A is nonempty. Let a ∈ S \ A, and let x ∈ S. To show
that xa ∈ S \ A, we assume that xa ∈ A. Then xa ∈ A1 for some a two-sided
base A1 of S. Let xa = b for some b in A1. Then b ∈ Sa; thus I(b) ⊆ I(a). If
I(b) = I(a), then by Corollary 2.9 we have a ∈ A. This is a contradiction. Hence
b ≺I a. Since A1 is a two-sided base, there exists c in A1 such that a �I c. We
have b ≺I a �I c. This is a contradiction. Hence xa ∈ S \ A. Similarly, we have
ax ∈ S \ A. Let x ∈ S \ A and y ∈ S such that y 6 x. If y ∈ A, then y ∈ A2 for
some a two-sided base A2 of S. Let z ∈ A2 be such that x �I z. Since y �I x, so
y �I z. This is a contradiction. Hence S \A is an ideal of S.
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Theorem 2.14. Let A be the union of all two-sided bases of an ordered semigroup

(S, ·,6) such that ∅ 6= A ⊂ S. Let M∗ be a proper ideal of S containing every

proper ideal of S. The following statements are equivalent:

(1) S \A is a maximal ideal of S;

(2) A ⊆ I(a) for every a in A;

(3) S \A = M∗;

(4) Every two-sided bases of S is a singleton set.

Proof. The proof is a modi�cation of the proof of Theorem 6 in [2].
(1) ⇔ (2). If there is an element a of A such that A ⊆ I(a) is false, then

(S \A)∪ I(a) is a proper two-sided ideal of S. This contradicts to the maximality
of S \A. Conversely, assume that for every element a in A, A ⊆ I(a). By Theorem
2.13, S \ A is an ideal of S. Let M be an ideal of S such that S \ A ⊂ M ⊂ S.
Then M ∩A is nonempty, i.e., there is an element c in M ∩A. We have

(Sc] ⊆ (SM ] ⊆ M , (cS] ⊆ (MS] ⊆ M , (ScS] ⊆ (SMS] ⊆ (SM ] ⊆ M .

Thus

S = (S \A) ∪A ⊆ (S \A) ∪ I(c) ⊆ M .

This is a contradiction. Hence S \A is a maximal ideal of S.
(3) ⇔ (4). Assume that S \ A = M∗. Let a ∈ A. Then S \ A ⊆ I(a). Since

A ⊆ I(a), so S = I(a). Hence {a} is a two-sided base of S. Conversely, assume
that every two-sided base of S is a singleton set. Then S = I(a) for all a in A.
Let M be an ideal of S such that M is not contained in S \ A. Then there exists
x in A ∩M . Since

(Sx] ⊆ (SM ] ⊆ M , (xS] ⊆ (MS] ⊆ M and (SxS] ⊆ (SMS] ⊆ M ,

we have S = I(x) ⊆ M , and so S = M .
(1) ⇔ (3). Assume that S \ A is a maximal ideal of S. Let M be an ideal of

S such that M is not contained in S \ A. Then M = A ∪X for some X ⊆ S \ A.
This implies that M = S. Thus S \A = M∗. The converse is obvious.
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Free covering semigroups

of topological n-ary semigroups

Wieslaw A. Dudek and Vladimir V. Mukhin

Abstract. Connections between the topology of an n-ary semigroup and the topology of its free
covering semigroup are described.

Investigations of topological n-ary groups and n-ary semigroups were initiated
by �upona in 1970 when he studied the problem of embedding of some topological
universal algebras into topological semigroups (see [4, 5] and [7]). By the way
it turned out that topological n-ary groups may be de�ned in various ways. For
n > 2 these de�nitiona are equivalent, but for n = 2 some of these are not valid
(for details see [14]). Properties of topological n-ary groups are strongly connected
with the properties of their retracts [15]. On the other hand, each toplogical n-ary
group can be embedded into some topological group (see [3] and [6]). The topology
of this covering group is strongly connected with the topology of an initial n-ary
group. Namely, Endres proved in [10] that topological properties of this topological
group may be moved to its initial topological n-ary groups and conversely. For
n-ary semigroups the situation is more complicated.

The topology on the n-ary semigroups can be de�ned by the systems of some
maps [1]. Conditions under which a topology determined by the families of left
invariant derivations is compatible with the n-ary operation are given in [9]. The
problem of the embedding of some locally compact n-ary semigroups into locally
compact n-ary groups is studied in [12]. Conditions under which an n-ary semi-
group with a locally compact topology can be topologically embedded into a locally
compact binary group as an open set were found in [11]. In [13] for topological
n-ary semigrous in which all translations (shifts) are continous and open the cover-
ing semigroup is constructed in this way that the topology of an initial topological
n-ary semigroup can be extended to a topology compatible with the semigroup
operation on the covering semigroup.

Below we describe connections between the the topology of an n-ary semigroup
and the topology of its free covering semigroup. For this we use the construction
of free covering semigroup proposed in [8] and the following proposition from [2]
(Chapter 1, �6, Proposition 6).
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Proposition 1. Let ρ be an equivalence relation on a topological space X. Then a

map f of X/ρ into a topological space Y is continuous if and only if f ◦ϕ, where
ϕ is a cannonical map of X onto X/ρ, is continuous on X.

Let (G, [ ]) be an n-ary semigroup. Further, for simplicity we will omit the
operator symbol [ ] and instead of [...[[x1 . . . xn]xn+1 . . . x2n−1]x2n . . . xp], where
p = k(n− 1) + 1, we will write [x1, . . . , xp]. Additionaly we put [x] = x for k = 0.

Let F be the set of non-empty words over G, i.e.,

F =
⋃
k∈N

Gk = {(x1, . . . , xk) | k ∈ N, xj ∈ G}.

On F we introduce the product (x1, . . . , xk)�(y1, . . . , yt) = (x1, . . . , xk, y1, . . . , yt).
Then F with this product is a free semigroup.

Two elements α = (a1, . . . , ap), β = (b1, . . . , bq) of F are strongly linked if and
only if there exists an element (d1, . . . , dt) ∈ F and two sequences of non-negative
integers k1 < k2 < . . . , kp = t, m1 < m2 < . . . < mq = t such that

a1 = [d1 . . . dk1 ], a2 = [dk1+1 . . . dk2 ], . . . ap = [dkp−1+1 . . . dkp
],

b1 = [d1 . . . dm1 ], b2 = [dm1+1 . . . dm2 ], . . . bq = [dmp−1+1 . . . dmp ].

Two strongly linked elements α, β ∈ F are denoted by α ∼ β. The relation ∼ is
re�exive and symmetric. Its transitive closure ≈ is a congruence on F (for details
see [8]). The quotient semigroup (F/≈, ∗) is called the free covering semigroup of
an n-ary semigroup (G, [ ]) and is denoted by F ∗. The equivalence class of α, i.e.,
an element of F ∗ induced by α, is denoted by α∗.

The set G∗ = {a∗ | a ∈ G} is an n-ary subsemigroup of F/≈ with the operation

[a∗1a
∗
2 . . . a∗n] = a∗1 ∗ a∗2 ∗ · · · ∗ a∗n.

The canonical mapping ϕ(a) = a∗ is an isomorphism from G onto G∗. So, we
can identify the element a ∈ G with the class a∗ and G with G∗. Moreover, since
a∗ = β∗ if and only if a = [b1 . . . bq], we can write F ∗ in the form

F ∗ = G1 ∪G2 ∪G3 ∪ . . . ∪Gn−1,

where Gj = {a1 ∗ a2 ∗ · · · ∗ aj | a1, . . . , aj ∈ G} and Gi ∩Gj = ∅ for i 6= j.

Let τ be a topology on G and let τk be a topology on the Cartesian product
Gk obtained as a product of k topologies τ de�ned on k factors G. The sum of all
topologies τk, (k = 1, 2, 3, . . .), where τ1 = τ , is denoted by τ

F
. By τ

F∗ we denote
the factor topology on a free covering semigroup F ∗.

Theorem 1. Let (G, [ ]) be an n-ary semigroup. Then:

1) The semigroup (F, �) endowed with a topology τ
F

is a topological semigroup.

2) Each subset Gk is an open-closed subset of a topological space (F ∗, τ
F∗ ).
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3) The free covering semigroup (F ∗, ∗) endowed with the topology τ
F∗ has con-

tinuous left and right shifts.

Proof. The �rst statement is obvious. The second follows from the fact that

ϕ−1(Gi) =
∞⋃

k=0

Gk(n−1)+i ∈ τ
F

and it are saturated by the relation ≈.
To prove the third statement observe that each right shift Ra(x) = x � a by

an element a ∈ F is continuous on a semigroup (F, �). Therefore, the composition
ϕ ◦Ra is continuous. Since ϕ ◦Ra = ra ◦ϕ, where ra(x∗) = x∗ ∗ a∗, Proposition 1
implies that ra : F ∗ → F ∗ also is continuous.

Similarly we can prove the continuity of each left shift of F ∗.

An n-ary semigroup (G, [ ]) with a topology τ is called a topological n-ary
semigroup if (G, τ) is a topological space such that the n-ary operation [ ] is
continuous (in all variables together).

Theorem 2. Let (G, [ ]) be a topological n-ary semigroup with the topology τ .
Then the restriction of the topology τ

F∗ to G coincides with the topology τ .

Proof. Let U ∈ τ
F∗ be an arbitrary non-empty subset of G. Then ϕ−1(U) ∈ τ

F
.

Hence, U = ϕ−1(U) ∩G ∈ τ.
Conversely, let U ∈ τ and α = (a1, . . . , ap), where p = t(n − 1) + 1, be an

arbitrary element of ϕ−1(U). Then a∗1 ∗ a∗2 ∗ · · · ∗ a∗p ∈ U. Thus a∗1 ∗ a∗2 ∗ · · · ∗ a∗p =
[a1a2 . . . ap]. Since the operation [ ] is continuous, there are some open (in the
topology τ) neighborhoods V1, . . . , Vp of points a∗1, . . . , a

∗
p such that for all xi ∈ Vi,

i = 1, . . . , p, we have [x1 . . . xp] ∈ U . Consequently, ϕ(x1, . . . , xp) = x∗1 ∗ · · · ∗ x∗p =
[x1 . . . xp] ∈ U , i.e., ϕ−1(U) ⊃ V1× · · · × Vp ∈ τ

F
. Hence, ϕ−1(U) ∈ τ

F
and ϕ−1(U)

is saturated by the relation ≈. This implies that U ∈ τ
F∗ .

It is clear that the Cartesian product F ×F with the operation (x, y)⊗ (s, t) =
(x � s, y � t) and the topology τ

F×F
= τ

F
× τ

F
is a topological semigroup.

Consider on F × F the relation ≈
F×F

de�ned by

(x, y) ≈
F×F

(s, t) ⇐⇒ x ≈ s and y ≈ t.

This relation is a congruence on F × F and (F × F )∗ = F × F/≈
F×F

with the
standard factor-operation ∗ is a semigroup. Then obviously

(x, y)∗ ∗ (s, f)∗ = ((x, y)⊗ (s, t))∗ = (x � s, y � t)∗ = (x∗ ∗ s∗, y∗ ∗ t∗)

and (x, y)∗ = (x∗, y∗). Therefore (F × F )∗ = F ∗ × F ∗. Hence, the canonical map
ω of F × F onto (F × F )∗ has the form ω = (ϕ, ϕ).

By τ(F×F )∗ we denote the factor topology on the semigroup (F × F )∗.

Theorem 3. The operation ∗ from F ∗ × F ∗ with the topology τ(F×F )∗ to F ∗ is a

continuous.
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Proof. Since �, ϕ, ω are continuous and (ϕ◦�)(α, β) = (∗◦ω)(α, β) for all α, β ∈ F,
the proof follows from Proposition 1.

Corollary 1. If the topologies τ(F×F )∗ and τ
F∗ × τ

F∗ coincides, then the semigroup

(F ∗, ∗) endowed with the topology τ
F∗ is a topological semigroup.
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On δ-primary co-ideals of a commutative semiring

Shahabaddin Ebrahimi Atani, Saboura Dolati Pish Hesari

and Mehdi Khoramdel

Abstract. We introduce the notion of a δ-primary co-ideal of a commutative semiring R and
study some of it properties. Here δ is a mapping that assigns to each co-ideal J a co-ideal δ(J)

of the same semiring. We investigate the relationship between the minimal prime co-ideals of
R/I and δ(I)/I, when I is a δ-primary Q-co-ideal. We also prove that every identity summand
of R/I is contained in δ(I)/I and δ(I) contains all minimal prime co-ideals which contains I.

1. Introduction

The most trivial example of a semiring which is not a ring is the �rst algebraic
structure we encounter in life: the set of nonnegative integers N, with the usual ad-
dition and multiplication. Similarly, the set of nonnegative real numbers R+ with
the usual addition and multiplication is a semiring which is not a ring. The non-
trivial examples of semirings �rst appear in the work of Richard Dedekind in 1894,
in connection with the algebra of ideals of a commutative ring and were later stud-
ied independently by algebraists, especially by H. S. Vandiver, who worked very
hard to get them accepted as a fundamental algebraic structure, being basically
the best structure which includes both rings and bounded distributive lattices.
Semirings have been found useful for solving problems in di�erent areas of applied
mathematics and information sciences, since the structure of a semiring provides
an algebraic framework for modelling and studying the key factors in these applied
areas and, hence, ought to be in the literature [9, 11].

In this paper, we introduce the notion of co-ideal expansion and δ-primary
co-ideals that is motivated from the notion of δ-primary ideals in semirings (resp.
rings) [2] (resp. [7]). A number of results concerning of these class of co-ideals are
given. For example, we investigate the relationship between the minimal prime
co-ideals of R/I and δ(I)/I, when I is a δ-primary Q-co-ideal. We also prove that
I is δ-primary if and only if every identity-summand element of R/I is contained
in δ(I)/I.

In order to make this paper easier to follow, we recall various notions which
will be used in the sequel. A commutative semiring R is de�ned as an algebraic
system (R,+, ·) such that (R,+) and (R, ·) are commutative semigroups, connected

2010 MSC: 16Y60
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by a(b+c) = ab+ac for all a, b, c ∈ R, and there exist 0, 1 ∈ R such that r+0 = r,
r0 = 0r = 0 and r1 = 1r = r for each r ∈ R. In this paper all semirings
considered will be assumed to be commutative semirings with non-zero identity.

De�nition 1.1. Let R be a semiring.

• A nonempty subset I of R is called co-ideal, denoted by I Ec R, if it is closed
under multiplication and satis�es the condition r + a ∈ I for all a ∈ I and r ∈ R
(clearly, 0 ∈ I if and only if I = R) [4].

• A co-ideal I of R is called subtractive if x, xy ∈ I, then y ∈ I (so every
subtractive co-ideal is a strong co-ideal) [4].

• A proper co-ideal P of R is called prime if x + y ∈ P , then x ∈ P or y ∈ P .
A proper co-ideal I of R is called primary if x+y ∈ I, then x ∈ I or y ∈ co-rad(I)
= {r ∈ R : nr ∈ I for some positive integer n} [4].

• A semiring R is called co-semidomain, if a + b = 1 (a, b ∈ R), then either
a = 1 or b = 1 [4].

• We say that a subset T ⊆ R is additively closed if 0 ∈ T and a + b ∈ T for
all a, b ∈ T .

• If D is an arbitrary nonempty subset of R, then the set F (D) consisting of
all elements of R of the form d1d2 · · · dn + r (with di ∈ D for all 1 6 i 6 n and
r ∈ R) is a co-ideal of R containing D [4, 11].

• A semiring R is called an I-semiring if r + 1 = 1 for all r ∈ R [6].

A strong co-ideal I of a semiring R is called a partitioning strong co-ideal (Q-

strong co-ideal) if there exists a subset Q of R such that R = ∪{qI : q ∈ Q}, where
qI = {qt : t ∈ I} and if q1, q2 ∈ Q, then (q1I) ∩ (q2I) 6= ∅ if and only if q1 = q2

[4]. Let I be a Q-strong co-ideal of a semiring R and let R/I = {qI : q ∈ Q}.
Then R/I forms a semiring under the binary operations ⊕ and � de�ned as follows:
(q1I)⊕(q2I) = q3I, where q3 is the unique element in Q such that (q1I+q2I) ⊆ q3I,
and (q1I)�(q2I) = q3I, where q3 is the unique element in Q such that (q1q2)I ⊆ q3I
[4]. If qe is the unique element in Q such that 1 ∈ qeI, then qeI = I is the identity
of R/I [4]. Note that every Q-strong co-ideal is subtractive [4].

Throughout this paper we shall assume unless otherwise stated, that q0I (resp.
qeI) is the zero element (resp. the identity element) of R/I.

2. De�nition and basic structure

We begin with the key de�nition of this paper.

De�nition 2.1. Let R be a semiring with co-Id(R) its set of co-ideals.
(i) A co-ideal expansion is a function δ : co-Id(R) −→ co-Id(R), which satis�es

the following conditions:

(1) I ⊆ δ(I) for each co-ideal I of R;

(2) I ⊆ J implies δ(I) ⊆ δ(J) for all co-ideals I, J of R.
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(ii) A Q-co-ideal (resp. subtractive co-ideal) expansion is a co-ideal expansion
which assigns to each Q-co-ideal (resp. subtractive co-ideal) I of a semiring R to
another Q-co-ideal (resp. subtractive co-ideal) δ(I) of the same semiring.

Remark 2.2. Since the intersection of any collection of co-ideals is a co-ideal of
R, the intersection of any collection of co-ideal expansions is a co-ideal expansion.

The proof of the following lemma is well-known, but we give the details for
convenience.

Lemma 2.3. If I is a Q-strong co-ideal of R and qeI is the identity element in

R/I, then qeI ⊕ qI = qeI and qI ⊕ qI = qI for each qI ∈ R/I.

Proof. Let qeI⊕qI = q′I, where q′ is the unique element in Q such that qeI +qI ⊆
q′I. Since I is co-ideal, qeI + qI ⊆ I = qeI which gives q′I = qeI = I. Finally,
qI ⊕ qI = qI � (qeI ⊕ qeI) = qI � qeI = qI.

Proposition 2.4. Let I be a co-ideal of a semiring R.

(1) The set cl(I) = {a ∈ R : ac = d for some c, d ∈ I} is a co-ideal of R

(we call cl(I) the co-closure of I).
(2) I is subtractive if and only if cl(I) = I.

Proof. (1). Let a1, a2 ∈ cl(I); we show that a1a2 ∈ cl(I). By assumption, there
exist c1, c2, d1, d2 ∈ I such that a1c1 = d1, a2c2 = d2, hence (a1a2)(c1c2) = d1d2.
Since I is a co-ideal of R, we have a1a2 ∈ cl(I). Now, let a ∈ cl(I) and r ∈ R; we
show that a+ r ∈ cl(I). Since a ∈ cl(I), there exist c, d ∈ I such that ac = d. As I
is a co-ideal of R, (a + r)c = ac + cr ∈ I; so a + r ∈ cl(I). Thus cl(I) is a co-ideal
of a semiring R.

(2). Assume that I is a subtractive co-ideal of R (so it is a strong co-ideal) and
let x ∈ I. Then x = x1 ∈ I gives I ⊆ cl(I). For the reverse incusion, let y ∈ cl(I).
Then yc ∈ I for some c ∈ I; hence y ∈ I since I is subtractive, and so we have
equality. The other implication is clear.

Example 2.5. (1) For each I ∈ co-Id(R), de�ne δ1(I) = I, δ2(I) = co-rad(I) and
δ3(I) = cl(I). Then δ1, δ2 and δ3 are expansions of co-ideals.

(2) By [4, Proposition 2.1], if I is a proper co-ideal of R, then there exists a
maximal co-ideal M of R such that I ⊆ M . Now for each proper co-ideal I, let
δ4(I) be the intersection of all maximal co-ideals containing I, and δ4(R) = R.
Then δ4 is an expansion of co-ideals.

Theorem 2.6. Let R be a semiring.

(1) δ1(I) ⊆ δ2(I) ⊆ δ3(I) ⊆ δ4(I) for each strong co-ideal I of R.

(2) If I is a subtractive co-ideal of R, then δ1(I) = δ2(I) = δ3(I).
(3) δ1, δ2 and δ3 are Q-co-ideal expansions.
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Proof. (1). It is clear that δ1(I) ⊆ δ2(I). Let x ∈ δ2(I) = co-rad(I). So there
exists n ∈ N such that nx ∈ I; hence x ∈ cl(I), and so δ2(I) ⊆ δ3(I). Now, let
x ∈ δ3(I) = cl(I). So there exists a ∈ I such that ax ∈ I. It su�ces to show
that x ∈ ∩M , where M is a maximal co-ideal of R containing I. Let x /∈ M
for some maximal co-ideal M of R containing I. So F (M ∪ {x}) = R, which
implies 0 = axn + r for some a ∈ M . Since x ∈ cl(I), there exists b ∈ I such that
bx ∈ I ⊆ M . As M is a co-ideal of R, 0 = abnxn + rbn ∈ M , a contradiction.
Thus δ3(I) ⊆ δ4(I).

(2). Suppose that I is a subtractive co-ideal of R and let x ∈ δ2(I). So there
exists n ∈ N such that nx ∈ I; hence x ∈ I, and so δ1(I) = δ2(I) by (1). Now,
let x ∈ cl(I). Then ax ∈ I for some a ∈ I, so x ∈ I since I is subtractive. Thus
δ2(I) = δ3(I).

(3). It is clear that δ1 is a Q-co-ideal expansion. We show that δ2 is Q-co-
ideal expansion. For this lLet I be a Q-co-ideal. Since we have I ⊆ co-rad(I),
R = ∪{qI : q ∈ Q} ⊆ ∪{q(co-rad(I)) : q ∈ Q}, so R = ∪{q(co-rad(I)) : q ∈ Q}.
Let x ∈ q1(co-rad(I))∩q2(co-rad(I)), so x = q1a1 = q2a2, where a1, a2 ∈co-rad(I).
Thus there exist positive integer elements n, m such that na1,ma2 ∈ I. Suppose,
without loss of generality, n > m. Hence nx = q1(na1) = q2(na2) ∈ q1I ∩ q2I. So
q1 = q2 which gives co-rad(I) is a Q-strong co-ideal of R.

Now, we show that δ3 is a Q-co-ideal expansion. It is clear that we have
R = ∪{q(cl(I)) : q ∈ Q}. Let x ∈ q1(cl(I)) ∩ q2(cl(I)). So x = q1a1 = q2a2 for
some a1, a2 ∈ cl(I). Since I is a Q-co-ideal of R, there exists q ∈ Q such that
xI ⊆ qI. Since a1, a2 ∈ cl(I), there exist b1, b2 ∈ I such that a1b1, a2b2 ∈ I. Hence
xb1 = q1a1b1 ∈ q1I ∩ qI and xb2 = q2a2b2 ∈ q2I ∩ qI for some b1, b2 ∈ I. Thus
q1 = q = q2.

3. δ-primary co-ideals

In this section, we investigate δ-primary co-ideals of a commutative semiring R
which unify prime co-ideals and primary co-ideals of R.

De�nition 3.1. Let R be a semiring and δ be a co-ideal expansion. A proper
co-ideal I of a semiring R is called δ-primary if a+ b ∈ I and a /∈ I, then b ∈ δ(I).

One can easily show that I is δ1-primary if and only if it is a prime co-ideal of
R and I is δ2-primary if and only if I is a primary co-ideal of R.

Remark 3.2. Let I, J be co-ideals of the semiring R. The co-ideal quotient of I, J ,
denoted by (I : J), is the set {r ∈ R : r+J ⊆ I} = {r ∈ R : r+x ∈ I for all x ∈ J}
such that (I : J) is closed under multiplication. For each a ∈ R, (I : a) denotes
the set {r ∈ R : r + a ∈ I} such that (I : a) is closed under multiplication. By [4,
Lemma 2.4], (I : J) is a co-ideal of R with I ⊆ (I : J), and (I : a) is a co-ideal of
R for each a ∈ R. Also, by [4, Example 2.2], the condition "(I : J) is closed under
multiplication" is not super�cial in the above de�nition.
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Theorem 3.3. Let R be a semiring and δ be a co-ideal expansion.

(1) If P is a δ-primary co-ideal of R and I * δ(P ), then (P : I) = P .

(2) For any δ-primary co-ideal P and any subset T of R, (P : T ) is δ-primary

co-ideal of R.

(3) The union of any directed collection of δ-primary co-ideals is δ-primary.

(4) If δ(I) ⊆ co-rad(I) for every δ-primary co-ideal I, then δ(I) = co-rad(I).

Proof. (1). It is clear that P ⊆ (P : I). Let x ∈ (P : I) and a ∈ I \ δ(P ). So
x+a ∈ P . Since P is δ-primary and a /∈ δ(P ), x ∈ P . So (P : I) ⊆ P , which gives
(P : I) = P .

(2). Let a + b ∈ (P : T ) and a /∈ (P : T ) for some a, b ∈ R. So a + t /∈ P
and a + b + t ∈ P for some t ∈ T . This implies b ∈ δ(P ) ⊆ δ(P : T ) since P is
δ-primary. Thus (P : T ) is a δ-primary co-ideal of R.

(3). Let
∑

= {Ii : i ∈ D} be a directed collection of primary co-ideals and
I = ∪i∈DIi. Let a + b ∈ I and a /∈ I. So there is i ∈ D such that a + b ∈ Ii and
a /∈ Ii. So b ∈ δ(Ii) ⊆ δ(I). Hence I is δ-primary.

(4). If I = co-rad(I), then δ(I) = I = co-rad(I). Suppose I 6= co-rad(I). Let
x ∈ co-rad(I). Then nx ∈ I for some the least positive integer n > 1. Now nx ∈ I
and (n− 1)x /∈ I gives x ∈ δ(I), and so we have equality.

De�nition 3.4. Let R be a semiring. A co-ideal expansion δ is said to be
intersection preserving if δ(I ∩ J) = δ(I) ∩ δ(J) for all co-ideals I, J of R.

Theorem 3.5. Let R be a semiring.

(1) δ1, δ2, δ3 and δ4 are intersection preserving co-ideal expansions.

(2) Assume that δ is an intersection preserving co-ideal expansion and let

Q1, . . . , Qn be δ-primary co-ideals of R with P = δ(Qi) for all 1 6 i 6 n.

Then Q =
n⋂

i=1

Qi is δ-primary.

Proof. (1). It is clear that δ1 is intersection preserving co-ideal expansion. By
[4, Lemma 2.2], δ2 is intersection preserving co-ideal expansion. We show that
cl(I∩J) = cl(I)∩cl(J). It is clear that cl(I∩J) ⊆ cl(I)∩cl(J). Let x ∈ cl(I)∩cl(J).
So there exist a ∈ I and b ∈ J such that ax ∈ I and bx ∈ J . Since I, J are co-
ideals of R, a + b ∈ I ∩ J . Hence x(a + b) = xa + xb ∈ I ∩ J , so x ∈ cl(I ∩ J).
Thus cl(I ∩ J) = cl(I) ∩ cl(J). By an argument like that in [2, Lemma 2.2],
δ4(I ∩ J) = δ4(I) ∩ δ4(J).

(2). Let x + y ∈ Q and x /∈ Q. So x /∈ Qi for some 1 6 i 6 n. Since
x + y ∈ Qi and Qi is δ-primary, y ∈ δ(Qi). As δ is intersection preserving,

δ(Q) = δ(
n⋂

i=1

Qi) =
n⋂

i=1

δ(Qi) = P , we have y ∈ δ(Q). Thus Q is δ-primary.

De�nition 3.6. Let R be a semiring with co-ideal expansion δ. An element x of
R is called δ-co-nilpotent if x ∈ δ(F ({1})).
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Remark 3.7. Let I be a Q-strong co-ideal of a semiring R with a subtractive co-
ideal expansion δ. Then an inspection will show that δ : Id(R/I) → Id(R/I) is a
subtractive co-ideal expansion of R/I, where δ̄(J/I) = δ(J)/I for each co-ideal J/I
of R/I (see [4, Theorem 3.4 and Theorem 3.5]). So δ̄({qeI}) = δ̄({I}) = δ(I)/I.

Theorem 3.8. Let I be a Q-strong co-ideal of a semiring R with a subtractive

co-ideal expansion δ. If J is a subtractive co-ideal of R with J ⊇ I, then J/I is a

δ-primary co-ideal of R/I if and only if J is a δ-primary co-ideal of R.

Proof. Suppose that J/I is a δ-primary co-ideal of R/I; we show J is a δ-primary
co-ideal of R. Let a + b ∈ J and a /∈ J . Since I is a Q-strong co-ideal of R, there
exist q1, q2 ∈ Q such that a ∈ q1I and b ∈ q2I. Let q1I⊕q2I = q3I, where q3 is the
unique element of Q such that q1I + q2I ⊆ q3I. It follows that a + b = q3d ∈ J for
some d ∈ I; so q3 ∈ J since J is subtractive; hence q1I⊕ q2I = q3I ∈ J/I. Clearly,
q1I /∈ J/I. Now J/I δ-primary gives, q2I ∈ δ(J/I) = δ(J)/I; so q2 ∈ δ(J). Hence
b ∈ δ(J).

Conversely, assume that J is a δ-primary co-ideal of R. We show J/I is δ̄-
primary. Let q1I ⊕ q2I ∈ J/I and q1I 6∈ J/I (so q1 6∈ J). Let q3 be the unique
element of Q such that q1I ⊕ q2I = q3I, where q1I + q2I ⊆ q3I. Since q3I ∈ J/I,
q3 ∈ J . Therefore q1 + q2 = q3j ∈ J for some j ∈ I. As J is δ-primary and q1 6∈ J ,
q2 ∈ δ(J). Therefore q2I ∈ δ̄(J/I) = δ(J)/I. Thus J/I is a δ-primary co-ideal of
a semiring R.

An element r of a commutative semiring R with identity is said to be identity-

summand if there exists 1 6= a ∈ R such that r + a = 1. The set of all identity-
summand elements of R is denoted by S(R).

Theorem 3.9. Let I be a Q-strong co-ideal of a semiring R with a subtractive

co-ideal expansion δ. Then the following statements are equivalent:

(1) I is δ-primary,

(2) S(R/I) ⊆ {qI : q ∈ Q ∩ δ(I)} = δ(I)/I,
(3) every identity-summand of R/I is δ̄-co-nilpotent,
(4) P/I ⊆ δ(I)/I for every P/I ∈ min(R/I), where min(R/I) is the set of

all minimal prime ideals of R/I.

Proof. (1) ⇒ (2). Let I be a δ-primary and qI ∈ S(R/I). Hence there exists
I 6= q′I ∈ R/I such that qI ⊕ q′I = qeI = I; so q + q′ ∈ I. Since I is δ-primary
and q′ /∈ I, q ∈ δ(I). Thus qI ∈ δ(I)/I.

(2) ⇒ (3). If qI ∈ S(R/I), then qI ∈ δ(I)/I by (2). By Remark 3.7, δ(I)/I =
δ̄({qeI}), which gives qI is δ̄-co-nilpotent.

(3) ⇒ (1). Let a + b ∈ I, a /∈ I. Since I is a Q-co-ideal of R, there exist
q1, q2 ∈ Q such that a ∈ q1I, b ∈ q2I. Let q1I ⊕ q2I = q3I, where q3 is the unique
element of Q such that q1I + q2I ⊆ q3I. So a + b ∈ q3I ∩ I, which gives q3 = qe.
Hence q1I ⊕ q2I = qeI = I. So q2I is an identity summand element of R/I. Thus
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q2I is δ-co-nilpotent, hence q2I ∈ δ̄({qeI}) = δ(I)/I, which implies q2 ∈ δ(I).
Hence b ∈ q2I ⊆ δ(I).

(1) ⇒ (4). Let P/I ∈ min(R/I). At �rst, we show that R/I \ P/I = (P/I)c is
a maximal additively closed subset of R/I with qeI /∈ (P/I)c. Set∑

= {S : (P/I)c ⊆ S, S is an additively closed subset of R/I and qeI /∈ S}

by Zorn's Lemma, has a maximal element M . Obviously, (P/I)c ⊆ M .
Consider the set

∆ = {L : L/I is a co−ideal of R/I and L/I ∩M = ∅}.

Since {I} is a co-ideal of R/I and {I} ∩M = ∅, ∆ 6= ∅. By Zorn's Lemma, ∆ has
maximal element T/I.

We show that T/I is prime. Let q1I ⊕ q2I ∈ T/I and q1I, q2I /∈ T/I. Then
T/I $ Ji = F (T/I ∪ {qiI}). Thus Ji ∩M 6= ∅ for each i = 1, 2. Let Xi ∈ Ji ∩M
for each i = 1, 2. We show J1 ∩ J2 = T/I. It is clear that T/I ⊆ J1 ∩ J2. For
qI ∈ J1 ∩ J2 we have

qI = r1I ⊕ c1I � (q1I)n = r2I ⊕ c2I � (q2I)m

for some r1I, r2I ∈ R/I, c1I, c2I ∈ T/I and n, m ∈ N. Since

c1I � (q1I ⊕ q2I)n = c1I � (q1I)n ⊕ (q2I)� (tI) ∈ T/I

for some tI ∈ R/I, we have

qI ⊕ q2I � tI = r1I ⊕ c1I � (q1I)n ⊕ (q2I)� (tI) ∈ T/I.

Hence (q2I)� (tI) ∈ (T/I : qI).
It can be easily checked that (T/I : qI) is a co-ideal of R. So q2I � tI ⊕ q2I ∈

(T/I : qI). By Lemma 2.3, qeI ⊕ tI = tI, hence

q2I = q2I(qeI ⊕ tI) = q2I � tI ⊕ q2I ∈ T/I.

Therefore (c2I) � (q2I)m ∈ (T/I : qI). So qI = r2I ⊕ c2I � (q2I)m ∈ (T/I : qI),
because (T/I : qI) is a co-ideal of R/I. Thus qI ⊕ qI = qI ∈ T/I. Therefore
J1 ∩ J2 = T/I. Hence X1 + X2 ∈ T/I ∩ M , a contradiction. Thus q1I ∈ T/I
or q2I ∈ T/I, which gives T/I is a prime co-ideal of R/I. Since T/I ∩ M = ∅,
M ⊆ (T/I)c. So (P/I)c ⊆ M ⊆ (T/I)c, which implies T/I ⊆ P/I. Since
P/I ∈ min(R/I), T/I = P/I. Thus (P/I)c is a maximal additively closed subset
of R/I which I /∈ (P/I)c.

Now, let qI ∈ P/I. Then

T = {q′I ⊕ n(qI) : I 6= q′I ∈ (P/I)c, n ∈ N ∪ {0}}
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is an additively closed subset of R/I which properly contains (P/I)c. But we
showed that (P/I)c is a maximal additively closed subset of R/I which I /∈ (P/I)c.
So I ∈ T . Hence q′I ⊕ n(qI) = I for some q′I ∈ (P/I)c, n ∈ N. Thus q′I ⊕ qI = I
by Lemma 2.3. So q+q′ ∈ I. Since q′ /∈ I and I is δ-primary, q ∈ δ(I) we conclude
that qI ∈ δ(I)/I.

(4) ⇒ (1). Let a + b ∈ I and a /∈ I. Since I is a Q-strong co-ideal of R,
there exist q1, q2 ∈ Q such that a ∈ q1I, b ∈ q2I. Let q1I ⊕ q2I = q3I. Since
a + b ∈ qeI ∩ q3I, q3 = qe. So q1I ⊕ q2I = I. It is clear that I ∈ P/I. So
q1I ⊕ q2I ∈ P/I. Hence q1I ∈ P/I or q2I ∈ P/I. Since P/I ⊆ δ(I)/I, q1 ∈ δ(I)
or q2 ∈ δ(I).

Theorem 3.10. Let I be a Q-strong co-ideal of a semiring R with a subtractive co-

ideal expansion δ. If I is δ-primary, then P ⊆ δ(I) for every subtractive co-ideal

P ∈ min(I). The converse holds if min(R/I) is �nite.

Proof. At �rst we show that if P is subtractive and P ∈ min(I), then P/I ∈
min(R/I). Let T/I be a prime co-ideal of R/I and T/I ⊆ P/I. Since R/I
is I-semiring, T/I is a subtractive co-ideal of R/I by [6, Proposition 2.5]. So
T/I = L/I where L is a subtractive prime co-ideal of R and I ⊆ L by [4, Theorem
3.6, Theorem 3.7]. We show L ⊆ P . Let x ∈ L. Since I is a Q-co-ideal of R, x = qa
for some q ∈ Q and a ∈ I. Because L is subtractive, q ∈ L. Thus qI ∈ L/I ⊆ P/I.
Hence q ∈ P . So x ∈ P . Thus L ⊆ P which implies L = P because P ∈ min(I).
Therefore P/I = L/I = T/I. Now, let x ∈ P . Since I is a Q-co-ideal of R, x = qa
for some q ∈ Q and a ∈ I. Since P is subtractive q ∈ P . Hence qI ∈ P/I, where
P/I ∈ min(R/I) by the above argument. Hence qI ∈ δ(I)/I by Theorem 3.9.
Thus q ∈ δ(I), which gives x ∈ δ(I).

Conversely, by [6,Theorem 2.8], I = ∩ΛPα/I, where Pα/I ∈ min(R/I). By
[6, Proposition 2.5], Pα/I is a subtractive co-ideal of R/I for each α ∈ Λ. So
Pα/I = Qα/I, where Qα is a subtractive co-ideal of R and I ⊆ Qα. We show that
I = ∩ΛQα. It is clear that I ⊆ ∩ΛQα. Let x ∈ ∩ΛQα. Since I is a Q-co-ideal of
R, x = qa for some q ∈ Q and a ∈ I. So q ∈ ∩ΛQα, because Q,

α s are subtractive
co-ideals of R. Thus qI ∈ ∩Qα/I = ∩Pα/I = {qeI}, hence q = qe and x ∈ I.
Therefore I = ∩ΛQα. Let L ∈ min(I). Hence I = ∩ΛQα ⊆ L. Since min(R/I)
is �nite, Λ is �nite, which gives Qα ⊆ L, because Qα is prime by [4, Theorem
3.7]. Thus Qα = L. Now, we show that I is δ-primary. Let a + b ∈ I for some
a, b ∈ R. Hence a + b ∈ Qα, where Qα is a subtractive co-ideal and Qα ∈ min(I).
By assumption, Qα ⊆ δ(I). Because Qα is prime a ∈ Qα ⊆ δ(I) or b ∈ Qα ⊆ δ(I),
which gives I is δ-primary.

De�nition 3.11. A co-ideal I of a semiring R with a co-ideal expansion δ is called
a δ-weakly primary if 1 6= a + b ∈ I, then a ∈ I or b ∈ δ(I) for each a, b ∈ R.

Theorem 3.12. Let J be a subtractive co-ideal of an I-semiring R with a sub-

tractive co-ideal expansion δ. Then the following are equivalent.

(1) J is δ-weakly primary.
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(2) For each a ∈ R \ δ(J), (J : a) = J ∪ (1 : a).
(3) (J : a) = J or (J : a) = (1 : a).

Proof. (1) ⇒ (2). Let a ∈ R \ δ(J) and b ∈ (J : a). Then a + b ∈ J . If
a + b = 1, then b ∈ (1 : a). If a + b 6= 1, then J δ-weakly primary gives b ∈ J . So
(J : a) ⊆ J ∪ (1 : a). The converse inclusion is clear.

(2) ⇒ (3). Let (J : a) 6= J and (J : a) 6= (1 : a). Then there exists d ∈ (J : a)
and c ∈ (J : a) such that d /∈ J and c /∈ J . Since J is subtractive, (J : a) is a
subtractive co-ideal of R, cd ∈ (J : a). Therefore cd ∈ J or cd ∈ (1 : a). This
implies that c = cd + c ∈ J or d = cd + d ∈ (1 : a), a contradiction.

(3) ⇒ (1). Let 1 6= a + b ∈ J and a /∈ δ(J). Then b ∈ (J : a) = J .

Theorem 3.13. Let R be an I-semiring with a subtractive co-ideal expansion δ.
If J is a subtractive δ-weakly primary co-ideal of R which is not δ-primary, then

J = {1}.

Proof. Let {1} 6= J . We show that J is δ-primary co-ideal of R. Let a + b ∈ J . If
a + b 6= 1, then J δ-weakly primary gives a ∈ J or b ∈ δ(J). So we may assume
that a + b = 1. As J 6= {1}, there exists 1 6= c ∈ J . So 1 6= c = ac + bc ∈ J implies
that ac ∈ J or bc ∈ δ(J). As J and δ(J) are subtractive, a ∈ J or b ∈ δ(J). Hence
J is δ-primary, a contradiction.
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Commutants of middle Bol loops

Ion Grecu and Parascovia Syrbu

Abstract. The commutant of a loop is the set of all its elements that commute with each
element of the loop. It is known that the commutant of a left or right Bol loop is not a subloop
in general. Below we prove that the commutant of a middle Bol loop is an AIP-subloop, i.e.,
a subloop for which the inversion is an automorphism. A necessary and su�cient condition
when the commutant is invariant under the existing isostrophy between middle Bol loops and
the corresponding right Bol loops is given.

1. Introduction

Recall that a loop (Q, ·) is a right (left) Bol loop if it satis�es the identity (zx·y)x =
z(xy · x) (resp. x(y · xz) = (x · yx)z). We say that a quasigroup (Q, ·) satis�es
the right (left) inverse property, if there exists a mapping ϕ : Q 7→ Q, such that
yx · ϕ(x) = y (resp. ϕ(x) · xy = y), for every x, y ∈ Q. If a loop satis�es the
right (left) inverse property then the left inverse of each element coincides with
the right inverse −1x = x−1 and yx · x−1 = y (resp., x−1 · xy = y), ∀x, y ∈ Q.
Right (left) Bol loops satisfy the right (resp. left) inverse property. A loop (Q, ◦)
is called a middle Bol loop if the condition (x ◦ y)−1 = y−1 ◦x−1, ∀x, y ∈ Q, called
the anti-automorphic inverse property, is universal in (Q, ◦), i.e., if every loop
isotope of (Q, ◦) satis�es the anti-automorphic inverse property. V. D. Belousov
proved in [1] that a loop (Q, ·) is middle Bol if and only if the corresponding e-loop
(Q, ·, /, \) (the operation ”/” and, resp. ”\”, is the left, resp. right, division in
(Q, ·)), satis�es the identity:

x · ((y · z)\x) = (x/z) · (y\x). (1)

Middle Bol loops are studied in [1, 2, 3, 6]. It was proved in [3] that middle
Bol loops are isostrophes of right (left) Bol loops. We will consider below the
isostrophy between right Bol loops and middle Bol loops. Left Bol loops can be
characterized analogously, by a "mirror re�ection".

According to [3], a loop (Q, ◦) is middle Bol if and only if there exists a right
Bol loop (Q, ·) such that, for ∀x, y ∈ Q, the following equality holds:

x ◦ y = (y · xy−1)y, (2)

2010 Mathematics Subject Classi�cation: 20N05
Keywords: right Bol loop, middle Bol loop, isostrophy, commutant.
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which is equivalent to
x ◦ y = y−1\x, (3)

and to
x · y = y//x−1, (4)

where "\" is the right division in the right Bol loop (Q, ·), and "//" is the left
division in the middle Bol loop (Q, ◦).

The connection between middle and left Bol loops is analogous [6].
A middle Bol loop satis�es the right or left inverse property if and only if it

is a Moufang loop (see [3]). It is known (see [2, 6]) that two middle Bol loops
are isotopic (resp. isomorphic) if and only if the corresponding right Bol loops
are isotopic (resp. isomorphic). Note also that a middle Bol loop (Q, ◦) and its
corresponding right Bol loop (Q, ·) have a common unit and that the inverse of
each element x in (Q, ◦) is equal to the inverse of x in (Q, ·). Moreover, middle Bol
loops, as well as their corresponding right Bol loops, are power-associative (i.e.,
every subloop generated by one element is associative).

The commutant of a loop (Q, ·) is the set of all elements that commute with each
element of the loop (Q, ·). This notion is known also as: centrum, commutative

center, semicenter, etc. In groups the commutant is the center and a normal
subgroup. In loops the commutant is not always a subloop. But it is known, for
example, that the commutant of a Moufang loop is a subloop.

The commutants of left Bol loops are studied in [4] and [5] where examples
of �nite left Bol loops with non-subloop commutants are given and necessary
conditions when the commutants of �nite left Bol loops are subloops are found.

Below is proved that the commutants of middle Bol loops are AIP -subloops,
i.e., subloops with automorphic inverse property: (x · y)−1 = x−1 · y−1. Also,
necessary and su�cient conditions when the commutant of a middle Bol loop and
the commutant of the corresponding right Bol loop coincide are found. In the
last section the "normality" of the commutants in middle Bol loops is partially
examined.

2. The commutants of middle Bol loops

Let's denote the commutant of a loop (Q, ·) by C(·), so:

C(·) = {a ∈ Q | a · x = x · a,∀x ∈ Q}.

Lemma 2.1. Let (Q, ◦) be a middle Bol loop. If a ∈ C(◦), then a−1 ∈ C(◦).

Proof. If a ∈ C(◦), then a ◦ x = x ◦ a, ∀x ∈ Q. So, as (Q, ◦) satis�es the anti-
automorphic inverse property, the last equality implies x−1 ◦ a−1 = a−1 ◦ x−1,
∀x ∈ Q, i.e., a−1 ∈ C(◦).

Lemma 2.2. Let (Q, ◦) be a middle Bol loop and let (Q, ·) be the corresponding

right Bol loop. For a ∈ Q, the following statements hold:
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1. a ∈ C(◦) if and only if, for ∀z ∈ Q:

(a · z)−1 = a−1 · z−1; (5)

2. a ∈ C(◦) if and only if, for ∀z ∈ Q:

(z · a)−1 = z−1 · a−1. (6)

Proof. 1. According to the de�nition of C(◦), a ∈ C(◦) if and only if a ◦ x = x ◦ a,
∀x ∈ Q. So, using (3), we get x−1\a = a−1\x, ∀x ∈ Q, where "\" is the right
division in the corresponding right Bol loop (Q, ·). Denoting a−1\x by z and
applying the right inverse property of (Q, ·), we obtain:

(a−1 · z)−1\a = z ⇔ (a−1 · z)−1 · z = a ⇔ (a−1 · z)−1 = a · z−1.

The last equality is equivalent to (5).

2. Using (2), the right Bol identity, the right inverse property and the power-
associativity of (Q, ·), we have:

a ∈ C(◦) ⇔ a ◦ x = x ◦ a ⇔ (x · ax−1) · x = (a · xa−1) · a ⇔

x−1 · [(x · ax−1) · x] = x−1[(a · xa−1) · a] ⇔

ax−1 · x = (x−1a · xa−1) · a ⇔ a = (x−1a · xa−1) · a ⇔

e = x−1a · xa−1 ⇔ (x · a−1)−1 = x−1 · a ⇔ (x · a)−1 = x−1 · a−1,

for every x ∈ Q, where e is the common unit of (Q, ◦) and (Q, ·).

Remark 2.3. (I). According to Lemma 2.2,

C(◦) ={a ∈ Q | (a·x)−1= a−1 ·x−1,∀x ∈ Q}={a ∈ Q | (x·a)−1 = x−1 ·a−1,∀x ∈ Q},

where (Q, ◦) is a middle Bol loop and (Q, ·) is the corresponding right Bol loop.

(II). Let (Q, ◦) be a middle Bol loop and let a ∈ C(◦). Using (1), we have:

a ◦ [(y ◦ z)\\a] = (a//z) ◦ (y\\a),

for every y, z ∈ Q, where "\\" ( ”//”) is the right (respectively, left) division in
(Q, ◦). Puting y = e, where e is the unit of (Q, ◦), and using the fact that a ∈ C(◦),
the previous equality implies:

a ◦ (z\\a) = (a//z) ◦ a = a ◦ (a//z),

for every z ∈ Q, so (Q, ◦) satis�es the equality

z\\a = a//z, (7)



84 I. Grecu and P. Syrbu

for ∀z ∈ Q and ∀a ∈ C(◦).

(III). Recall that the inversion is a left semi-automorphism of right Bol loops,
i.e., (xy · x)−1 = (x−1 · y−1) · x−1. This fact was observed by D.A. Robinson.
Note that it can be easily obtained if we denote (xy · x)−1 by z. In other words, if
e = z · (xy ·x) = (zx · y) ·x. Then, applying three times the right inverse property,
we obtain (xy · x)−1 = (x−1 · y−1) · x−1.

Theorem 2.4. The commutant of a middle Bol loop is a subloop.

Proof. Let (Q, ◦) be a middle Bol loop and let (Q, ·) be the corresponding right
Bol loop. If a, b ∈ C(◦) then, using the equalities (6) and (5), the right Bol identity
and the fact that x 7→ x−1 is a left semi-automorphism of (Q, ·), we have:

(ba · y)−1 · a−1 = [(ba · y) · a]−1 = [b · (ay · a)]−1 = b−1 · (ay · a)−1

= b−1 · (a−1y−1 · a−1) = (b−1a−1 · y−1) · a−1,

so

(ba · y)−1 = b−1a−1 · y−1 = (ba)−1 · y−1,

for every y ∈ Q.

According to Lemma 2.2, the condition (ba · y)−1 = (ba)−1 · y−1, ∀y ∈ Q,
is equivalent to b · a ∈ C(◦). Thus, using (2) and Lemma 2.1, we can see that
a ◦ b = (b · ab−1) · b ∈ C(◦), which means that ” ◦ ” is an algebraic operation on
C(◦).

Moreover, using Lemma 2.1, (4) and (7), we get: a, b ∈ C(◦) ⇒ a, b−1 ∈ C(◦) ⇒
b−1 · a = a//b = b\\a ∈ C(◦), i.e., y = b\\a = a//b ∈ C(◦), where y is the solution
of the equations b ◦ y = y ◦ b = a. Hence (C(◦), ◦) is a subloop of (Q, ◦).

Corollary 2.5. The commutant of a middle Bol loop (Q, ◦) is its AIP-subloop.

Proof. Indeed, if a ∈ C(◦) then a−1 ∈ C(◦), so (a ◦ x)−1 = x−1 ◦ a−1 = a−1 ◦ x−1,
∀x ∈ Q.

Corollary 2.6. If (Q, ◦) is a middle Bol loop and (Q, ·) is the corresponding right

Bol loop, then (C(◦), ·) is an AIP-subloop of (Q, ·).

Proof. It was shown in the proof of Theorem 2.4 that a · b, a ◦ b, a\\b ∈ C(◦)

for a, b ∈ C(◦). This means that ” · ” is an algebraic operation on C(◦). So, if
a, b ∈ C(◦) then, using (3), (4) and Lemma 2.1, we have: b\a = a ◦ b−1 ∈ C(◦) and
a/b = c ⇔ c · b = a ⇔ b//c−1 = a ⇔ a ◦ c−1 = b ⇔ a\\b = c−1 ⇔ (a\\b)−1 = c, so
a/b = (a\\b)−1 ∈ C(◦), i.e., (C(◦), ·) is a subloop of (Q, ·).

Moreover, according to (5), Lemma 2.2, (a · z)−1 = a−1 · z−1, ∀a ∈ C(◦) and
∀z ∈ Q, so (C(◦), ·) is an AIP-subloop of (Q, ·).
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3. A criterion for C(◦) = C(·)

If (Q, ·) is a Moufang loop and (Q, ◦) is the corresponding middle Bol loop, then
” ◦ ” = ” · ” and C(◦) = C(·). The examples below show that both cases C(◦) =
C(·) and C(◦) 6= C(·) are possible for an arbitrary middle Bol loop (Q, ◦) and its
corresponding right Bol loop (Q, ·). The right Bol loops, used in these examples,
can be found at http://www.uwyo.edu/moorhouse/pub/bol/mult8.txt (the loop
8.1.4.0 of order 8) and at http://www.uwyo.edu/moorhouse/pub/bol/mult12.txt
(the loop 12.9.1.0 of order 12)

Example 3.1. Let Q = {1, 2, 3, 4, 5, 6, 7, 8}. Consider the right Bol loop (Q, ·)
and the corresponding middle Bol loop (Q, ◦), given by the tables:

(·) 1 2 3 4 5 6 7 8

1 1 2 3 4 5 6 7 8
2 2 8 6 1 7 3 5 4
3 3 7 8 6 1 4 2 5
4 4 1 7 8 6 5 3 2
5 5 6 1 7 8 2 4 3
6 6 3 4 5 2 8 1 7
7 7 5 2 3 4 1 8 6
8 8 4 5 2 3 7 6 1

.

(◦) 1 2 3 4 5 6 7 8

1 1 2 3 4 5 6 7 8
2 2 8 6 1 7 3 5 4
3 3 7 8 6 1 4 2 5
4 4 1 7 8 6 5 3 2
5 5 6 1 7 8 2 4 3
6 6 5 2 3 4 8 1 7
7 7 3 4 5 2 1 8 6
8 8 4 5 2 3 7 6 1

.

The commutants of the given loops are C(·) = {1, 6, 7, 8} and C(◦) = {1, 8},
respectively, so C(◦) 6= C(·).

Example 3.2. In this example C(◦) = C(·) = {1}, (Q, ◦) is a right Bol loop and
(Q, ·) is the corresponding middle Bol loop.

(·) 1 2 3 4 5 6 7 8 9 10 11 12

1 1 2 3 4 5 6 7 8 9 10 11 12
2 2 1 4 3 6 5 8 10 11 9 12 7
3 3 5 6 2 4 1 10 9 12 11 7 8
4 4 6 5 1 3 2 9 11 7 12 8 10
5 5 3 2 6 1 4 12 7 10 8 9 11
6 6 4 1 5 2 3 11 12 8 7 10 9
7 7 9 11 8 12 10 1 5 4 6 3 2
8 8 10 12 7 11 9 2 1 6 5 4 3
9 9 7 8 11 10 12 4 3 1 2 5 6
10 10 8 7 12 9 11 3 2 5 1 6 4
11 11 12 10 9 8 7 6 4 2 3 1 5
12 12 11 9 10 7 8 5 6 3 4 2 1
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(◦) 1 2 3 4 5 6 7 8 9 10 11 12

1 1 2 3 4 5 6 7 8 9 10 11 12
2 2 1 5 6 3 4 12 7 10 8 9 11
3 3 4 6 5 2 1 11 12 8 7 10 9
4 4 3 2 1 6 5 9 11 7 12 8 10
5 5 6 4 3 1 2 8 10 11 9 12 7
6 6 5 1 2 4 3 10 9 12 11 7 8
7 7 12 10 9 8 11 1 4 2 3 6 5
8 8 7 9 11 10 12 4 1 3 2 5 6
9 9 10 12 7 11 8 2 6 1 5 4 3
10 10 8 11 12 9 7 6 2 5 1 3 4
11 11 9 7 8 12 10 3 5 4 6 1 2
12 12 11 8 10 7 9 5 3 6 4 2 1

The following theorem gives a necessary and su�cient condition for C(◦) = C(·).

Theorem 3.3. If (Q, ◦) is a middle Bol loop and (Q, ·) is the corresponding right

Bol loop, then C(◦) = C(·) if and only if the following conditions are satis�ed:

1. x−1 · xa = a, ∀x ∈ Q, ∀a ∈ C(·);

2. x−1 ◦ (x ◦ b) = b, ∀x ∈ Q, ∀b ∈ C(◦).

Proof. Let a ∈ C(·) and let x−1 · xa = a, ∀x ∈ Q. Then, using (2) and the right
inverse property of (Q, ·), we obtain:

a ◦x = (x · ax−1)x = (x ·x−1a)x = a ·x = x · a = (xa−1 · a)a = (a ·xa−1)a = x ◦ a,

for every x ∈ Q, i.e., a ∈ C(◦). So, C(·) ⊆ C(◦).
Conversely, let C(·) ⊆ C(◦) and let a ∈ C(·). Since a ·x = x ·a and a◦x = x◦a,

∀x ∈ Q, we have:

x · x−1a = x · ax−1 = (x · ax−1)x · x−1 = (a ◦ x) · x−1 = (x ◦ a) · x−1

= (a · xa−1)a · x−1 = (xa−1 · a)a · x−1 = xa · x−1 = ax · x−1 = a,

for every x ∈ Q, hence x · x−1a = a, ∀x ∈ Q.
Now, let b ∈ C(◦). Then b ∈ C(·) if and only if b · x = x · b, ∀x ∈ Q,

which according to (4), is equivalent to x//b−1 = b//x−1, ∀x ∈ Q, i.e., to b =
(x//b−1) ◦ x−1, ∀x ∈ Q, where ”//” is the left division in (Q, ◦). Making the
substitution x//b−1 → y in the last equality and using the anti-automorphic inverse
property of (Q, ◦), we get:

b = y ◦ (y ◦ b−1)−1 = y ◦ (b ◦ y−1) = y ◦ (y−1 ◦ b),

for every y ∈ Q. So, the second condition is equivalent to C(◦) ⊆ C(·).
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Corollary 3.4. If C(◦) = C(·), then (C(◦), ◦) = (C(·), ·) is a commutative Moufang

subloop.

Proof. If C(◦) = C(·) then, for ∀x, y ∈ C(◦) = C(·), have:

x ◦ y = (y · xy−1) · y = (xy−1 · y) · y = x · y,

hence, ”◦” = ” ·” on the set C(◦) = C(·). So, as (C(◦), ◦) is a commutative middle
Bol IP-loop, it is a commutative Moufang loop.

4. When the commutant is a normal subloop?

In this section, for simplicity the operation of a middle Bol loop will be denoted
by ” · ”.

Lemma 4.1. If (Q, ·) is a middle Bol loop and H is a subloop in (Q, ·), then the

following conditions are equivalent:

1. Lx,y(H) = H, ∀x, y ∈ Q;

2. Rx,y(H) = H, ∀x, y ∈ Q,

where Lx,y = L−1
xy LxLy and Rx,y = R−1

xy RyRx.

Proof. Let Lx,y(H) = H, ∀x, y ∈ Q. Then, for x−1, y−1 ∈ Q and h−1 ∈ H, there
exists h−1

1 ∈ H, such that Lx−1,y−1(h−1) = h−1
1 . Hence L−1

x−1y−1Lx−1Ly−1(h−1) =
h−1

1 , and consequently x−1 · y−1h−1 = x−1y−1 · h−1
1 .

Since the loop (Q, ·) is power-associative and satis�es the anti-automorphic
property, the last eqution implies hy · x = h1 · yx, so R−1

yx RxRy(h) = h1 ∈ H, i.e.,
Ry,x(H) ⊆ H.

Analogously, for h1 ∈ H there exists h−1 ∈ H such that Lx−1,y−1(h−1) = h−1
1 ,

which implies Ry,x(h) = h1, so H ⊆ Ry,x(H). In a similar way we can prove that
the condition Rx,y(H) = H, ∀x, y ∈ Q implies Lx,y(H) = H, ∀x, y ∈ Q.

Theorem 4.2. The commutant C(·) of a middle Bol loop (Q, ·) is a normal subloop

if and only if Lx,y(C(·)) = C(·) (or, equivalently, if and only if Rx,y(C(·)) = C(·)),
for every x ∈ Q.

Proof. The subloop C(·) is normal if and only if Lx,y(C(·)) = C(·), Rx,y(C(·)) =
C(·), and Tx(C(·)) = C(·), where Tx = R−1

x Lx, ∀x, y ∈ Q. If c ∈ C(·) then, denoting
Tx(c) by b, we have b = Tx(c) = R−1

x Lx(c). Thus Rx(b) = Lx(c), i.e., bx = xc,
and consequently, bx = cx. Therefore b = c, so Tx(c) = c, ∀c ∈ C(·).
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Green's relations and the relation N
in Γ-semigroups

Niovi Kehayopulu

Abstract. Let M be a Γ-semigroup. For a prime ideal I of M , let σI be the relation on M

consisted of the pairs (x, y), where x and y are elements of M such that either both x and y are
elements of I or both x and y are not elements of I. Let N be the semilattice congruence on M

de�ned by xNy if and only if the �lters of M generated by x and y coincide. Then the set N
is the intersection of the relations σI , where I runs over the prime ideals of M . If R, L, I, H
are the Green's relations of M and A the set of right ideals, B the set of left ideals and I the set
of ideals of M , then we have H ⊆ R ⊆ I ⊆ N , H ⊆ L ⊆ I ⊆ N and L ◦ R ⊆ I, R =

⋂
I∈A

σI ,

L =
⋂

Ix∈B
σI , I =

⋂
I∈M

σI . The relation R ◦ L (= L ◦ R) is the least -with respect to the

inclusion relation- equivalence relation on M containing both R and L. Finally, we characterize
the Γ-semigroups which have only one L (or R)-class or only one I-class.

1. Introduction and prerequisites

An ideal I of a semigroup S is called completely prime if for any a, b ∈ I, ab ∈ I
implies that either a ∈ I or b ∈ I. Every semilattice congruence on a semigroup S
is the intersection of congruences σI where I is a completely prime ideal and for
all x, y ∈ S, we have xσIy if and only if x, y ∈ I or x, y /∈ I [6]. For semigroups, or-
dered semigroups or ordered Γ-semigroups, we always use the terminology weakly
prime, prime (subset) instead of the terminology prime, completely prime given
by Petrich. For Green's relations in semigroups we refer to [1, 6]. For Green's
relations in ordered semigroups, we refer to [2]. In the present paper we mainly
present the analogous results of [2] in case of Γ-semigroups.

The concept of a Γ-semigroup has been introduced by M.K. Sen in 1981 as
follows: If S and Γ are two nonempty sets, S is called a Γ-semigroup if the following
assertions are satis�ed: (1) aαb ∈ S and αaβ ∈ Γ and (2) (aαb)βc = a(αbβ)c =
aα(bβc) for all a, b, c ∈ S and all α, β ∈ Γ [8]. In 1986, M.K. Sen and N.K.
Saha changed that de�nition and gave the following de�nition of a Γ-semigroup:
Given two nonempty sets M and Γ, M is called a Γ-semigroup if (1) aαb ∈ M
and (2) (aαb)βc = aα(bβc) for all a, b, c ∈ M and all α, β ∈ Γ [9]. Later, in
[7], Saha calls a nonempty set S a Γ-semigroup (Γ 6= ∅) if there is a mapping

2010 Mathematics Subject Classi�cation: 20F99, 06F99; 20M10; 06F05
Keywords: Γ-semigroup; right (left) ideal; ideal; prime ideal; �lter; semilattice congruence;
Green's relations; left (right) simple; simple.
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S×Γ×S → S | (a, γ, b) → aγb such that (aαb)βc = aα(bβc) for all a, b, c ∈ S and
all α, β ∈ Γ, and remarks that the most usual semigroup concepts, in particular
regular and inverse Γ-semigroups have their analogous in Γ-semigroups. Although
it was very convenient to work on the de�nition by Sen and Saha using binary
relations [9], the uniqueness condition was missing from that de�nition. Which
means that in an expression of the form, say aγbµcξdρe or aΓbΓcΓdΓe, it was not
known where to put the parentheses. In that sense, the de�nition of a Γ-semigroup
given by Saha in [7] was the right one. However, adding the uniqueness condition
in the de�nition given by Sen and Saha in [9], we do not need to de�ne it via
mappings. The revised version of the de�nition by Sen and Saha in [9] has been
introduced by Kehayopulu in [3] as follows:

For two nonempty sets M and Γ, de�ne MΓM as the set of all elements of the
form m1γm2, where m1,m2 ∈ M , γ ∈ Γ. That is,

MΓM := {m1γm2 | m1,m2 ∈ M,γ ∈ Γ}.

De�nition 1.1. Let M and Γ be two nonempty sets. The set M is called a
Γ-semigroup if the following assertions are satis�ed:

(1) MΓM ⊆ M .
(2) If m1,m2,m3,m4 ∈ M , γ1, γ2 ∈ Γ such that m1 = m3, γ1 = γ2 and

m2 = m4, then m1γ1m2 = m3γ2m4.
(3) (m1γ1m2)γ2m3 = m1γ1(m2γ2m3) for all m1,m2,m3 ∈ M and γ1, γ2 ∈ Γ.

In other words, Γ is a set of binary operations on M such that:

(m1γ1m2)γ2m3 = m1γ1(m2γ2m3) for all m1,m2,m3 ∈ M and all γ1, γ2 ∈ Γ.

According to that "associativity" relation, each of the elements (m1γ1m2)γ2m3,
and m1γ1(m2γ2m3) is denoted by m1γ1m2γ2m3.

Using conditions (1)− (3) one can prove that for an element of M of the form

m1γ1m2γ2m3γ3m4 . . . γn−1mnγnmn+1,

or a subset of M of the form

m1Γ1m2Γ2m3Γ3m4 . . .Γn−1mnΓnmn+1,

one can put a parenthesis in any expression beginning with some mi and ending
in some mj [3, 4, 5].

The example below based on De�nition 1.1 shows what a Γ-semigroup is.

Example 1.2. [4] Consider the two-elements set M := {a, b}, and let Γ = {γ, µ}
be the set of two binary operations on M de�ned in the tables below:

γ a b

a a b

b b a

µ a b

a b a

b a b
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One can check that (xρy)ωz = xρ(yωz) for all x, y, z ∈ M and all ρ, ω ∈ Γ. So, M
is a Γ-semigroup.

Example 1.3. [5] Consider the set M := {a, b, c, d, e}, and let Γ = {γ, µ} be the
set of two binary operations on M de�ned in the tables below:

γ a b c d e

a a b c d e

b b c d e a

c c d e a b

d d e a b c

e e a b c d

µ a b c d e

a b c d e a

b c d e a b

c d e a b c

d e a b c d

e a b c d e

Since (xρy)ωz = xρ(yωz) for all x, y, z ∈ M and all ρ, ω ∈ Γ, M is a Γ-semigroup.

Let now M be a Γ-semigroup. A nonempty subset A of M is called a sub-

semigroup of M if AΓA ⊆ A, that is, if aγb ∈ A for every a, b ∈ A and every
γ ∈ Γ. A nonempty subset A of M is called a left ideal of M if MΓA ⊆ A, that
is, if m ∈ M , γ ∈ Γ and a ∈ A, implies mγa ∈ A. It is called a right ideal of
M if AΓM ⊆ A, that is, if a ∈ A, γ ∈ Γ and m ∈ M , implies aγm ∈ A. A is
called an ideal of M if it is both a left and a right ideal of M . For an element a
of M , we denote by R(a), L(a), I(a), the right ideal, left ideal and the ideal of
M , respectively, generated by a, and we have R(a) = a ∪ aΓM , L(a) = a ∪MΓa,
I(a) = a∪ aΓM ∪MΓa∪MΓaΓM . An ideal A of M is called a prime ideal of M
if a, b ∈ M and γ ∈ Γ such that aγb ∈ A, then a ∈ A or b ∈ A. Equivalently, if B
and C are subsets of M such that B 6= ∅ (or C 6= ∅), γ ∈ Γ and BγC ⊆ A, then
B ⊆ A or C ⊆ A. A subsemigroup F of M is called a �lter of M if a, b ∈ M and
γ ∈ Γ such that aγb ∈ F , implies a ∈ F and b ∈ F . For an element a of M , we
denote by N(a) the �lter of M generated by a and by N the equivalence relation
on M de�ned by N := {(x, y) | N(x) = N(y)}. An ideal A of M is a prime ideal
of M if and only if M\A = ∅ or M\A is a subsemigroup of M . A nonempty subset
F of M is a �lter of M if and only if M\F = ∅ or M\F is a prime ideal of M . An
equivalence relation σ on M is called a left congruence on M if (a, b) ∈ σ implies
(cγa, cγb) ∈ σ for every c ∈ M and every γ ∈ Γ. It is called a right congruence on
M if (a, b) ∈ σ implies (aγc, bγc) ∈ σ for every c ∈ M and every γ ∈ Γ. It is called
a congruence on M if it is both a left and a right congruence on M . A semilattice

congruence σ is a congruence on M such that
(1) (aγa, a) ∈ σ for every a ∈ M and every γ ∈ Γ and
(2) (aγb, bγa) ∈ σ for every a, b ∈ M and every γ ∈ Γ.

The relation N de�ned above is a semilattice congruence on M.

2. Main results

For a Γ-semigroup M, the Green's relations R, L, I, H are the equivalence
relations on M de�ned by:

R = {(x, y) | R(x) = R(y)}, L = {(x, y) | L(x) = L(y)},
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I = {(x, y) | I(x) = I(y)}, H = R∩ L.
The relation R is a left congruence and the relation L is a right congruence on M .
Let now M be a Γ-semigroup. For a subset I of M we denote by σI the relation
on M de�ned by

σI = {(x, y) | x, y ∈ I or x, y 6∈ I}.

Exactly as in case of semigroups, for a Γ- semigroup the following holds:

Lemma 2.1. Let M be a Γ-semigroup. If F is a �lter of M, then

(?) M\F = ∅ or M\F is a prime ideal of M.

In particular, any nonempty subset F of M satisfying (?) is a �lter of M. �

Proposition 2.2. Let M be a Γ-semigroup and I a prime ideal of M. Then the

set σI is a semilattice congruence on M.

Proof. Clearly σI is a relation on M which is re�exive and symmetric. Let (a, b) ∈
σI and (b, c) ∈ σI . Then a, b ∈ I or a, b 6∈ I and b, c ∈ I or b, c 6∈ I. If a, b ∈ I
and b, c ∈ I, then a, c ∈ I, so (a, c) ∈ σI . The case a, b ∈ I and b, c 6∈ I is
impossible and so is the case a, b 6∈ I and b, c ∈ I. If a, b 6∈ I and b, c 6∈ I, then
a, c 6∈ I, then (a, c) ∈ σI , and σI is transitive. Let (a, b) ∈ σI , c ∈ M and γ ∈ Γ.
Then (aγc, bγc) ∈ σI . Indeed: If a, b ∈ I then, since I is an ideal of M , we have
aγc, bγc ∈ I, so (aγc, bγc) ∈ σI . Let a, b 6∈ I. If c ∈ I then, since I is an ideal
of M , we have aγc, bγc ∈ I, so (aγc, bγc) ∈ σI . If c 6∈ I, then aγc, bγc 6∈ I.
This is because if aγb ∈ I then, since I is a prime ideal of M , we have a ∈ I
or c ∈ I which is impossible. For bγc ∈ I, we also get a contradiction. Thus we
obtain (aγc, bγc) ∈ σI , and σI is a right congruence on M . Similarly σI is a left
congruence on M , so σI is a congruence on M .

σI is a semilattice congruence on M . In fact: Let a ∈ M and γ ∈ Γ. Then
(aγa, a) ∈ σI . Indeed: If a 6∈ I, then aγa 6∈ I. This is because if aγa ∈ I then,
since I is a prime ideal of M , we have a ∈ I which is impossible. Since a, aγa 6∈ I,
we have (a, aγa) ∈ σI . If a ∈ I then, since I is an ideal of M , we have aγa ∈ I,
so (a, aγa) ∈ σI . Let now a, b ∈ M and γ ∈ Γ. Then (aγb, bγa) ∈ σI . In fact: If
aγb ∈ I then, since I is a prime ideal of M , we have a ∈ I or b ∈ I. Then, since
I is an ideal of M , we have bγa ∈ I. Since aγb, bγa ∈ I, we have (aγb, bγa) ∈ σI .
If aγb 6∈ I, then bγa 6∈ I. This is because if bγa ∈ I then, since I is a prime ideal
of M , we have b ∈ I or a ∈ I. Since I is an ideal of M , we have aγb ∈ I which is
impossible. Since aγb, bγa 6∈ I, we have (aγb, bγa) ∈ σI . �

Theorem 2.3. Let M be a Γ-semigroup and P(M) the set of prime ideals of M.

Then

N =
⋂

I∈P(M)

σI .

Proof. N ⊆ σI for every I ∈ P(M). In fact: Let (a, b) ∈ N and I ∈ P(M).
Then (a, b) ∈ σI . Indeed: Let (a, b) 6∈ σI . Then a ∈ I and b 6∈ I or a 6∈ I and
b ∈ I. Let a ∈ I and b 6∈ I. Since b ∈ M\I, we have ∅ 6= M\I ⊆ M . Since



Green's relations and the relation N in Γ-semigroups 93

M\(M\I) = I and I is a prime ideal of M , the set M\(M\I) is a prime ideal of
M . By Lemma 2.1, M\I is a �lter of M . Since b ∈ M\I, we have N(b) ⊆ M\I.
Since N(a) = N(b), we have a ∈ M\I which is impossible. If a 6∈ I and b ∈ I, we
also get a contradiction.

Let now (a, b) ∈ σI for every I ∈ P(M). Then (a, b) ∈ N . In fact: Let
(a, b) 6∈ N . Then N(a) 6= N(b), from which a 6∈ N(b) or b /∈ N(a) (This is because
if a ∈ N(b) and b ∈ N(a), then N(a) ⊆ N(b) ⊆ N(a), so N(a) = N(b)). Let
a /∈ N(b). Then a ∈ M\N(b). Since b ∈ N(b), b /∈ M\N(b). Since a ∈ M\N(b)
and b /∈ M\N(b), we have (a, b) /∈ σM\N(b). Since N(b) is a �lter of M and
M\N(b) 6= ∅, by Lemma 2.1, M\N(b) ∈ P(M). We have M\N(b) ∈ P(M)
and (a, b) /∈ σM\N(b) which is impossible. If b /∈ N(a), by symmetry we get a
contradiction. �

For two relations ρ and σ on a set X, their composition ρ ◦ σ is de�ned by

ρ ◦ σ = {(a, b) | ∃ x ∈ X : (a, x) ∈ ρ and (x, b) ∈ σ}.

If BX is the set of relations on X, then the composition ” ◦ ” is an associative
operation on BX , and so (BX , ◦) is a semigroup.

Theorem 2.4. Let M be a Γ-semigroup, A the set of right ideals, B the set of left

ideals and M the set of ideals of M. Then we have

(1) R =
⋂

I∈A
σI , L =

⋂
I∈B

σI , I =
⋂

I∈M
σI .

(2) H ⊆ R ⊆ I ⊆ N , H ⊆ L ⊆ I (⊆ N ) and L ◦ R ⊆ I.
(3) In particular, if M is commutative, then L = R = H = I = L ◦ R.

Proof. (1). Let (x, y) ∈ R and I ∈ A. If x ∈ I, then

y ∈ R(y) = R(x) = x ∪ xΓM ⊆ I ∪ IΓM = I,

so y ∈ I. Then x, y ∈ I, and (x, y) ∈ σI . If x /∈ I, then y /∈ I. This is because
y ∈ I implies x ∈ I which is impossible. Since x, y /∈ I, we have (x, y) ∈ σI .
Let now (x, y) ∈ σI for every I ∈ A. Since x ∈ R(x) and (x, y) ∈ σR(x), we
have y ∈ R(x), then R(y) ⊆ R(x). Since y ∈ R(y) and (x, y) ∈ σR(y), we have
x ∈ R(y), so R(x) ⊆ R(y). Then R(x) = R(y), and (x, y) ∈ R. The rest of the
proof is similar.

(2). Let (x, y) ∈ R. Then R(x) = R(y), so x ∪ xΓM = y ∪ yΓM . Then

MΓ(x ∪ xΓM) = MΓ(y ∪ yΓM),

and MΓx ∪MΓxΓM = MΓy ∪MΓyΓM . Then we have

I(x) = x ∪ xΓM ∪MΓx ∪MΓxΓM = y ∪ yΓM ∪MΓy ∪MΓyΓM = I(y),

and (x, y) ∈ I. Moreover, I ⊆ N . Indeed: By Theorem 2.3, N =
⋂

I∈P(S)

σI , where

P(S) is the set of prime ideals of M . Since P(M) ⊆M, by (1), we have
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I =
⋂

I∈M
σI ⊆

⋂
I∈P(S)

σI = N .

L ◦ R ⊆ I. In fact: If (a, b) ∈ L ◦ R, then there exists c ∈ M such that (a, c) ∈ L
and (c, b) ∈ R. Then L(a) = L(c) and R(c) = R(b), a ∈ c∪MΓc and c ∈ b∪ bΓM .
Then we get a ∈ b ∪ bΓM ∪MΓ(b ∪ bΓM) = b ∪ bΓM ∪MΓb ∪MΓbΓM = I(b),
and so I(a) ⊆ I(b). Since (b, c) ∈ R and (c, a) ∈ L, we have

b ∈ c ∪ cΓM ⊆ a ∪MΓa ∪ (a ∪MΓa)ΓM = a ∪MΓa ∪ aΓM ∪MΓaΓM = I(a),

and I(b) ⊆ I(a). Then I(a) = I(b), and (a, b) ∈ I.
(3). Let now M be commutative. Then we have

(a, b) ∈ L ⇐⇒ L(a) = L(b) ⇐⇒ a ∪MΓa = b ∪MΓb

⇐⇒ a ∪ aΓM = b ∪ bΓM ⇐⇒ (a, b) ∈ R.

I ⊆ H. Indeed:

(a, b) ∈ I =⇒ I(a) = I(b)
=⇒ a ∪MΓa ∪ aΓM ∪MΓaΓM = b ∪MΓb ∪ bΓM ∪MΓbΓM

=⇒ a ∪MΓa ∪MΓMΓa = b ∪MΓb ∪MΓMΓb

=⇒ a ∪MΓa = b ∪MΓb =⇒ L(a) = L(b) =⇒ (a, b) ∈ L = R = H.

Since I ⊆ H and H ⊆ I (by (2)), we have H = I.
I ⊆ L ◦R. Indeed: If (a, b) ∈ I, then I = L = R. Since (a, b) ∈ L and (a, b) ∈ R,
we have (a, b) ∈ L ◦ R. Besides, by (2), L ◦ R ⊆ I. Thus we get I = L ◦ R. �

Corollary 2.5. Let M be a Γ-semigroup, A a right ideal, B a left ideal and I an

ideal of M. Then

A =
⋃

x∈A

(x)R, B =
⋃

x∈B

(x)L, I =
⋃

x∈I

(x)I .

Proof. Let A be a right ideal of M . If t ∈ A, then t ∈ (t)R ⊆
⋃

x∈A

(x)R. Let

t ∈ (x)R for every x ∈ A. Then, by Theorem 2.4, we have (t, x) ∈ R =
⋂

I∈A
σI .

Since (t, x) ∈ σA and x ∈ A, we have t ∈ A. The proof of the rest is similar. �

Finally, we prove that the relation R◦L, which is equal to L◦R, is the least �
with respect to the inclusion relation � equivalence relation on M containing both
R and L.

For a set X, denote by E(X) the set of equivalence relations on X and by
supE(X){ρ, σ} the supremum of ρ and σ in E(X).

Lemma 2.6. If ρ and σ are equivalence relations on a set X such that ρ◦σ = σ◦ρ,
then ρ ◦ σ is also an equivalence relation on X and ρ ◦ σ = supE(X){ρ, σ}.
Lemma 2.7. If ρ and σ are symmetric relations on a set X such that ρ◦σ ⊆ σ◦ρ,
then ρ ◦ σ = σ ◦ ρ.

Theorem 2.8. If M is a Γ-semigroup, then R ◦ L = supE(M){R,L}.
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Proof. We prove that R ◦ L = L ◦ R, then the rest of the proof is a consequence
of Lemma 2.6. According to Lemma 2.7, it is enough to prove that R◦L ⊆ L◦R.
Let (a, b) ∈ R ◦ L. Then there exists c ∈ M such that (a, c) ∈ R and (c, b) ∈ L.
Since R(a) = R(c) and L(c) = L(b), we have a ∈ c∪ cΓM and b ∈ c∪MΓc. Then
a = c or a = cγx and b = c or b = yµc for some x, y ∈ M , γ, µ ∈ Γ.

We consider the cases:
(A) Let a = c and b = c. Then (a, b) = (c, c). Since c ∈ M , (c, c) ∈ L and

(c, c) ∈ R, we have (c, c) ∈ L ◦ R. So (a, b) ∈ L ◦ R.
(B) Let a = c and b = yµc for some y ∈ M , µ ∈ Γ. Then (a, b) = (c, yµc).

Since (b, b) ∈ R, we have (b, yµc) ∈ R. Since c ∈ M , (c, b) ∈ L and (b, yµc) ∈ R,
we have (c, yµc) ∈ L ◦ R, so (a, b) ∈ L ◦ R.

(C) Let a = cγx for some γ ∈ Γ, x ∈ M and b = c. Then (a, b) = (cγx, c).
Since (a, a) ∈ L, we have (cγx, a) ∈ L. Since a ∈ M , (cγx, a) ∈ L and (a, c) ∈ R,
we have (cγx, c) ∈ L ◦ R, so (a, b) ∈ L ◦ R.

(D) Let a = cγx and b = yµc for some x, y ∈ M , γ, µ ∈ Γ. Then (a, b) =
(cγx, yµc) ∈ L ◦ R. Indeed: We have bγx = yµcγx = yµa. Since (c, b) ∈ L and L
is a right congruence on M , we have (cγx, bγx) ∈ L. Since (a, c) ∈ R and R is a
left congruence on M , we have (yµa, yµc) ∈ R, so (bγx, yµc) ∈ R. Since bγx ∈ M ,
(cγx, bγx) ∈ L and (bγx, yµc) ∈ R, we have (cγx, yµc) ∈ L ◦ R.

Each Γ-semigroup M has an L-class, an R-class, and an I-class. The set M
is nonempty and, for each x ∈ M , (x)L is a nonempty L-class of M , (x)R is a
nonempty R-class of M and (x)I is a nonempty I-class of M .

De�nition 2.9. A Γ-semigroup M is called left (resp. right) simple if M has only
one L (resp. R)-class. M called simple if M has only one I-class.

A right ideal, left ideal or ideal A of a Γ-semigroup M is called proper if A 6= M .
By Theorem 2.4, we have the following:

Corollary 2.10. A Γ-semigroup M is left (resp. right) simple if and only if M
does not contain proper left (resp. right) ideals. M is simple if and only if does

not contain proper ideals.

Proof. (⇒) Let M be left simple, A a left ideal of M and x ∈ M. Then x ∈ A.
Indeed: Suppose x 6∈ A. Take an element a ∈ A (A 6= ∅). Since (x, a) 6∈ σA,
by Theorem 2.4(1), we have (x, a) 6∈ L. Then x 6= a and (x)L 6= (a)L which is
impossible.
(⇐) Suppose M does not contain proper left ideals. Let x ∈ M (M 6= ∅). Then,
for each t ∈ M such that t 6= x, we have (t)L = (x)L. In fact: Let t ∈ M ,
t 6= x. By the assumption, we have L(x) = M and L(t) = M , then (x, t) ∈ L, so
(t)L = (x)L. Then (x)L is the only L-class of M , and M is left simple. The other
cases are proved in a similar way. �

Corollary 2.11. Let M be a Γ-semigroup. Then M is left (resp. right) simple if

and only if MΓa = M (resp. aΓM = M) for every a ∈ M . M is simple if and

only if MΓaΓM = M for every A ⊆ M .
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Proof. Let M be left simple and a ∈ M . Since MΓa is a left ideal of M , by
Corollary 2.10, we have MΓa = M . Conversely, let MΓa = M for every a ∈ M
and A a left ideal of M . Take an element x ∈ A (A 6= ∅). Then M = MΓx ⊆
MΓA ⊆ A, so A = M . By Corollary 2.10, M is left simple. �

Remark 2.12. If M is a Γ-semigroup, then we have MΓa = M for every a ∈ M
if and only if MΓA = M for every nonempty subset A of M . We have aΓM = M
for every a ∈ M if and only if AΓM = M for every nonempty subset A of M . Also
MΓaΓM = M for every a ∈ M if and only if MΓAΓM = M for every nonempty
subset A of M . Let us prove the third one: ⇒. Let a ∈ M . Since {a} ⊆ M , by
hypothesis, we have MΓ{a}ΓM = M , so MΓaΓM = M . ⇐. Let ∅ 6= A ⊆ M .
Take an element a ∈ A. By hypothesis, we have M = MΓaΓM ⊆ MΓAΓM ⊆
(MΓM)ΓM ⊆ MΓM ⊆ M , so MΓAΓM = M .

Conclusion. In this paper we mainly gave the analogous results of [3] in case of Γ-
semigroups. Analogous results of [3] for ordered Γ-semigroups can be also obtained.
If we want to get a result on a Γ-semigroup or an ordered Γ semigroup, then we
have to prove it �rst on a semigroup or on an ordered semigroup, respectively. We
never work directly in Γ-semigroups or in ordered Γ-semigroups. The paper serves
as an example to show the way we pass from semigroups to Γ-semigroups (also
from ordered semigroups to ordered Γ-semigroups).
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Structure and representations of �nite dimensional

Malcev algebras

E. N. Kuzmin

Abstract. The paper [6] is devoted to the study of the basic structure theory of �nite dimensional
Malcev algebras. Similarly to the structure of �nite dimensional Lie algebras, this theory has
attracted a lot of attention and stimulated further research in this area. However, for the sake of
brevity, detailed proofs of some results were omitted. Some authors experienced some di�culty
owing to the lack of detailed proofs (see, for example [14]). The present work mostly follows the
outline of [6] and �lls the gaps in the literature.

Editors' Preface
This is an English translation of Structure and representations of �nite dimensional Malcev
algebras by E. N. Kuzmin, originally published in Akademiya Nauk SSSR, Sibirskoe Otdelenie,
Trudy Instituta Matematiki (Novosibirsk), Issledovaniya po Teorii Kolets i Algebr 16 (1989), 75�
101. The translation by Marina Tvalavadze was edited by Murray Bremner and Sara Madariaga.
A brief survey of recent developments is included at the end of the paper.

1. Representations of nilpotent Malcev algebras.

Cartan subalgebras

1.1. Malcev algebras were �rst introduced in [10] as Moufang-Lie algebras. They
are de�ned by the identities,

x2 = 0, (1)

J(x, y, xz) = J(x, y, z)x, (2)

where J(x, y, z) is the so-called Jacobian of x, y, z:

J(x, y, z) = (xy)z + (yz)x + (zx)y.

In any anticommutative algebra, the Jacobian J(x, y, z) is a skew-symmetric func-
tion of its arguments. Expanding the Jacobian, the Malcev identity (2) can be

2010 Mathematics Subject Classi�cation: Primary 17D10. Secondary 17A36, 17A60, 17A65,
17B60, 17D05.
Keywords: Malcev algebras, Cartan subalgebras, nilpotent algebras, representation theory,
solvable algebras, semisimple algebras, classi�cation of simple algebras in characteristic 0,
conjugacy theorem for Cartan subalgebras.
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rewritten as follows,

xyzx + yzxx + zxxy = (xy)(xz), (3)

where, for convenience, we omit parentheses in left-normed products: ((xy)z)x.
Following [11] let us establish some basic identities which hold in all Malcev

algebras. If A is a Malcev algebra, x ∈ A and Rx : a 7→ ax is the operator of
right multiplication by the element x, then the associative algebra A∗ generated
by {Rx | x ∈ A} is called the multiplication algebra of A. Identity (3) implies that
the following identities hold in A∗:

RyR2
x = R2

xRy + RyxRx + RxRyx, (4)

RxRzRx = RzR
2
x −RxRzx −Rzxx. (5)

Linearizing identity (2) in x we obtain

J(x, y, uz) + J(u, y, xz) = J(x, y, z)u + J(u, y, z)x. (6)

Hence the following identity holds in A∗:

Rxyz + Ryzx = RyRzRx −RzRxRy −RyzRx −RzxRy + RyRzx + RzRxy. (7)

Adding the three identities obtained by cyclic permutations of the variables in (7),
and assuming we work in characteristic di�erent from 2, we obtain

RJ(x,y,z) = [Ry, Rzx] + [Rz, Rxy] + [Rx, Ryz], (8)

where the square brackets denote the commutator of two operators:

[X, Y ] = XY − Y X.

Subtracting (7) from (8) we obtain

Rzxy = RzRxRy −RyRzRx + RxRyz −RxyRz,

or equivalently,

Rxyz = RxRyRz −RzRxRy + RyRzx −RyzRy. (9)

Identity (9) implies that the following identity holds in A:

xyzt + yztx + ztxy + txyz = (xz)(yt); (10)

this becomes identity (3) when setting t = x. If the characteristic of the �eld is
other than 2 then identity (10) (also known as the Sagle identity) is equivalent to
identity (3). Identity (10) presents some advantages: it is linear in each variable
and invariant under cyclic permutations of the variables. Therefore, it is reasonable
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to use it (together with the anticommutative identity x2 = 0) as the de�nition of
the class of Malcev algebras in characteristic 2.

It is easy to check that Lie algebras in particular satisfy identity (10). On the
other hand, it is easy to show that any Malcev algebra is binary-Lie: if u, v, w
are arbitrary nonassociative words in two variables then, using induction on the
length of u, v, w and identities (1), (2) and (6), it can be shown that J(u, v, w) = 0
when substituting for the variables any two elements of A. Therefore, the class
of Malcev algebras can be regarded as an intermediate class between Lie algebras
and binary-Lie algebras.

If we set ∆(x, y) = [Rx, Ry] − Rxy then z∆(x, y) = J(z, x, y). From (8) we
obtain

∆(y, zx) + ∆(z, xy) + ∆(x, yz) = [Ry, Rzx] + [Rz, Rxy] + [Rx, Ryz] + RJ(x,y,z)

= 2RJ(x,y,z),

which can be written in the form

2wJ(x, y, z) = J(w, y, zx) + J(w, z, xy) + J(w, x, yz). (11)

De�ne D(x, y) = Rxy + [Rx, Ry]. Since (9) is symmetric in x and y we obtain

2Rxyz = [[Rx, Ry], Rz] + [Ry, Rzx] + [Rx, Ryz]. (12)

Subtracting (12) from (8) we obtain

Ryzx+zxy−xyz = RzD(x,y) = [Rz, Rxy] + [Rz, [Rx, Ry]] = [Rz, D(x, y)],

which can be written in the form

(tz)D(x, y) = (tD(x, y)) z + t (zD(x, y)) . (13)

This means that D(x, y) is a derivation of A. If we set R(x, y) = 2Rxy + [Rx, Ry]
then it follows from (12) that

[R(x, y), Rz] = 2[Rxy, Rz] + 2Rxyz − [Ry, Rzx]− [Rx, Ryz]. (14)

Adding (14) to (12) multiplied by 2 we obtain

[R(x, y), Rz] + 2Ryzx + 2Rzxy = [Ry, Rzx] + [Rx, Ryz],

which can be written in the form

[R(x, y), Rz] = R(xz, y) + R(x, yz). (15)

Note that the identity

RxRyRx = R2
xRy + RyxRx −Ryxx, (16)
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is a consequence of (4) and (5). A more general identity follows from (16) using
induction on n:

Rn
xRyRx = Rn+1

x Ry + Rn
xRyx −RxRyxn −Ryxn+1 + RyxnRx. (17)

To perform the inductive step it su�ces to multiply both sides of (17) by Rx on
the left and then substitute the term RxRyxnRx using (16).

1.2. Let A be a Malcev algebra over a �eld F . According to [1], by a representation
of A on a vector space V over F we understand a linear map ρ : A → End(V ) which
provides the direct sum of vector spaces V ⊕ A with the structure of a Malcev
algebra by setting

(v1 + x)(v2 + y) = v1ρ(y)− v2ρ(x) + xy (v1, v2 ∈ V, x, y ∈ A).

The algebra de�ned this way is called the semidirect or split extension of A by
V , in which V (resp. A) appears as an abelian ideal (resp. Malcev subalgebra) of
V ⊕A. The identities satis�ed by ρ are similar to (9):

ρ(xyz) = ρ(x)ρ(y)ρ(z)− ρ(z)ρ(x)ρ(y) + ρ(y)ρ(zx)− ρ(yz)ρ(x).

A vector space V on which a representation is de�ned is called Malcev A-module.
There is a special representation of the form x 7→ Rx (the regular representation).
We will denote an arbitrary representation by Rx instead of ρ(x). This will not lead
to any confusion because it should be clear from the context which representation
we mean† . It is easy to check that identities (12), (15)�(17) hold not only for the
regular representation but also for arbitrary representations of a Malcev algebra
A.

If a linear representation ρ : A → End(V ) satis�es

Rxy = [Rx, Ry], (18)

for any x, y ∈ A then (9) follows from (18). Therefore, ρ is a representation of A
(a homomorphism from A to the Lie algebra of endomorphisms of V ). Represen-
tations of this type play a special role in the theory of Lie algebras. However, in
the theory of Malcev algebras they are not very signi�cant.

Generally speaking, the kernel Kerρ of a representation ρ of a Malcev algebra
A is not necessarily an ideal of A. Obviously, there exists a maximal ideal of A
contained in Kerρ: the sum of all ideals of A contained in Kerρ. This ideal will be
called the quasi-kernel of the representation ρ and it will be denoted by K̃erρ = I.
For every representation ρ of a Malcev algebra A with quasi-kernel K̃erρ = I there
exists an induced nearly faithful representation of the quotient algebra A/I in the
same vector space. Sometimes it can be useful to consider an arbitrary associative

† Translator's note: The author denotes the representation map by ρ and the image of an
element x of the Malcev algebra under ρ by Rx.
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algebra with identity E instead of End(V ), where the right regular representation
of E is isomorphic to† the algebra of endomorphisms of E.

Furthermore, we will restrict our attention to �nite dimensional Malcev alge-
bras, so we also assume that their representations are �nite dimensional. We will
denote by A∗

ρ the associative enveloping algebra of the representation ρ, i.e., the
associative algebra generated by {Rx | x ∈ A}.

1.3. It is well-known that Engel's theorem plays an important role in the theory of
�nite dimensional Lie algebras. An analogue of this theorem holds for binary-Lie
algebras [4]. The following theorems for the regular representation are found in
[16].

Theorem 1.1. Let ρ be a representation of a Malcev algebra A by nilpotent oper-
ators. Then A∗

ρ is nilpotent, and if ρ is a nearly faithful representation then A is
also nilpotent.

Proof. Let us �rst prove that A∗
ρ is nilpotent. To a subalgebra B ⊆ A we assign

the subalgebra B∗ ⊆ A∗
ρ generated by {Rx | x ∈ B}. Let B be a maximal

subalgebra of A for which B∗ is nilpotent and assume that B 6= A. Let x /∈ B.
Then for some natural number n we have xn = xb1b2 · · · bn ∈ B for any bi ∈ B.
Indeed, using (9), Rxn can be written as a linear combination of �R-words� from
A∗

ρ, each of them having su�ciently many operators Rb (b ∈ B) if n is large
enough. By our assumption, B∗ is nilpotent, hence for some n we have Rxn

= 0
and Rxnb = 0 (b ∈ B). If now xn /∈ B then B is a proper subalgebra of B1

generated by {xn, B} and B∗
1 = B∗. Therefore, B∗

1 is nilpotent, which contradicts
the maximality of B. Hence we can choose u from the sequence {xk | k ≥ 0} such
that u /∈ B, uB ⊆ B. We write C = (u) + B and show that C is nilpotent, which
contradicts the maximality of B. For this we consider �long� R-words depending
on Ru, Rbi

(bi ∈ B). It follows from the nilpotency of Ru that such words are either
trivially equal to 0 in A∗

ρ or have many operators Rb (b ∈ B). For de�niteness
we assume that Rm

u = 0, (B∗)n = 0. Then, nontrivial words of R-length N ≥ mt
contain at least t operators Rbi . We apply the following transformations to these
words:

(a) Transformations of subwords of the form Rbi
R2

u, RuRbi
Ru using identities

(4) and (16) in which x = u and y = bi. Operators Ru either shift to the left
or disappear and the total number t of operators Rbi remains invariant.

(b) If we run out of transformations of the �rst type then we consider the right-
most operator Ru and assume that Rb1 , Rb2 precede it. By setting x = b1,
y = b2, z = u in (9) we transform Rb1Rb2Ru. Then the operator Ru ei-
ther shifts to the left or disappears and the total number of operators Rbi

decreases by 1 only in the term Rb1b2u. At the same time, the rightmost
operator Ru disappears.

† Translator's note: In other words, the right regular representation x 7→ Rx is an isomor-
phism between E and End(E).
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If we write N ≥ 2mn then t ≥ 2n. Using transformations of the �rst and second
types (note that if both transformations are possible then transformations of the
�rst type will be applied) we obtain a linear combination of words and at the
right side of each of them will be at least n operators Rbi

. However, such words
are equal to 0 because the nilpotency index of B∗ is n. Hence nilpotency of C is
proved and therefore A∗

ρ is nilpotent. Let (A∗
ρ)

n = 0. In the same way as when we
chose the element u, we have to ensure that AN ⊆ Kerρ when N ≥ 2n. However,
AN is an ideal of A so if the representation R is nearly faithful then AN = 0, i.e.,
A is nilpotent.

The following is a useful generalization of Theorem 1.1.

Theorem 1.2. Let B be an ideal of a Malcev algebra A, let ρ be a nearly faithful
representation of A, and for every x ∈ B assume that the operator Rx is nilpotent.
Then the ideal B is nilpotent and the algebra B∗ generated by {Rx | x ∈ B} lies
in the radical of A∗

ρ.

Proof. By Theorem 1.1, B∗ is nilpotent of index n. To every R-word from A∗
ρ

that has at least 2n operators Rbi
(bi ∈ B) we can apply a transformation similar

to transformations (a) and (b) from Theorem 1.1. Using (9) we change subwords
RbRa1Ra2 and Ra1RbRa2 (b ∈ B) shifting Rb to the right and keeping the total
number of them unchanged in each term. If we run out of transformations of this
type then we consider the rightmost operator Ra where a /∈ B. Let Rb1 and Rb2

precede it. Using (9) we transform Rb1Rb2Ra so that Rbi
shifts to the right and

the total number of them remains invariant. In the term with a factor Rb1b2a the
total number of operators Rbi decreases by 1 and a factor Ra disappears. As a
result all terms can be reduced to 0 and B∗ generates a nilpotent ideal of A∗

ρ with
nilpotency index less than or equal to 2n, i.e., B∗ ⊆ RadA∗

ρ. The subalgebra B4n

generates the ideal B0 of A, whose elements are represented by zero operators.
However, Kerρ contains nonzero ideals B4n = 0, so the theorem is proved.

It follows from the proof above that the sum of nilpotent ideals in an arbitrary
(not necessarily �nite dimensional) Malcev algebra is a nilpotent ideal and any
�nite dimensional Malcev algebra contains the largest nilpotent ideal N(A) which
is called the nil-radical of the algebra A [16].

1.4. In the general case, operators of a representation of a Malcev algebra are
not necessarily nilpotent. The theory of such representations is based on lemmas
which are analogues to some well-known lemmas from the theory of Lie algebras
[3].

Lemma 1.3. Let ρ be a representation of a Malcev algebra A in the vector space
V , let x, y ∈ A and let yxm = 0 for some m > 0. Then the Fitting components V0

and V1 of V with respect to Rx are invariant with respect to Ry.
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Proof. First note that V0 and V1 coincide with the kernel and image of Rn
x respec-

tively, for su�ciently large n, for example n ≥ dimV . For convenience, we use
induction on m. If m = 1 then the lemma follows from identity (4). If m > 1 then
we can use identity (4) and we also note that the operators Rx and Ryx leave V0

and V1 invariant. To the decomposition of the characteristic polynomial f(λ) of
the operator Rx into irreducible factors π(λ) corresponds a decomposition of V
into the direct sum of primary components Vπ annihilated by certain powers of
the operator π(Rx).

Lemma 1.4. Under the hypotheses of Lemma 1.3, let V be decomposed into its
primary components Vπ with respect to the operator Rx. Then the subspaces Vπ

are invariant with respect to Ry.

Proof. By Lemma 1.3 it su�ces to consider subspaces Vπ on which Rx acts as a
non-singular transformation. Let us again use induction on m. If m = 1 then for
any polynomial P (λ) we use identity (16),

VπRyP (Rx) = VπRxRyP (Rx) = VπRxP (Rx)Ry = VπP (Rx)Ry,

which proves our lemma. If m > 1 then using (16) we note that the operators Rx,
Ryx and Ryxx leave the subspace Vπ invariant.

Proposition 1.5. Let A be a nilpotent Malcev algebra, let ρ be a representation of
A in a vector space V , let V x

0 and V x
1 be the Fitting components of V with respect

to Rx, and let x ∈ A. Then V = V0 + V1, where

V0 =
⋂

x∈A

V x
0 , V1 =

∑
x∈A

V x
1 =

∞∑
k=1

V (A∗
ρ)

k.

Proof. The proof is standard: we only need to note that if V = V x
0 for all x ∈ A,

i.e., ρ is a representation of A by nilpotent transformations of V , then A∗
R is

nilpotent, so (A∗
R)k = 0 for some k > 0 (by Theorem 1.1 this fact is even true

without the assumption that A is nilpotent). If V x
1 6= 0 for some x ∈ A then

V can be decomposed into the direct sum of A-submodules V x
0 + V x

1 . Moreover,
V x

1 ⊆ V1, dimV x
0 < dimV , and then we use induction on the dimension of V x

0 .

Proposition 1.6. Under the same hypotheses of Proposition 1.5, V can be decom-
posed into a direct sum of A-submodules Vi. Moreover, the minimal polynomial of
a transformation induced by any operator Rx on Vi is some power of an irreducible
polynomial.

Proof. The proof trivially follows from Lemma 1.4 and it uses induction on the
dimension of V . Here we remark that every subspace Vi can be constructed as an
intersection of primary components for a �nite number of operators Rx (x ∈ A)
and the decomposition of Proposition 1.6 is uniquely determined.
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A representation ρ is called split if the characteristic roots of each operator Rx

belong to the base �eld F . The next theorem follows from Proposition 1.6.

Theorem 1.7. Let ρ be a split representation of a nilpotent Malcev algebra A.
Then the representation space V can be decomposed into the direct sum of subspaces
Vα characterized by the following conditions:

1) Vα is invariant with respect to A∗
ρ (it is an A-submodule of V ).

2) Each operator Rx has a unique characteristic root α(x).

3) If α 6= β then there exists an element x ∈ A such that α(x) 6= β(x).

As we did in the proof of Proposition 1.6, we remark that each subspace Vα

coincides with the intersection of root subspaces of V with respect to operators
Rx for some �nite number of elements x ∈ A. A map α : A → F is called a weight
of the algebra A with respect to the given representation ρ, and the corresponding
subspaces Vα are called weight spaces.

In the case where H is a nilpotent subalgebra of a Malcev algebra A, and the
given representation of H in A is split and induced by the regular representation
of A, the subspaces Aα are said to be root spaces and the map α : H → F is called
a root of H in A. Below we will see that split representations of nilpotent Malcev
algebras over �elds of characteristic 0 can be completely described. In particular
the weights are linear maps.

1.5. Let H be a nilpotent subalgebra of a Malcev algebra A whose regular repre-
sentation on A is split. We now want to study relations between the root spaces
Aα. The technique used to obtain these relations is similar to that used in [11]
where they were derived for the case dim H = 1. Using the results of the previous
section we o�er a simpler proof for a more general case. We will identify operators
of scalar multiplication with elements of the base �eld F of arbitrary characteristic.

Let h be an arbitrary nonzero element of H and let A = Ah
0 + Ah

α + · · · be
the decomposition of A into root spaces with respect to the operator Rh. Then
Lemma 1.4 implies that Ah

0Ah
α ⊆ Ah

α. In particular Ah
0 is a subalgebra of A. By

setting x = h, y = xα ∈ Ah
α in (2) we obtain

J(h, xα, hxβ) = J(h, xα, xβ)h, or J(h, xα, xβ(β−Rh)) = J(h, xα, xβ)(β+Rh).

By induction,

J(h, xα, xβ(β−Rh)n) = J(h, xα, xβ)(β+Rh)n,

and so J(h, xα, xβ) ∈ Ah
−β . Similarly, J(h, xα, xβ) ∈ Ah

−α. Thus

J(h, xα, xβ) = 0 (α 6= β). (19)

Substituting u = x0 ∈ Ah
0 in (6) we obtain

J(x0, xα, hxβ) + J(h, xα, x0xβ) = J(x0, xα, xβ)h + J(h, xα, xβ)x0,

J(x0, xα, hxβ) = J(x0, xα, xβ)h.
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Therefore, similarly to (19) we get

J(Ah
0 , Ah

α, Ah
β) = 0 (α 6= β). (20)

If α, β are di�erent roots of H in A, and Aα, Aβ are the corresponding root spaces,
then there exists an element h ∈ H such that α(h) 6= β(h). Then

Aα ⊆ Ah
α(h), Aβ ⊆ Ah

β(h), A0 ⊆ Ah
0 ,

and it follows from (20) that

J(A0, Aα, Aβ) = 0 (α 6= β). (21)

In particular, J(H,Aα, Aβ) = 0 (α 6= β) or

(xαxβ)h = (xαh)xβ + xα(xβh) (α 6= β), (22)

for any xα ∈ Aα, xβ ∈ Aβ , h ∈ H. Identity (22) shows that each operator Rh

(h ∈ H) is a derivation of the linear space AαAβ . Thus

AαAβ ⊆ Aα+β (α 6= β). (23)

Here α + β is not necessarily a root. If γ : H → F is not a root of H in A then we
can assume that Aγ = 0. Reasoning in the same way when α = β we obtain

J(h, Ah
α, Ah

α) ⊆ Ah
−α, J(Ah

0 , Ah
α, Ah

α) ⊆ Ah
−α,

and in particular J(A0, Aα, Aα) ⊆ Ah
−α(h). Any vector from J(A0, Aα, Aα) appears

as a root vector for the operator Rh (h ∈ H) with eigenvalue −α(h). Therefore,

J(A0, Aα, Aα) ⊆ A−α. (24)

In particular, for any h ∈ H the following identity holds:

(xαyα)h = (xαh)yα + xα(yαh) + z−α. (25)

Decomposing xαyα into a sum of components from di�erent root spaces of A gives

xαyα = u2α + uβ + · · · . (26)

Then for any β 6= 2α there exists an element h ∈ H such that β(h) 6= 2α(h). If
we apply the operator (Rh−2α(h))n, where n is su�ciently large, to (26) then we
obtain on one side an element of A−α by (25) and on the other side an element
uβ(Rh−2α(h))n + · · · . Moreover, the component u′β = uβ(Rh−2α(h))n ∈ Aβ

is nonzero if uβ 6= 0, and the restriction of (Rh−2α(h)) to Aβ has as its only
characteristic root β(h)−2α(h) 6= 0, and it acts on Aβ as a nonsingular map.
Therefore the only nonzero component uβ in (26) except for u2α is u−α:

xαyα ∈ A2α + A−α. (27)
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In particular, A2
0 ⊆ A0, which is clear since A0 is the intersection of subspaces Ah

0 ,
each of which is a subalgebra of A, and an intersection of subalgebras is itself a
subalgebra.

Let α, β, γ be pairwise distinct weights of H in A. We show that J(Aα, Aβ , Aγ) =
0. If one of the weights α, β, γ is 0 then this follows from (21). Thus it is enough
to consider the case αβγ 6= 0. We �rst assume that α + β 6= γ, α + γ 6= β. Then
it follows from (6), (21) and (23) that J(xα, xβ , hxγ) = J(xα, xβ , xγ)h, which im-
plies J(xα, xβ , xγ) ∈ A−γ . Interchanging β and γ we obtain J(xα, xβ , xγ) ∈ A−β ,
which implies J(xα, xβ , xγ) = 0. Further let α + β = γ and charF 6= 2. Then
γ + α 6= β, γ + β 6= α, and we go back to the previous case if we interchange α
and γ. Finally let α + β = γ and charF = 2. Then β + γ = α is symmetric in α,
β and γ. It follows from (6), (21), (23) and (24) that

J(xα, xβ , hxγ) = J(xα, xβ , xγ)h + zβ , (28)

where zβ = J(h, xβ , xαxγ) ∈ Aβ . Similar to (27), (28) implies that J(xα, xβ , xγ) ∈
Aγ + Aβ . By symmetry,

J(xα, xβ , xγ) ∈ Aα + Aβ , J(xα, xβ , xγ) ∈ Aα + Aγ ,

which implies that J(xα, xβ , xγ) = 0. Thus the proof is complete.
We now consider the Jacobian J(xα, yα, xβ) where α, β 6= 0. We �rst assume

that β 6= α,−α, 2α. Using (6) repeatedly and also (21), (23) and (27) we ob-
tain J(xα, xβ , hyα) = J(xα, xβ , yα)h. Therefore, J(xα, yα, xβ) ∈ A−α. On the
other hand, J(xα, yα, hxβ) = J(xα, yα, xβ)h. Therefore, J(xα, yα, xβ) ∈ A−β .
Therefore, J(xα, yα, xβ) ∈ A−β and thus J(xα, yα, xβ) = 0. Let β = 2α and
2α 6= 0, α,−α (in particular, this implies that charF 6= 2, 3). The identity
J(xα, yα, hx2α) = J(xα, yα, x2α)h implies that u = J(xα, yα, x2α) ∈ A−2α. On
the other hand,

J(x2α, xα, hyα) = J(x2α, xα, yα)h + zα,

where zα = J(h, xα, yα)x2α ∈ Aα. Consequently, u ∈ Aα + A−α. Taking into
account that −2α 6= α,−α, we conclude that u = 0.

Assume that charF 6= 2. It follows from

J(xα, yα, hx−α) = J(xα, yα, x−α)h,

for any xα, yα ∈ Aα, x−α ∈ A−α (α 6= 0), h ∈ H, that J(xα, yα, x−α) ∈ Aα.
Moreover, J(xα, yα, hzα) = J(xα, yα, zα)h + u0, where u0 = J(h, yα, zα)xα ∈
A−αAα ⊆ A0. Therefore J(xα, yα, zα) ∈ A−α +A0. On the other hand, expanding
the Jacobian J(xα, yα, zα) and taking into account formulas (23) and (27) for
multiplication of root spaces we note that J(xα, yα, zα) ∈ A3α +A0. Since 3α 6= α,
J(xα, yα, zα) ∈ A0.

To sum up, we state the above results in the following lemma:
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Lemma 1.8. Let H be a nilpotent subalgebra of a Malcev algebra A over a �eld F .
Assume that the regular representation of H in A is split and A = A0 + A1 + . . .
is the corresponding decomposition of A into root spaces. Then

AαAβ ⊆ Aα+β (α 6= β), A2
α ⊆ A2α + A−α, (29)

J(Aα, Aβ , Aγ) = 0 (α 6= β 6= γ 6= α), (30)

J(Aα, Aα, Aβ) = 0 (β 6= 0, α,−α), (31)

J(Aα, Aα, A0) ⊆ A−α. (32)

If charF 6= 2 then

J(Aα, Aα, A−α) ⊆ Aα, (33)

J(Aα, Aα, Aα) ⊆ A0. (34)

1.6. Let us introduce the important notion of a Cartan subalgebra of Malcev
algebra.

De�nition 1.9. A subalgebra H of a Malcev algebra A is said to be a Cartan
subalgebra if it is nilpotent and coincides with the Fitting component A0 of A with
respect to H.

The de�nition above is similar to the usual de�nition of Cartan subalgebra
of a Lie algebra. Any Cartan subalgebra of A is obviously a maximal nilpotent
subalgebra of A. If Ω is an extension of the base �eld F , then AΩ = AF ⊗Ω is the
corresponding tensor extension of A, and if H is a Cartan subalgebra of A then
HΩ = HF ⊗ Ω is a Cartan subalgebra of AΩ (to prove this it su�ces to note that
H = A0 coincides with the intersection of root subspaces Ah

0 for a �nite number
of h ∈ H).

The normalizer N(H) of a subalgebra H ⊆ A is the set of elements x ∈ A such
that xH ⊆ H.

Proposition 1.10. A subalgebra H of a Malcev algebra A is a Cartan subalgebra
of A if and only if it is nilpotent and coincides with its normalizer.

Proof. For any nilpotent subalgebra H of A we have H ⊆ N(H) ⊆ A0. If H is
a Cartan subalgebra then these inclusions become equalities. To prove the other
implication, let H ⊂ A0. Since the regular representation of H in A0 is nilpotent,
by Theorem 1.1 we have H has an induced nilpotent representation in A0/H.
Therefore there exists an element ξ 6= 0 in A0/H annihilated by all operators Rh

(h ∈ H). The preimage x of ξ in A0 is an element of N(H). Moreover, x ∈ H.

As for Lie algebras, there exists a simple way of constructing a Cartan subalge-
bra of a Malcev algebra A if the base �eld F is su�ciently large, say |F | ≥ dimA.

De�nition 1.11. An element x ∈ A is said to be regular if the dimension of the
Fitting 0 component of A with respect to the operator Rx is minimal.
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Proposition 1.12. If A is a �nite dimensional Malcev algebra over a �eld F with
dim A ≤ |F | and x is a regular element of A, then the Fitting 0 component Ax

0 of A
with respect to Rx is a Cartan subalgebra. Conversely, if H is a Cartan subalgebra
of A that contains a regular element h then H = Ah

0 .

This can be proved in the same way as in the case of Lie algebras [3]. Note
that in the case of binary Lie algebras the proposition does not make sense because
Ax

0 is not a subalgebra of A. In [13] the de�nition of a Cartan subalgebra of a
binary Lie algebra is more restrictive than that given in De�nition 1.9. However,
it is not very good because it requires too many conditions to hold; following this
de�nition, Cartan subalgebras might not even exist for Malcev algebras or binary
Lie algebras.

2. Generalization of Lie's theorem.

Criteria for solvability and semisimplicity of

Malcev algebras

2.1. In this section, unless otherwise stated, we assume that the base �eld F has
characteristic 0.

To every representation ρ of a Malcev algebra A we associate the bilinear trace
form (x, y) = tr(RxRy). It is clear that (x, y) is symmetric, that is (x, y) =
(y, x). It follows from (4) after canceling the 2s that (yx, x) = 0. Linearizing this
expression in x gives (yx, z) + (yz, x) = 0 or

(xy, z) = (x, yz), (35)

for any x, y, z ∈ A. We call a bilinear form (x, y) satisfying this condition invari-
ant. The bilinear form (x, y) associated to the regular representation of a Malcev
algebra is called the Killing form. Using the trace technique we can obtain a num-
ber of results about Malcev algebras over �elds of characteristic 0. The following
lemma generalizes Jacobson's well-known lemma [3] about nilpotent elements of a
Lie algebra of linear transformations.

Lemma 2.1. Let A be a Malcev algebra over a �eld of characteristic 0 such that
for some c ∈ A this relation holds:

c =
r∑

i=1

aibi, cai = 0 (i = 1, . . . , r).

Then the operator Rc is nilpotent in any representation ρ : x 7→ Rx in A.

Proof. Let us show that ac = 0 for some a, c ∈ A implies trRk
c Rab = 0 for some

k ≥ 1 and for all b ∈ A. Setting a = ai, b = bi and summing over i we obtain
trRk+1

c = 0 (k ≥ 1), which implies nilpotency of Rc.
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Note that by (12), trRxyz = 0 for all x, y, z ∈ A. Taking this into account
and comparing traces of operators on both sides of (17) we obtain trRn

xRyx = 0
(n ≥ 1). In particular,

trRn
c Rbac = 0 (n ≥ 0). (36)

It follows from (9) that Rbac = RbRaRc−RcRbRa +RaRcb. Substituting this into
(36) we obtain

trRn
c RaRcb = 0 (n ≥ 0). (37)

On the other hand,

0 = Rcab = RcRaRb −RbRcRa + RaRbc −RabRc.

Multiplying this relation by Rn
c on the left and taking into account (37) we obtain

trRn
c RabRc = tr(Rn+1

c RaRb −Rn
c RbRcRa)

= tr(Rn+1
c Ra −RcRaRn

c )Rb (n ≥ 0).

This remains to show that Rn+1
c Ra − RcRaRn

c = 0 when n ≥ 0. It follows easily
from (16) so the proof is complete.

In the case of Malcev algebras, the notion of solvability de�ned for arbitrary
nonassociative algebras admits a useful modi�cation. We remark that it follows
from (10) that if I CA then L(I) = I2 + I2 ·ACA. For an arbitrary ideal I of a
Malcev algebra A we de�ne the chain of ideals Ik = Lk(I), k ≥ 0, by setting I0 = I
and Ik = L(Ik−1), k ≥ 1. We also de�ne the derived series I(k) by I(0) = I and
I(k) = I(k−1) · I(k−1), k ≥ 1. The ideal I is said to be solvable (resp. L-solvable)
if I(k) = 0 (resp. Ik = 0) for some k ≥ 0. Since Ik ⊇ I(k) for any k, it follows that
any L-solvable ideal of a Malcev algebra A is solvable. The converse is also true.

Proposition 2.2. [5] Every solvable ideal of a Malcev algebra A is also L-solvable.

Proof. Yamaguti [15] gives a similar de�nition of solvability for Malcev algebras.
However he did not note that this de�nition is equivalent to the usual de�nition
of solvability. For the sake of completeness we prove Proposition 2.2. Let I C A.
Let us show that I2 ⊆ I(1) = I2. Since I1 ⊆ I, it su�ces to show that I2

1 ·A ⊆ I2

or (I2 + I2A)2A ⊆ I2, which can be reduced to the proof of (I2 · I)A ⊆ I2 and
((I2A)I)A ⊆ I2. Obviously, the �rst inclusion follows from (10). If c1 ∈ I2, c2 ∈ I,
a1, a2 ∈ A then

c1a1c2a2 + a1c2a2c1 + c2a2c1a1 + a2c1a1c2 = (c1c2)(a1a2).

Moreover, a1c2a2c1, a2c1a1c2 ∈ I2 and c2a2c1a1, c1c2 · a1a2 ∈ I3 ·A. Note that we
have already seen that I3 ·A ⊆ I2. Suppose that I2k ⊆ I(k) for some k ≥ 1. Then
I2k+2 = L2(I2k) ⊆ I2

2k ⊆ I(k+1). Consequently, I(n) = 0 implies I2n = 0, i.e., we
have L-solvability of the ideal I.
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Since all elements of the sequence {Ik | k ≥ 0} are ideals of A, it follows from
Proposition 2.2 that:

Corollary 2.3. In any nonzero solvable ideal of a Malcev algebra there exists a
nonzero abelian ideal of the algebra.

A maximal solvable ideal S(A) of an algebra A is said to be the radical of the
algebra A. If S(A) = 0 then A is called semisimple. According to the previous re-
marks, semisimple Malcev algebras can be equivalently de�ned as Malcev algebras
without nontrivial abelian ideals.

In some sense, reductive Lie algebras, i.e., Lie algebras whose regular represen-
tation is completely reducible, are close to semisimple Lie algebras. More generally,
they are de�ned as algebras with a faithful completely reducible representation.
Theorem 8 in [4] gives a description of such algebras. Results about them are
similar to results about Lie algebras.

Theorem 2.4. Let A be a Malcev algebra which has a nearly faithful representa-
tion ρ with semisimple enveloping algebra A∗

ρ. Then A = A1 + C where A1 is a
semisimple subalgebra and C is the center (annihilator) of the algebra A.

Proof. Let S be the radical of the algebra A. We show that S coincides with
the center of A. Otherwise, S1 = S · A ⊆ S is a nonzero solvable ideal of A.
Let S2 be a nonzero abelian ideal in S1 (which exists by Corollary 2.3) and set
S3 = S2 ·A ⊆ S2. By Lemma 2.1 each element of the ideal S3 can be represented
by a nilpotent operator, and by Theorem 1.2, S∗3 is in the radical of A∗

ρ, so S∗3 = 0.
Then S3 ⊆ kerρ and thus, since ρ is nearly faithful, S3 = 0. Hence S2 lies in the
center of A. Also S2 ⊆ S ·A. Using again Lemma 2.1 and repeating the reasoning
we can show that S2 = 0. This contradicts the assumption that S2 is nonzero and
thus S ·A = 0. For the same reason S∩A2 = 0 and therefore A = S+A1 where A1

is a complementary subspace of S containing A2. Since A1 ⊇ A2 we immediately
have A1 CA. Moreover, A1

∼= A/S so A1 is semisimple.

De�nition 2.5. The Lie algebra generated by the operators Rx, x ∈ A is said to
be the Lie enveloping algebra Lρ(A) of a representation ρ.

Identity (12) shows that Lρ(A) and ρ(A) + [ρ(A), ρ(A)] coincide as vector
spaces. If the algebra A is abelian then Lρ(A) is at least metabelian. The as-
sociative enveloping algebra of Lρ(A) coincides with A∗

ρ.

Corollary 2.6. Under the hypothesis of Theorem 2.4, if A is a solvable Malcev
algebra then A is abelian and the algebra A∗

ρ is commutative. More generally, if
ρ is a nearly faithful representation of a solvable Malcev algebra A, and R is the
radical of A∗

ρ, then the quotient algebra A∗
ρ/R is commutative.

Proof. The algebra A is abelian by Theorem 2.4, so Lρ(A) is at least metabelian.
However, since the associative enveloping algebra A∗

ρ of Lρ(A) is semisimple, then
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Lρ(A) is indeed abelian. Therefore A∗
ρ is commutative. To prove the second claim

by analogy with Lie algebras [3] we consider the sequence

A → A∗
ρ → A∗

ρ/R,

which is a representation of a solvable Malcev algebra, so its associative enveloping
algebra is the semisimple algebra A∗

ρ/R.

The following theorem based on Theorem 2.4 and Corollary 2.6 has an impor-
tant application.

Theorem 2.7. Let ρ be a nearly faithful representation of a Malcev algebra A in
a vector space V , let S be the radical of A, let R be the radical of A∗

ρ, and let ρ̄ be

the induced representation A → A∗
ρ/R with I = k̃erρ̄. Then I is a nilpotent ideal

of A which coincides with the set S0 consisting of all the elements of S which are
nilpotent with respect to ρ. Moreover, S ·A ⊆ S0.

Proof. Let R0 be the radical of the subalgebra S∗ ≤ A∗
ρ. Then by Corollary 2.6,

S∗/R0 is semisimple and commutative. The set S0 coincides with the kernel of the
representation S → S∗/R0, so S0 is a subspace of S. Consider the representation
ρ̄; its enveloping algebra is the semisimple algebra A∗

ρ/R. Elements of the ideal I
are represented by nilpotent operators with respect to ρ. Then by Theorem 1.2, I
is a nilpotent ideal in A, i.e., I ⊆ S and by de�nition of S0, I ⊆ S0. The radical
of the algebra Ā = A/I equals S/I and the induced representation Ā → A∗

ρ/R

is nearly faithful. By Theorem 2.4, the radical of Ā coincides with its center, so
S ·A ⊆ I ⊆ S0, where S0 is an ideal of A. Again by Theorem 1.2 we have S∗0 ⊆ R

and therefore S0 ⊆ k̃erρ̄ = I . The other inclusion was already proved.

Corollary 2.8. If S is the radical and N is the nil-radical of an algebra A then
S ·A ⊆ N . In particular, if A is solvable then A2 is nilpotent.

Lemma 2.9. Let ρ be a split representation of a solvable algebra A and let V be
irreducible. Then V is one-dimensional.

Proof. The algebra A∗
ρ is semisimple and owing to solvability of A it is also com-

mutative. The rest of the proof is obvious.

Theorem 2.10. Let ρ be a split representation of a Malcev algebra A. Then all
matrices Rx can be simultaneously reduced to triangular form. In other words, in
the vector space V there exists an A-invariant �ag of subspaces.

The same is true for split representations of nilpotent Malcev algebras. How-
ever, in this case the subspace of a representation is a direct sum of weight spaces
by Theorem 1.7 and therefore the matrices Rx have a more speci�c form, as in the
case of Lie algebras.
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Theorem 2.11. Let ρ be a representation of a nilpotent Malcev algebra A in a
vector space V . Then V can be decomposed into the direct sum of weight spaces Vα,
and all matrices corresponding to the restriction of Rx to Vα can be simultaneously
reduced to triangular form with α(x) on the main diagonal.

Corollary 2.12. Under the hypothesis of Theorem 2.11 the weights α : A → F
are linear maps that are 0 on A2.

This last corollary implies that elements from A2 are represented by nilpotent
operators. Moreover, this is true even in the case of a solvable algebra A. Indeed,
by Theorem 2.7 we have S ·A = A2 ⊆ S0.

2.2. The following is the proof of solvability and semisimplicity criteria for Malcev
algebras over �elds of characteristic 0, which is similar to the well-known Cartan
criteria for Lie algebras [3].

Let F be an algebraically closed �eld, let H be a Cartan subalgebra of the
Malcev algebra A over F , and let ρ be a representation of A in V . Then V can be
decomposed into the sum of weight spaces Vα with respect to the representation
of H in V induced by ρ. On the other hand, A has a decomposition into the sum
of subspaces Aβ with respect to the subalgebra H (A0 = H). Let us show that

VαAβ ⊆ Vα+β (α 6= β), VαAα ⊆ V2α + V−α, (38)

where as usual we assume that Vα = 0 if α is not a weight of H in V . Consider the
semidirect extension E = V + A of A given by ρ and the regular representation
of H in E. Since H is a nilpotent subalgebra of E, we can decompose E into the
sum of root spaces with respect to H. These subspaces are of the form Vα + Aα

where one of the terms can be absent (for example Vα, if a root α of H in A is
not a weight of H in V ). Indeed, a system of such spaces satis�es the conditions
of Theorem 1.7. By Lemma 1.8 we have

VαAβ ⊆ Eα+β ∩ V = (Vα+β + Aα+β) ∩ V = Vα+β .

The second formula of (38) can be proved in a similar way.

Lemma 2.13. If α, β, γ are pairwise distinct weights then the identity vα(xβxγ) =
(vαxβ)xγ holds for any vα ∈ Vα, xβ ∈ Aβ and xγ ∈ Aγ . The same is true if α 6= 0,
β = γ = 0.

Proof. The proof is similar to that of (38). For the algebra E = V + A this
lemma claims that J(Vα, Aβ , Aγ) = 0, J(Vα, A0, A0) = 0. It su�ces to apply
Lemma 1.8.

Note that A2 =
∑

AαAβ . Formulas for multiplication of root spaces show that

H ∩A2 =
∑
α

AαA−α.



Structure and representations of Malcev algebras 113

Lemma 2.14. Let A be a Malcev algebra over an algebraically closed �eld F of
characteristic 0, let H be a Cartan subalgebra of A, and let ρ be a representation
of A in a vector space V . Suppose that α,−α are roots of H, eα ∈ Aα, e−α ∈ A−α

and hα = eα · e−α. Then for any weight ϕ of H in V the value of ϕ(hα) is a
rational multiple of α(hα).

Proof. If ϕ is an integer multiple of α then the claim is obviously true for any h ∈
H, in particular, for any hα. Let ϕ be a non-multiple of α. Consider the direct sum
U of subspaces of the form Vϕ+kα, where k runs over the set of integers (of course,
we assume that this sum has a �nite number of nonzero terms). The subspace U
is invariant with respect to eα and e−α. The hypothesis of Lemma 2.13 holds for
the weights ϕ + kα, α and −α, hence Rhα restricted to U equals [Reα , Re−α ], and
therefore the trace of Rhα

restricted to U equals 0. The rest of the proof is similar
to that of Lemma 1.3 in [3].

Note that if nα = dim Vα then

0 = trURhα
=
∑

k

nϕ+kα · (ϕ + kα)(hα),

ϕ(hα) = rϕ,α · α(hα),

where rϕ,α = −
∑

k

knϕ+kα

/∑
k

nϕ+kα.

Theorem 2.15. Let A be a Malcev algebra over a �eld of characteristic 0, and let
ρ be a nearly faithful representation of A such that the bilinear form on A′ = A2

associated to ρ is trivial. Then A is solvable.

Proof. Replacing the base �eld F by an algebraic extension if necessary, we use
induction on the dimension of A. As in [3], it can be shown that A′ is strictly
contained in A. If A = A2 then H =

∑
α Aα·A−α and by Lemma 2.14 the condition

trR2
hα

= 0 implies ϕ(hα) = 0 for any weight ϕ of H in V . It follows from linearity
of weights that ϕ = 0 is the only weight of H, that is, V = V0. Then V Aα = 0
for any α 6= 0, and the representation ρ of A can be reduced to a representation
of H with weight 0, i.e., ρ is a representation of A by nilpotent operators. By
Theorem 1.1 A is nilpotent, but this contradicts A = A2. Let ρ′ be the restriction
of ρ to A′, I = k̃erρ′ ⊆ kerρ. Then A′/I satis�es the induction hypothesis and
is solvable. By Proposition 2.2 it is also L-solvable, i.e., Lm(A′) ⊆ I ⊆ kerρ for
some m ≥ 0. Since Lm(A′) C A and the representation of ρ is nearly faithful,
Lm(A′) = 0 and it follows that A is solvable.

Corollary 2.16. A Malcev algebra A over a �eld of characteristic 0 is solvable if
and only if trR2

x = 0 for all x ∈ A2 (here Rx is the operator of right multiplication
by x ∈ A).

To prove the necessary condition it su�ces to note that in the regular repre-
sentation of a Malcev algebra A the operators Rx, for x ∈ A2 ⊆ N , are nilpotent.
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Theorem 2.17. Let ρ be a nearly faithful representation of a semisimple Malcev
algebra A. Then the form associated with ρ is non-degenerate. If the Killing form
of an algebra A is non-degenerate then A is semisimple.

Proof. The proof of the �rst claim, like the proof of Theorem 2.15, uses L-solvability
speci�cally. It follows from invariance of the form associated to the representation
ρ that its kernel B is an ideal of A. Assume that B 6= 0 and let ρ′ be the restriction
of ρ to B and let I = k̃erρ′. Then B/I satis�es the hypothesis of Theorem 2.15
and thus it is solvable; therefore, it is L-solvable: Lm(B) ⊆ I ⊆ kerρ. However,
Lm(B)CA so Lm(B) = 0 and B is a solvable ideal of A, a contradiction.

The second claim of the theorem was proved by Sagle [11] and it is clearly a
consequence of Dieudonné's theorem [3] (it follows from this theorem that a nonas-
sociative algebra with non-degenerate invariant Killing form can be decomposed
into the direct sum of simple ideals; therefore, this algebra is semisimple). How-
ever, taking into account Corollary 2.6, it is possible to prove this second claim
by repeating the arguments from the Lie algebra case: if A is not semisimple then
A contains a nonzero abelian ideal and such an ideal is contained in the kernel of
the Killing form.

Corollary 2.18. Any nearly faithful representation of a semisimple Malcev algebra
is faithful.

Since the non-degeneracy of the Killing form does not depend on extensions of
the base �eld, the following holds:

Corollary 2.19. A Malcev algebra A over a �eld F of characteristic 0 is semisim-
ple if and only if AΩ is semisimple over any extension Ω of the �eld F .

Below are a few more facts whose proofs are standard.

Structure Theorem. If A is a �nite dimensional semisimple Malcev algebra over a
�eld of characteristic 0 then A can be decomposed into the direct sum of ideals
which are simple algebras.

Corollary 2.20. If A is a semisimple algebra then any ideal of A is a semisimple
subalgebra.

Corollary 2.21. If A is semisimple then A = A2.

Corollary 2.22. If S is the radical of an algebra A and B CA then B ∩ S is the
radical of B.

Proposition 2.23. If N is the nil-radical of an algebra A and BCA then B ∩N
is the nil-radical of B.

Proof. If N1 is the nil-radical of B and S1 is the radical of B then N1 ⊆ S1 ⊆ S
and N1A ⊆ S · A ∩ B ⊆ N ∩ B ⊆ N1. Therefore N1 is a nilpotent ideal of A and
N1 ⊆ N ∩B.
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Proposition 2.24. The radical S of a Malcev algebra A coincides with the or-
thogonal complement in A of the subalgebra A2 with respect to the Killing form of
A.

Corollary 2.25. Any solvable (resp. nilpotent) subinvariant subalgebra of an
algebra A lies in the radical (resp. nilradical) of A.

Remark 1. The solvability and semisimplicity criteria for Malcev algebras are
similar to the Cartan criteria. (Theorems 2.15 and 2.17 were �rst obtained only for
the regular representation in [9] by using the connection between Malcev algebras
and Lie triple systems (LTS) and their embeddings into Lie algebras.)

In ��4 and 5 we will return to the study of Malcev algebras of characteristic 0.

3. Simple Malcev algebras over a �eld of

arbitrary characteristic

In this section we assume that the base �eld F has either characteristic 0 or p > 3.
We consider the classi�cation of non-Lie simple Malcev algebras over F .

3.1. Let A be a non-Lie simple Malcev algebra, let H be a Cartan subalgebra
of A, and assume that the regular representation of H in A is split. (If such a
subalgebra exists, then it is called a split Cartan subalgebra and A is called split.
Proposition 1.12 shows that in order for Cartan subalgebras to exist the base �eld
F must be in�nite; if F is algebraically closed then any Lie subalgebra is split.)
Note that there exist nonzero roots α of H in A. Indeed, otherwise we would have
A = A0 = H and A would be nilpotent, which is not possible. Identity (11) shows
that the subspace J(A,A, A) is an ideal of A. Thus

A = J(A,A, A). (39)

Lemma 3.1. [12] If for some x, y ∈ A we have

J(x, y,A) = 0, (40)

then xy = 0.

Proof. Equation (40) can be written as Rxy = [Rx, Ry]. Then D(x, y) = 2Rxy and
the identity RxD(x,y) = [Rz, D(x, y)] implies that either Rz(xy) = [Rz, Rxy] for any
z ∈ A or

J(xy,A,A) = 0. (41)

This argument shows, in particular, that the set of elements x ∈ A such that
J(x, A,A) = 0 (the so-called center of A) is a Lie ideal in A. In a simple algebra
A this ideal must be equal to 0 and, in particular, xy = 0.
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Lemma 3.2. [12] For any nonzero root α of a subalgebra H in A we have A2
α ⊆

A−α. Moreover, A = A0 + Aα + A−α and A0 = AαA−α.

Proof. Let xαyα = z2α + z−α; see (27). Then by (21) we have J(h, xβ , z2α) = 0
for all β 6= 2α. If β = 2α, then by Lemma 1.8 we have

J(h, x2α, z2α) = J(h, x2α, xαyα)
= −J(xα, x2α, hyα) + J(h, x2α, yα)xα + J(xα, x2α, yα)h = 0.

Therefore J(h, z2α, A) = 0 and hz2α = 0, and since h ∈ H was chosen arbitrarily,
we have z2α = 0. Using what was just proved, the subspace

B = AαA−α + Aα + A−α ⊆ A0 + Aα + A−α,

is invariant under multiplications by Aα and A−α. Invariance of AαA−α with
respect to multiplication by A0 follows from the relation J(A0, Aα, A−α) = 0.
Thus B is a subalgebra. Let us show that B is an ideal of A. By (30) and (31), for
any β 6= 0, α,−α we have J(A,Aα, Aβ) = 0 and AαAβ = 0. Similarly, A−αAβ = 0.
It follows from J(Aα, A−α, Aβ) = 0 that (AαA−α)Aβ = 0. Hence BA ⊆ B and
B CA. Therefore B = A and, in particular, A0 = AαA−α.

Lemma 3.2 shows that the system of roots of A has a very simple structure.

Lemma 3.3. The subalgebra H = A0 is abelian. A root α : A → F is a linear
map.

Proof. Using for example (11) we can show that the subspace J(A0, A0, A0) is
invariant under multiplications by A0, Aα and A−α, i.e., it is an ideal of A. There-
fore

J(A0, A0, A0) = 0, J(A0, A0, A) = 0, A2
0 = 0. (42)

By (42), for any x, y ∈ H we have Rxy = RxRy −RyRx = 0. Therefore, the oper-
ators Rx and Ry have a common eigenvector eα in Aα: eα(x+y) = [α(x), α(y)]eα.
However, the operator Rx+y has the unique eigenvalue α(x + y). Thus α(x + y) =
α(x) + α(y) and the lemma is proved.

Let us choose an element h0 ∈ H such that α(h0) = 1. Then any element
h ∈ H can be represented in the form h = α(h)h0 + h1 where α(h1) = 0. For any
x ∈ Aα, y ∈ A−α, h ∈ H we have

0 = J(h, x, y) = hx · y + yh · x, xh · y = −x · yh,

x[α(h)−Rh] · y = x · y[α(h) + Rh]. (43)

Lemma 3.4. Let h ∈ H, h 6= 0 and let U be any cyclic subspace of Aα (or A−α)
with respect to Rh. Then for any u1, u2 ∈ U we have u1u2 = 0.
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Proof. Let us choose any element u of maximal height in U . For all h′ ∈ H we
have J(h′, h, u) = 0, i.e., the triple of elements {h′, h, u} is Lie. By [10] it generates
a Lie subalgebra B ≤ A. In particular, J(U,U, h′) = 0. Therefore, the operator
Rh′ is a derivation of the linear subspace U · U and, since h′ ∈ H was arbitrary,
U · U ⊆ A2α. However, 2α is not a root, so U · U = 0.

Formula (39) shows that

A−α = J(A0, Aα, Aα) + J(A−α, A−α, Aα). (44)

Using identity (11) and the known relations for root subspaces we can show that

A0J(A0, Aα, Aα) ⊆ J(A0, Aα, Aα),

A0J(A−α, A−α, Aα) = J(A0, Aα, A2
−α) ⊆ J(A0, Aα, Aα).

Multiplying both sides of (44) on the left by A0 we obtain A−α ⊆ J(A0, Aα, Aα).
Since the converse inclusion also holds we have

A−α = J(A0, Aα, Aα) ⊆ A2
α + A2

α ·A0.

Similarly Aα = J(A0, A−α, A−α). In particular, A2
α 6= 0 and A2

−α 6= 0.

Lemma 3.5. For all x, y ∈ Aα, h ∈ A0 we have

yx · x = 0, hx · x = 0. (45)

Proof. Set y = J(a0, a−α, b−α). Then by (6)

yx = J(b−α, a0, a−α)x
= −J(x, a0, a−α)b−α + J(b−α, a0, xa−α) + J(x, a0, b−αa−α)
= J(x, a0, b−αa−α) = J(x, a0, cα),

yx · x = J(x, a0, xcα) ∈ J(A0, Aα, A−α) = 0.

The second claim follows from Lemma 3.4.

Let us denote the system of roots of H in A by ∆; then ∆ = {0, α,−α}. We
denote by (x, y) the symmetric bilinear form on A given by

(x, y) =


0 x ∈ Aβ ; y ∈ Aγ ; β, γ ∈ ∆; β + γ 6= 0;
α(x)α(y) x, y ∈ A0;
α(x · y1) x ∈ Aα; y1 ∈ A−α; y = y1h0.

(46)

Since the restriction of Rh0 to A−α is non-degenerate, the form (46) is well-
de�ned. In all previous lemmas the expressions were symmetric in α and −α;
however, in the de�nition of the form (46) this symmetry is lost. Let us show that
this apparent asymmetry does not in fact hold. We change α to α′ = −α and h0
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to h′0 = −h0 so that α′(h′0) = 1. Then for x, y ∈ A0 we have (x, y) = α(x)α(y) =
α′(x)α′(y). For x ∈ Aα, y ∈ A−α the de�nition of the form (46) can be written as
(xh0, yh0) = α(xh0 · y). Let us check that (yh′0, xh′0) = α′(yh′0 · x). Indeed,

(yh′0, xh′0) = (yh0, xh0) = (xh0, yh0) = α(xh0 · y) = α(−x · yh0) = α(yh0 · x)
= α′(yh′0 · x).

Lemma 3.6. The form (46) is invariant; i.e., for all x, y ∈ A (35) holds.

Proof. Taking into account the linearity of (35) in x, y, z, it su�ces to consider
the cases when x, y, z are in the root subspaces. Omitting the trivial relations,
we need to check that (xh, y) = (x, hy) and (xy, h) = (x, yh) only when x ∈ Aα,
y ∈ A−α, h ∈ H, and the cases x, y, z ∈ Aα and x, y, z ∈ A−α.

(a) Let x ∈ Aα, y ∈ A−α. Setting y = y1h0 (y1 ∈ A−α) we obtain by de�nition
(xh, y) = α(xh · y1) and (x, hy) = (x, hy1 · h0) = α(x · hy1); then the equality
(xh, y) = (x, hy) follows from xh · y1 = x · hy1.

(b) For the same x, y, h, y1 we have (xy, h) = α(xy)α(h) = α(x · y1h0)α(h) and
(x, yh) = α(x · y1h). Let us show that the following identity holds:

α(x · yh0)α(h) = α(x · yh), x ∈ Aα, y ∈ A−α. (47)

Note that (47) is linear in h; if h = h0 then it is trivial. It remains to consider the
case α(h) = 0. Write x·yh = h1. Since α(h) = 0, the operator Rh is nilpotent. Let
xRm−1

h = x1 6= 0, x1h = 0 (m ≥ 1). It follows from J(x, y, h) = 0 that x, y, h, x1

belong to the same Lie subalgebra of A. In particular,

0 = J(x, x1, yh) = xx1 · yh + (x1 · yh)x + x1h1 = x1h1,

since xx1 = 0 by Lemma 3.4, and x1 · yh = −x1h · y = 0 since x1h = 0. It follows
from x1h1 = 0 that α(h1) = 0.

(c) Let x, y, z ∈ Aα. We rewrite identity (35) in the form (yx, z) + (yz, x) = 0,
so it su�ces to prove that (yx, x) = 0 (x, y ∈ Aα) and then linearize in x. Setting
x = x1h0 (x1 ∈ Aα) and using the previous arguments we get (yx, x) = (yx ·
x1, h0) = α(yx ·x1). Let us prove that yx ·x1 = 0. Linearizing the second identity
in (45) we obtain yx = y · x1h0 = −x1 · yh0 = yh0 · x1. Using the �rst relation
in (45) we have yx · x1 = (hy0 · x1)x1 = 0 as desired. The case x, y, z ∈ A−α

is immediate owing to the symmetry of the roots α and −α, so the lemma is
proved.

The form (x, y) is non-trivial since, for example (h0, h0) = 1. It follows from its
invariance and the simplicity of A that the form is non-degenerate. If α(h) = 0 for
some h ∈ H then by (46) we have (h, A) = 0 and therefore h = 0. Consequently
the subalgebra H is one-dimensional: H = (h0). The subspaces Aα and A−α are
dual to each other with respect to (x, y); in particular, dim Aα = dim A−α. If
x ∈ Aα and y ∈ A−α then xy = λh0 where λ = (xy, h0) = (x, yh0). Hereafter we
will denote the element h0 simply by h.
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Lemma 3.7. All cyclic subspaces with respect to Rh in Aα (and A−α) are one-
dimensional.

Proof. Let U be a cyclic subspace in Aα with dim U = n > 0, let x1, . . . xn be
a cyclic basis of U (here xk is a vector of height k), and let y be an eigenvector
(with respect to Rh) from A−α. Then it follows from (43) that xy = 0 for any
vector x ∈ U of height less than n; in particular, x1 · y = 0. Let V be an arbitrary
cyclic subspace of A−α. Let us show that x1 · V = 0. If dim V = 1 then this is
already known, so let dim V = m > 1 and let y1, . . . , ym be a cyclic basis of V .
Then x1yi = 0 for i = 1, . . . ,m − 1. If x1ym 6= 0 then, without loss of generality,
x1ym = h. Since A is binary Lie, the elements x1 and ym generate a Lie subalgebra
in A with basis x1, y1, . . . , ym, h. Then 0 = J(x1, ym, y1) = x1ym · y1 = y1, which
is impossible. Consequently, x1A−α = 0 and (x1, A−α) = 0, which contradicts the
non-degeneracy of (x, y). The lemma is then proved.

Lemma 3.7 shows that the operator Rh acts diagonally on Aα and A−α. Its
restriction to Aα is the identity operator 1 and its restriction to A−α is −1. In
particular, for all x ∈ Aα, y ∈ A−α we have xy = −(x, y)h.

Further arguments can be made as in the case of characteristic 0 [16]. For all
x, y, z ∈ Aα we have xy · z = yz · x = zx · y = (xy, z)h; furthermore, J(x, y, h) =
−3xy. If x, y ∈ Aα, z′ ∈ A−α then

J(x, y, z′h) + J(z′, y, xh) = J(x, y, h)z′ = −3xy · z′. (48)

Also, the left side of (48) equals −2J(x, y, z′); therefore, 3xy · z′ = 2J(x, y, z′) or

xy · z′ = 2(yz′ · x + z′x · y). (49)

According to (49), for any elements x, y, z, t ∈ Aα we have

xz · yt = 2 [(z · yt)x + (yt · x)z] = 2yztx + 2txyz.

Comparing this identity with (10) we obtain

xyzt = yztx− ztxy + txyz. (50)

We now have enough identities to construct a basis and a multiplication table for
A. Taking into account that A2

α 6= 0, we choose two arbitrary elements x, y ∈ Aα

for which xy = z′ 6= 0. Then xz′ = yz′ = 0. If z ∈ Aα such that zz′ = 1
2h then

x, y, z are linearly independent and (50) shows that any element t ∈ Aα is a linear
combination of x, y, z. Therefore, dim Aα = dim A−α = 3. Write yz = x′ and
zx = y′. Then xx′ = yy′ = zz′ = 1

2h, and it follows from the orthogonality of
elements {x, y, z} and {x′, y′, z′} that {x′, y′, z′} is a basis of A−α. In order to �nd
the multiplication formulas for Aα we use identity (49):

x′y′ = yz · zx = 2 [(z · zx)y + (zx · y)z] = 2(zx · y)z = 2y′y · z = −hz = z.
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Similarly y′z′ = x and z′x′ = y. Thus the multiplication table for A is complete.
Note that dim A = 7. We can �nd an explicit automorphism of order 2 which
interchanges Aα and A−α. This automorphism sends x to x′, y to y′, z to z′ and
h = 2xx′ to 2x′x = −h.

There is a close relation between A and a split Cayley-Dickson algebra C over
F . Recall that C is a simple alternative algebra whose elements are matrices(

α a
b β

)
,

where α, β ∈ F and a, b are arbitrary vectors of a 3-dimensional vector space over
F . If a × b is the ordinary vector product and (a, b) is the dot product with the
identity matrix as the Gram matrix for the chosen basis, then the product of two
elements of C is given by the formula(

α a
b β

)(
γ c
d δ

)
=
(

αγ − (a, d) αc + δa + b× d
γb + βd + a× c βδ − (b, c)

)
.

We de�ne a new multiplication in C by x ∗ y = 1
2 [x, y], slightly di�erent from the

commutator; C becomes a Malcev algebra C(−) with respect to this operation.
Elements of the form diag(α, α) form the 1-dimensional center of C(−). The com-
plementary subspace for the center consists of the matrices of trace 0. In fact, this
subspace is a subalgebra denoted by C(−)/F . Multiplication in C(−)/F is given
by (

α a
b −α

)
∗
(

β c
d −β

)
=
(

1
2 [(b, c)− (a, d)] αc− βa + b× d
βb− αd + a× c 1

2 [(a, d)− (b, c)]

)
. (51)

Comparing (51) with the known multiplication table of the algebra A shows that
A is isomorphic to C(−)/F . To the element h corresponds the matrix(

1 0
0 −1

)
,

and to the element α1x + α2y + α3z + β1y
′ + β2y

′ + β3z
′ corresponds the matrix(

0 b
a 0

)
, a = (α1, α2, α3), b = (β1, β2, β3).

This correspondence is the isomorphism A → C(−)/F .

Theorem 3.8. If F is an arbitrary �eld of characteristic not 2 or 3, then there
exists a unique non-Lie split simple Malcev algebra A over F . This algebra is
isomorphic to the algebra C(−)/F obtained from the Cayley-Dickson algebra C
over F using the operation x ∗ y = 1

2 (xy − yx) and factoring out the center.

The following proposition clari�es the meaning of the bilinear form (46) on A.
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Proposition 3.9. For all x, y ∈ A we have

xy · y = (y, y)x− (x, y)y. (52)

Proof. The proof is based on the multiplication table for A. Using the isomorphism
A ∼= C(−)/F , computations can be performed using the matrix form. It should be
noted that if

x 

(
α a
b −α

)
, y  

(
β c
d −β

)
,

then by the above isomorphism we have (x, y) = αβ − 1
2 [(a, d) + (b, c)].

Identity (52) shows that the bilinear form (46) on A can be de�ned indepen-
dently of the choice of the Cartan subalgebra H. Moreover, it follows from (52)
that for all x, y ∈ A the subspace spanned by x, y, xy is a subalgebra, i.e., any two
elements x, y ∈ A generate a subalgebra which is at most 3-dimensional.

Lemma 3.10. We have

(xy, xy) = (x, y)2 − (x, x)(y, y). (53)

Proof. This claim is trivial if x = 0, so let x 6= 0. Replacing y by xy in (52) we
get (x · xy)(xy) = (xy, xy)x. On the other hand,

(x · xy)(xy) = [(x, x)y − (x, y)x] (xy) =
[
(x, y)2 − (x, x)(y, y)

]
x,

hence the assertion follows.

Linearizing (53) on y we obtain

(xy, xz) = (x, y)(x, z)− (x, x)(y, z). (54)

It is well known that the problem of the classi�cation of �nite dimensional
simple algebras over the �eld F can be reduced to the description of central simple
algebras over F and over �nite extensions of F . Let us describe central simple
non-Lie Malcev algebras over a �eld F of characteristic not 2 or 3. Let A be an
algebra as above. If F is algebraically closed then A is split and its structure is
well known. In general, let F̄ be the algebraic closure of F and Ā = AF ⊗ F̄
be the corresponding extension of A. Then Ā is a central simple Malcev algebra
over F̄ and dimF A = dimF̄ Ā = 7. Let (x, y) be the bilinear form (46) de�ned
on Ā. Identity (52) shows that the restriction of this form to A is de�ned over
F , and it is a non-singular bilinear form, which we also denote by (x, y). We
construct a basis {e1, . . . , e7} of the algebra A as follows. We choose e1, e2 to
be two arbitrary non-isotropic elements of A which are orthogonal with respect
to (x, y) and write (e1, e1) = −α, (e2, e2) = −β, e1e2 = e3. Then e1, e2, e3 are
pairwise orthogonal and it follows from (52) and (53) that e2e3 = βe1, e3e1 = αe2

and (e3, e3) = −αβ 6= 0. The subspace (e1, e2, e3) is non-singular. Its orthogonal
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complement (e1, e2, e3)⊥ has the same property. We choose as e4 any non-isotropic
element of (e1, e2, e3)⊥ and write (e4, e4) = −γ, e1e4 = e5, e2e4 = e6, e3e4 =
e7. Then by (54) for any i, j = 1, 2, 3 we have (ei, eje4) = (eiej , e4) = 0 and
(eie4, eje4) = −(e4, e4)(ei, ej), which implies that e5, e6e7 are non-isotropic and
e1, . . . , e7 are mutually orthogonal. Therefore ei (i = 1, . . . , 7) form a basis of A.
Using the linearization of (52) we obtain for i, j = 1, 2, 3 that

eie4 · ej + eiej · e4 = −(ei, ej)e4, e4ei · e4ej + (e4 · e4ej)ei = 0.

As a result, the multiplication table of A in the chosen basis is as follows, where
i, j = 1, 2, 3 (i 6= j):

e1e2 = e3, e2e3 = βe1, e3e1 = αe2,

eie4 = ei+4, eiei+4 = (ei, ei)e4, e4ei+4 = γei, (55)

ei+4ej = −eiej · e4, ei+4ej+4 = −γeiej ;

we write (e1, e1) = −α, (e2, e2) = −β and (e3, e3) = −αβ.
We denote by M(α, β, γ) any anticommutative algebra with multiplication ta-

ble (55). It can be de�ned over a �eld of arbitrary characteristic and it is a Malcev
algebra (i.e., it satis�es the identity (10)) for any α, β, γ ∈ F . If charF 6= 3 then
M(α, β, γ) is a non-Lie algebra. If αβγ 6= 0 then it is central simple. Hence we
have proved the following theorem.

Theorem 3.11. The class of non-Lie central simple Malcev algebras over an
arbitrary �eld F of characteristic not 2 or 3 coincides with the class M(α, β, γ)
for any α, β, γ 6= 0 ∈ F .

If, for example, A is the split simple Malcev algebra with basis h, x, y, z, x′, y′, z′

constructed above, then we can set

e1 = h, e2 = x + x′, e3 = e1e2 = x′ − x, e4 = y + y′,

e5 = e1e4 = y′ − y, e6 = e2e4 = z + z′, e7 = e3e4 = z − z′.

The parameters α, β and γ take the following values: α = −1, β = 1 and γ = 1,
i.e., A = M(−1, 1, 1).

Isomorphic algebras M(α, β, γ) may correspond to di�erent values α, β, γ ∈ F
(αβγ 6= 0). The solution to the isomorphism problem for M(α, β, γ) follows from
the method of constructing the basis described above and the Witt theorem on
extension of partial isometries of bilinear metric spaces.

Theorem 3.12. Two algebras of type M(α, β, γ) (αβγ 6= 0) over the same �eld F
of characteristic not 2 are isomorphic if and only if their corresponding quadratic
forms f(x) = (x, x) are equivalent.

Note that if x =
∑

i tiei (ti ∈ F ) then

(x, x) = −αt21 − βt22 − αβt23 − γt24 − αγt25 − βγt26 − αβγt27. (56)
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To every M(α, β, γ) over F we can associate C(α, β, γ) = F + M(α, β, γ), whose
multiplication is given by

(α + x) · (β + y) = αβ + αy + βx + x · y,

for any α, β ∈ F and x, y ∈ M(α, β, γ) where x · y = (x, y) + xy. If αβγ 6= 0
and charF 6= 2 then C(α, β, γ) is a simple alternative algebra (Cayley-Dickson
algebra) which is related to M(α, β, γ) in the same way as C(−)/F is related to
the split Cayley-Dickson algebra M(−1, 1, 1). Clearly, two algebras M(α, β, γ) and
M(α′, β′, γ′) are isomorphic if and only if the corresponding alternative algebras
C(α, β, γ) and C(α′, β′, γ′) are isomorphic.

Let us discuss the question of Cartan subalgebras of a central simple Malcev
algebra A = M(α, β, γ). Let y be an arbitrary nonzero element in A. If (y, y) 6= 0
then the subspace V = (y)⊥ is invariant with respect to Ry and identity (52)
shows that for all x ∈ V we have

xy · y = (y, y)x, (57)

that is, Ry restricted to V is non-degenerate, Ay
0 = (y) and y is a regular element

in the sense of De�nition 1.11. If (y, y) = 0 then it follows from (52) that R3
y = 0

and Ay
0 = A. Therefore, an element y ∈ A is regular if and only if (y, y) 6= 0, and

hence any Cartan subalgebra H of A coincides with the intersection of subspaces
Ay

0 (y ∈ H); then H contains a regular element y and therefore coincides with
the 1-dimensional subalgebra generated by y. Conversely, any regular element
in A generates a (1-dimensional) Cartan subalgebra of A, independently of the
cardinality of the �eld F .

It follows from (57) that nonzero characteristic roots of Ry coincide with
quadratic roots of (y, y), and that a Cartan subalgebra H = (y) is split if and
only if (y, y) is the square of a nonzero element of F . Therefore, the following
holds.

Proposition 3.13. An algebra M(α, β, γ) is split, thus isomorphic to M(−1, 1, 1),
if and only if the quadratic form (56) represents the identity in F .

Theorem 3.12 shows that the classi�cation of central simple Malcev algebras
over F is related to the theory of quadratic forms over F . For example, let F
be the �eld Q of rational numbers. If not all α, β, γ are positive then (56) is
unde�ned. Since an inde�nite (or positive de�nite) quadratic form of rank n ≥ 4
over Q represents 1, the form −(x, x) is also positive de�nite, and using the above
properties of quadratic forms over Q we have M(α, β, γ) ≡ M(1, 1, 1). Therefore,
there are only two distinct non-Lie central simple Malcev algebras over Q. The
same is true if F = R, the �eld of the real numbers. If the base �eld F is the �eld
of p-adic numbers Qp then any algebra of the form M(α, β, γ) over F is split, as
in the case of an algebraically closed �eld, although Qp is not algebraically closed.
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4. Conjugacy of Cartan subalgebras of

Malcev algebras

If A is an arbitrary (nonassociative) algebra over a �eld of characteristic 0, and D
is a nilpotent derivation of A, then expD is an automorphism of A. A derivation
D is said to be inner if it belongs to the algebra A∗ of multiplications of A, where
A∗ is generated by the operators of left and right multiplication. Consider the
group Φ of all automorphisms of A generated by all expD where D is an inner
nilpotent derivation. Elements of Φ will be called special automorphisms of A.

4.1. Let F be an algebraically closed �eld of characteristic 0, let A be a Malcev
algebra over F , let H be a Cartan subalgebra of A, and let α1, . . . , αn be the
nonzero roots of H in A. To each pair of elements x, y ∈ A we associate the inner
derivation D(x, y) = Rxy + [Rx, Ry]; see equation (13). Let us show that any
element eα ∈ Aα (α 6= 0) and any element h ∈ H de�ne a nilpotent derivation
D(eα, h). Indeed, if eβ ∈ Aβ and β 6= kα for any integer k, then for every k > 0
we have eβDh(eα, h) = 0 for k su�ciently large. The same is true for β = kα for
k ≥ 2. The case β = −α is of special interest; then J(h, eα, e−α) = 0. It follows
that the elements h, eα, e−α generate a Lie subalgebra in A. The restriction of
D(eα, h) to this subalgebra coincides with Re′α , where e′α = 2eαh ∈ Aα. Thus

e−αDk+1(eα, h) = [(e−α e′α) · · · ] e′α︸ ︷︷ ︸
k+1

. (58)

For any h1 ∈ H the elements eα, e−α, h1 form a Lie triple, i.e., J(eα, e−α, h1) = 0.
Therefore, the right side of (58) belongs to Akα for any k ≥ 0, and since α 6= 0 we
conclude that e−αDh(eα, h) = 0 for k > 0 su�ciently large. By (29) the remaining
cases can be reduced to the cases considered above.

We choose a basis {h1, . . . , hs, es+1, . . . , em} of A in such a way that the el-
ements {h1, . . . , hs} form a basis of H and {es+1, . . . , em} lie in root spaces Aα,
α 6= 0. We choose an element h0 ∈ H such that αi(h0) 6= 0 for all i = 1, . . . , n.
This can be done owing to the linearity of the roots: the product α1α2 . . . αn

is a polynomial function H → F which is not identically 0. Let λ1, . . . , λm be
independent variables and let

x = λ1h1 + · · ·+ λshs + λs+1es+1 + · · ·+ λmem,

be an element of A. Then the element

xP =

(
s∑

i=1

λihi

)
expD(λs+1es+1, h0) · · · expD(λmem, h0),

de�nes a polynomial map P of the algebra A into itself (the coordinates of xP
are polynomial functions of the coordinates of x). Let us compute the di�erential
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dh0P of this map at the point h0. Set

x = h + e, h ∈ H, e ∈
∑
α6=0

Aα.

Then

(h0 + tx)P = [(h0 + th) + te]P ≡ (h0 + th) [1 + tD(e, h0)] (mod t2)

≡ h0 + t [h + h0D(e, h0)] (mod t2),

which implies that dh0P is a map

h + e 7→ h + h0D(e, h0) = h− 2(eh0)h0.

Since h 7→ h and e 7→ −2(eh0)h0 are non-degenerate, we see that dh0P is an
epimorphism. Arguing in the same way as [3] we can show the following:

Theorem 4.1. If H1 and H2 are Cartan subalgebras of a �nite dimensional Malcev
algebra A over an algebraically closed �eld of characteristic 0 then there exists a
special automorphism η of A such that Hη

1 = H2.

In the proof it is shown that a Zariski open set consisting of regular elements of
A is the image of the regular elements from an arbitrary Cartan subalgebra H ≤ A
with respect to a special automorphism. In particular, all Cartan subalgebras of
A have the same dimension and contain regular elements. When extending the
base �eld F ⊂ Ω, the Fitting 0 component Ax

0 of A with respect to Rx for any
x ∈ A becomes the Fitting 0 component Ax

0 ⊗ Ω of AΩ = A ⊗ Ω with respect to
the same operator, and a Cartan subalgebra H ≤ A becomes a Cartan subalgebra
Hω = H ⊗ Ω of AΩ. Therefore, the following holds:

Corollary 4.2. If A is a �nite dimensional Malcev algebra over an arbitrary �eld
of characteristic 0 then all Cartan subalgebras of A have the same dimension.
Moreover, each Cartan subalgebra contains a regular element.

Proof. We only need to prove the second claim. Let x = λ1h1 + · · · + λshs be
an element of a Cartan subalgebra H, and let f(λ, x) = det(λ − Rx) be the
characteristic polynomial of Rx. If the multiplicity of 0 as eigenvalue of Rx (i.e.,
the dimension of Ax

0) is greater than dim H = s for any specialization of λ1, . . . , λs

in the base �eld F then f(λ, x) has the form

f(λ, x) = λm − τ1(x)λm−1 + · · ·+ (−1)m−1τm−1(x)λ`,

where ` > s. However, the same is true for any extension Ω of F ; this contradicts
the existence of a regular element in HΩ = H⊗Ω when Ω is algebraically closed.
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5. Representations of semisimple Malcev algebras

of characteristic 0

The results of this section are based on the connection between Malcev algebras
and Lie triple systems pointed out by Loos [9]. The main result is the theo-
rem about complete reducibility of representations of semisimple Malcev algebras
(Theorem 5.5) which is similar to Weyl's theorem for Lie algebras.

5.1. We recall the de�nition and basic properties of Lie triple systems (LTS) [8, 2].
A vector space T over a �eld F is called an LTS if a ternary operation [xyz] de�ned
on it is linear in each variable and satis�es the following identities:

[aab] = 0,

[abc] + [bca] + [cab] = 0,

[ab[xyz]] = [[abx]yz] + [x[aby]z] + [xy[abz]].

The last identity shows that the map Da,b : x 7→ [abx] is a derivation of T . Such
derivations are called inner and they generate a Lie algebra D0(T ) which is called
the algebra of inner derivations. Any Lie algebra L with triple product [xyz] = xy ·
z (or any subspace of L closed under the iterated product) is an example of an LTS.
On the other hand, any LTS can be realized as a subspace of a Lie algebra with the
iterated product; in this case we say that the LTS is embedded into the Lie algebra.
If an LTS T is embedded into a Lie algebra L then the subalgebra of L generated
by T is called the enveloping Lie algebra of the embedding. For an arbitrary LTS we
can de�ne the notions of ideal, solvability, radical, and semisimplicity. If an LTS T
is semisimple then its enveloping Lie algebra is also semisimple for any embedding
T → L. Among all embeddings of an LTS into a Lie algebra there are two special
ones: the standard and the universal. The underlying vector space of the standard
enveloping algebra Ls(T ) has the form T +D0(T ) and the multiplication in Ls(T )
is de�ned in the obvious way. In particular, if a, b ∈ T then ab = Da,b. The
universal Lie enveloping algebra Lu(T ) is characterized by the property that any
homomorphism T → L, where L is an arbitrary Lie algebra, can be uniquely
extended to a homomorphism Lu(T ) → L. If an LTS T is semisimple then its
standard and universal enveloping algebra coincide.

We now assume that the characteristic of the base �eld F is 0. If A is a
semisimple algebra then TA is also semisimple† ; in general, the radical of A coin-
cides with the radical of TA [9]. The set of inner derivations of TA is generated by
the operators of the form R(x, y) = 2Rxy +[Rx, Ry]. Identities (15) show that each
operator Rx is a derivation of the LTS TA. Therefore, the Lie enveloping algebra
L(A) of the regular representation of A is a subalgebra of the algebra D(TA) for
all derivations of T (A):

D0(TA) ⊆ L(A) ⊆ D(TA). (59)
† Translator's note: TA is the Lie triple system associated to the Malcev algebra A as in the

paper by Loos [9].
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Since all derivations of a semisimple LTS are inner [8], for any semisimple Malcev
algebra the inclusions in (59) become equalities [9].

Proposition 5.1. If A is a simple (respectively semisimple) Malcev algebra then
the Lie enveloping algebra L(A) of its regular representation is also simple (respec-
tively semisimple).

Proof. To the decomposition of A into a direct sum of ideals Ai corresponds a
decomposition of L(A) into a direct sum of ideals isomorphic to L(Ai). If Ai is a
simple Lie algebra then L(Ai) is also a simple Lie algebra isomorphic to Ai. Let
A be a simple non-Lie Malcev algebra; we show that L(A) is again a simple Lie
algebra. It su�ces to consider the case when A is a central simple algebra. Indeed,
if A is not central then A can be regarded as a central simple algebra AΓ over its
centroid Γ ⊃ F [3]. Since all operators Rx (x ∈ A) are Γ-linear and Rγa = γRa for
a ∈ A, γ ∈ Γ, we see that the Lie algebra L(A) can be regarded as an algebra (of
smaller dimension) over the �eld Γ, which, obviously, coincides with L(AΓ). If we
prove that L(AΓ) is a central simple algebra (over Γ), it would imply that L(A)
is also simple and its centroid is isomorphic to Γ. Using the same arguments we
can restrict our attention to the case of an algebraically closed �eld F . In the case
that the algebra has dimension 7 its structure is known (see �3). Inner derivations
D(x, y) = Rxy + [Rx, Ry] generate a subalgebra L0 of dimension 14 in L(A) which
is a simple Lie algebra of type G2 [2]. The underlying vector space of L(A) can
be decomposed into the sum of the subspaces L0 and R(A), where R(A) is the
subspace generated by the operators Rx; the sum is direct since Rx is a derivation
of A if and only if x lies in the Lie center of A, which is 0 in a simple non-Lie
Malcev algebra (compare Lemma 3.1). Therefore, dim L(A) = 21. The Killing
form on A is non-degenerate and each operator Rx (x ∈ A) is skew-symmetric
with respect to this form. Therefore, L(A) is a subalgebra of a simple Lie algebra
of type B3 (the orthogonal algebra of a 7-dimensional vector space). Comparing
the dimensions of L(A) and B3 we see that L(A) = B3. The proof is complete.

Corollary 5.2. If A is a simple (respectively semisimple) Malcev algebra over
a �eld of characteristic 0 then the algebra D(TA) of derivations of the Lie triple
system TA is also simple (respectively semisimple). In particular, if A = C(−)/F
then D(TA) = L(A) = B3.

Theorem 5.3. Let A be a Malcev algebra over a �eld of characteristic 0, let S be
its radical and N its nil-radical. Then every derivation D of A maps S to N .

Proof. As shown in [9], S coincides with the radical of TA. However, for any LTS T ,
the radical of Ls(T ) is generated as an ideal by the radical of T ; if R is the radical
of T then the radical of Ls(T ) equals R + [R, T ] [8]. In particular, S lies in the
radical of Ls(TA). A derivation D of the algebra A is also a derivation of the LTS
TA, i.e., D can be regarded as an element of the algebra D(TA). Since Ls(TA) is
an ideal of the Lie algebra TA+D(TA), (S)D lies in the nil-radical of Ls = Ls(TA).
In order to distinguish the operators of right multiplication by x (x ∈ A) in Ls



128 E. N. Kuzmin

from the operators Rx in A, we will denote them by adx. Thus, for any x ∈ (S)D,
adx is a nilpotent operator. Furthermore, (adx)2 leaves the subspace TA ⊂ Ls

invariant, and since [[ax]x] = [axx] = 3(ax)x for any a ∈ A, (adx)2 coincides
with 3R2

x in TA. Therefore, Rx is a nilpotent operator. However, it follows from
Theorem 2.7 that the nil-radical of A coincides with the set of all elements from
S which are nilpotent with respect to the regular representation. Hence x ∈ N .
(We assume that it is known that the radical S is closed under all derivations of
A. Any solvable radical of a �nite dimensional algebra of characteristic 0 has this
property.)

The following theorem gives important information about the structure of the
representations of semisimple Malcev algebras.

Theorem 5.4. Let A be a semisimple Malcev algebra of characteristic 0, let ρ be
a representation of A in a vector space V , and let Lρ(A) be the enveloping algebra
of the representation ρ. Then Lρ(A) is a semisimple algebra.

Proof. Let E = V + A be the semidirect extension of A by means of V de�ned
by ρ. If ρ̃ is the regular representation of A in E, and L̃(A) is the enveloping
algebra of ρ̃, then V is invariant under the action of L̃(A) (V CE); the restriction
of ρ to V induces an epimorphism π : L̃(A) → Lρ(A). Consider the LTS TA and
TE ; there exists a unique embedding ι : TA → TE ⊂ Ls(TE). Since the LTS TA

is semisimple, the standard embedding for TA coincides with the universal em-
bedding; therefore ι can be extended to a homomorphism ι∗ : Ls(TA) → Ls(TE).
The operators R̃(x, y) = 2R̃xy + [R̃x, R̃y] ∈ L̃(A) are the images of the elements
[x, y] = R(x, y) ∈ D0(TA) under ι∗. The restriction of ι∗ to D0(TA) = D(TA) de-
�nes a homomorphism ι′ : D(TA) → L̃(A) and the composition of ι′ and π de�nes
a homomorphism from D(TA) onto the subalgebra I ⊆ Lρ(A) generated by the
operators ρ(x, y) = 2ρ(xy) + [ρ(x), ρ(y)], x, y ∈ A. Identity (15), which is true
for arbitrary representations, shows that I is an ideal of Lρ(A). By Corollary 5.2,
D(TA) is a semisimple algebra, therefore its homomorphic image I is also semisim-
ple. Consider the quotient algebra L̄ = Lρ(A)/I, and denote by ρ̄(x) the image
of ρ(x) ∈ Lρ(A) under the canonical homomorphism Lρ(A) → L̄. The underlying
vector space of L̄ is generated by the elements ρ̄(x) and they satisfy

either 2ρ̄(xy) + [ρ̄(x), ρ̄(y)] = 0, or − 1
2
ρ̄(xy) = [− 1

2 ρ̄(x),− 1
2 ρ̄(y)].

Then the map x 7→ −1
2ρ(x) 7→ −1

2 ρ̄(x) is a homomorphism of A onto L̄. Since
A is a semisimple algebra, it follows from the structural theorem (�2) that L̄ is
semisimple (or trivial). Then Lρ(A) is also a semisimple Lie algebra because the
extension of a semisimple Lie algebra by a semisimple algebra is also semisimple.
The proof is complete.

Since each representation ρ of a semisimple algebra A in a vector space V can
be regarded as the natural representation of the Lie algebra Lρ(A) in the same
vector space, the next theorem follows directly from Theorem 5.4.
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Theorem 5.5. Any representation of a semisimple Malcev algebra of character-
istic 0 is completely reducible.

Corollary 5.6. If the radical of a Malcev algebra A coincides with its center C
then A = A1 + C, where A1 is a semisimple subalgebra which coincides with A2.

Proof. It su�ces to consider the regular representation of A and note that it
induces a completely reducible representation of A/C in A. An invariant subspace
A1 complementary to C is the desired subalgebra (even ideal).
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Editors' Comments on Recent Developments

In this section we brie�y summarize research on Malcev algebras since the publication
of Kuzmin's paper [6] in 1968 which contained the �rst statement (in some cases without
detailed proofs) of the results in the present English translation.

Kuzmin's papers provide a complete theory for �nite-dimensional semisimple Malcev
algebras and their �nite-dimensional representations over a �eld F of characteristic 0;
in particular, such representations are completely reducible. With these assumptions, a
simple Malcev algebra is either a Lie algebra or a 7-dimensional non-Lie Malcev algebra.
Gavrilov [G] has recently given a detailed proof of the classi�cation by Kuzmin [K] of
5-dimensional Malcev algebras.

If we regard a simple Lie algebra L as a Malcev algebra, then Carlsson [C1] showed
that every Malcev module for L is a Lie module, with one exception: there is an irre-
ducible 2-dimensional non-Lie Malcev module for sl(2, F). The same author gave a di�er-
ent proof [C2] of the Wedderburn decomposition of a Malcev algebra into a semisimple
subalgebra and the solvable radical. She also showed [C3] that in every characteristic
any �nite-dimensional Malcev module over a 7-dimensional central simple non-Lie Malcev
algebra is completely reducible.

Elduque [E1] classi�ed the maximal subalgebras of central simple non-Lie Malcev
algebras over a �eld of characteristic not 2. The same author studied [E2] the lattice of
subalgebras of a Malcev algebra, and showed that two semisimple Malcev algebras over
an algebraically closed �eld are isomorphic if and only if their lattices are isomorphic.
He also extended Carlsson's result on Malcev modules to characteristic not 2 or 3, and
obtained a new 4-dimensional irreducible non-Lie Malcev module over a nonsplit simple
3-dimensional Lie algebra. The classi�cation of non-Lie Malcev modules was completed
by Elduque and Shestakov [ES] in the more general setting of Malcev superalgebras with
no restriction on the dimension of the modules and only the condition that 1

6
∈ F.

In 2004, an important breakthrough was made by Pérez-Izquierdo and Shestakov
[PS], who constructed universal nonassociative enveloping algebras for Malcev algebras.
For any Malcev algebra M over a �eld F of characteristic not 2 or 3, there exists a nonas-
sociative algebra U(M) and an injective map from M to U(M) such that the image
of M lies in the generalized alternative nucleus of U(M), and U(M) is universal with
respect to such maps. The algebra U(M) has a basis of Poincaré-Birkho�-Witt type,
so U(M) is linearly isomorphic to the polynomial algebra P (M); moreover, U(M) has
a natural (nonassociative) Hopf algebra structure, and the image of M can be charac-
terized as the primitive elements of U(M) with respect to the diagonal homomorphism
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∆: U(M) → U(M) ⊗ U(M). The paper [PS] also proved an analogue of the Ado-
Iwasawa theorem: every �nite-dimensional Malcev algebra is isomorphic to a subalgebra
of the generalized alternative nucleus of a �nite-dimensional unital nonassociative al-
gebra. Zhelyabin and Shestakov [ZS] established analogues for Malcev algebras of the
Chevalley and Kostant theorems on centers of universal enveloping algebras of Lie alge-
bras. The nonassociative bialgebra structure of the enveloping algebras U(M) has been
studied by Zhelyabin [Z]; see also [M]. Structure constants for U(M) when dim M ≤ 5
have been obtained by various authors; see [B1,B2,TB] and the survey [B3].

The theory of free Malcev algebras has been developed primarily by Filippov, who
showed (over a �eld of characteristic not 2 or 3) that free Malcev algebras have zero-
divisors [F1]; that free Malcev algebras with 5 or more generators are not semiprime
[F3], have nonzero annihilator, and are not separated [F4]; and that the base rank of the
variety of Malcev algebras is in�nite [F4]. Shestakov and Kornev [SK] showed that the
prime radical of a free Malcev algebra on two or more generators coincides with the set
of all its universally Engelian elements.

Simple Malcev superalgebras have been studied by Shestakov [S1], who showed that
a prime Malcev superalgebra of characteristic not 2 or 3 with a nontrivial odd part is a
Lie superalgebra. The same author in collaboration with Zhukavets has developed the
theory of free Malcev superalgebras; see [S3,SZ1,SZ2].

The speciality problem for Malcev algebras asks whether every Malcev algebra is
�special�; that is, isomorphic to a subalgebra of the commutator algebra of some alterna-
tive algebra. Filippov [F2] proved that over a �eld containing 1

2
every semiprime Malcev

algebra is special. Sverchkov [Sv] proved that every Malcev algebra in the variety gen-
erated by the 7-dimensional simple non-Lie Malcev algebra is special. Recent progress
on this problem, and the corresponding problem for Malcev superalgebras, is primarily
the work of Shestakov and Zhukavets. There is a close relation between this problem
and the deformation theory of algebras [S2]. It has been shown that the free Malcev
superalgebra on one odd generator is special [SZ3]; more generally, this holds for any
Malcev superalgebra generated by one odd element.

For a generalization of Malcev algebras to the setting of dialgebras; see [B4,Sa].
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Group signature protocol

based on masking public keys

Nikolay A. Moldovyan and Alexander A. Moldovyan

Abstract. There is proposed and discussed the group signature protocol characterized in
using the collective signature scheme and masking the public keys of the signers. The masking is
performed depending on parameters computed depending on both the public keys and the hash
function from document to be signed.

1. Introduction

Digital signature protocols are widely used in the information technologies to solve
a variety of di�erent problems. For practical application there are proposed the
following types of the signature protocols: usual (individual) signature [6, 11];
blind signature [3, 4]; aggregate signature [10]; group signature [1]; collective sig-
nature [8] et. al. The last three protocols relates to the concept of multisignatures
introduced in papers [2, 9]. The multisignature concept was generalized to the
threshold group signatures in paper [5] when each t of k signers are able to sign a
document. The group signature and the collective signature protocols are di�erent
in the following. The group signature to an electronic message is the signature
on behalf of some set of of k signers (members of the group) headed by a person
called dealer. The group signature is generated by a subset of t (t 6 k) signers.
Any one can verify validity of the group signature. The group signature veri�ca-
tion procedure does not provide possibility to open the signature, i.e. to identify
the members of the group that created the signature. In the case of disputes the
signature can be opened by the dealer (with or without the help of signers). The
dealer is a trusted party of the group signature protocol. He creates the secret
parameters used by the signers.

The collective signature to a document is the signature on behalf of each of m
declared signers. The collective signature means that each of the declared sign-
ers has signed the document. The collective signature can be considered as some
digest of m individual signatures. No trusted party participates in the collective
signature protocol. The secret used by each of the signers is private. It is sup-
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Keywords: Cryptographic protocol, public key, digital signature, group signature, collective
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posed the participants of the collective signature protocol use their private keys
corresponding to their public keys used to verify their individual signatures, i.e.
the collective signature protocols and individual signature protocols can use the
same public key infrastructure. The last represents an important advantage of the
collective signatures.

This paper proposes a new design of the group signature protocols based on
di�culty of the discrete logarithm problem. Novelty of the design consists in using
both the collective signature scheme and the transformation masking the public
keys of the signers. The described approach provides possibility to create the group
signature protocols that are free from participation of a trusted party and use the
standard public key infrastructure, i.e. each of the signers can use the same private
key when computing his individual signature and participating in computation of
the group signature. Thus, the proposed group signature protocol requires no
distribution of the secret keys and uses the standard public key infrastructure.
Therefore the set of signers included in the group can be arbitrarily changed by
the dealer whose public key is used as public key of the group.

Each group signature contains an additional parameter that can be used only
by the dealer to open the signature without help of the signers. Practical appli-
cation scenario for the proposed protocol is as follows. An o�cial information
Bureau with geographically distributed sta� is headed by a director (dealer) and
issues electronic documents. The documents are signed on behalf of the Bureau.
Usually di�erent documents are prepared by di�erent subsets of the employees.
Produced documents are signed with collective signature of the respective subsets
of the employees and presented to the director. He approves the documents with
transforming the collective signatures into the group signatures.

2. The proposed signature protocol

In the proposed protocol there are used the following parameters: 1) su�ciently
large prime p (for example, having the size 2500 bits), such that number p − 1
contains large prime divisor q (for example, having the size 256 bits); 2) number α
order of which modulo p is equal to q. Each signer of the group generates his private
key as a random number x (for example, having the size 256 bits) and computes
his public key y = αx mod p. The public key of the dealer Y = αX mod p, where
X is his private key, represents the public key of the group which is used by veri�er
while performing the group signature veri�cation procedure.

The group signature generation procedure includes both the mechanism of
masking (modifying) the public keys of the signers, which is performed with help
of the dealer, and the mechanism of forming the collective signature described in
paper [8]. The modi�ed public keys are used in the second mechanism that is
performed as follows. It is computed the collective randomization parameter E
that is one of elements of the group signature. Depending on the value E each
signer computes his share in the collective signature Sc, taking into account his
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modi�ed public key. The collective signature Sc represents the preliminary value
of the group signature element S. The value Sc is used by dealer to produce the
�nal value S.

In the mechanism of masking the public keys there is used the internal public
key of the dealer, which represents the pair of numbers (n, e), and is generated,
like in the RSA cryptosystem [11], as follows. The dealer generates two strong [7]
primes r and w, computes n = wr and φ(n) = (w−1)(r−1), selects number e that
is mutually prime with φ(n), and calculates his private value d = e−1 mod φ(n).
The internal public key (n, e) is actual only for the signers of the group headed
by the dealer. It is not used in the group signature veri�cation procedure. The
generalized scheme of the proposed group signature protocol includes the following
steps:

i. Taking into account the document M to be signed the dealer masks the
public keys of the assigned signers. To mask the public key yi of the ith signer the
dealer computes the exponent λi = (H +yi)d mod n, where H is the hash-function
value computed from M , and sends the value λi to the ith signer.

ii. The assigned subset of signers and leader computes the collective random-
ization parameter E.

iii. Using the value λi each ith signer computes his share in the collective
signature and sends it to the dealer.

iv. The dealer veri�es the share of all assigned signers and computes his share
in the group signature. Then he computes the group signature as triple (U,E, S),
where S is sum (modulo q) of all shares; U is the product (modulo p) of the
modi�ed public keys of all signers.

The value U contains the information about all signers participating in the
given group signature to the document M. In the case of disputes the identi�cation
of the signers can be performed by the dealer. Except the dealer opening of the
given group signature can be performed only by all signers participating in the
signature. If one of them is not agree the group signature be opened the others
are not able to open the signature.

One of possible particular implementations of the group signature protocol is
described as follows. Suppose there are m signers assigned by dealer to process the
document M and to generate the group signature to M. The signature generation
procedure includes the following steps:

1. Using some speci�ed 256-bit hash-function FH the dealer computes the
hash value from the document H = FH(M) and the masking exponents λi =
(H + yi)d mod n for all public keys yi = αxi mod p, where xi is private key of the
ith signer, and sends the value λi to the ith signer (i = 1, 2, . . . ,m). Then dealer
computes the �rst element of the group signature

U =
m∏

i=1

yλi
i mod p.

The value U represents the masked collective public key of the assigned subset of
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signers.

2. Each ith signer (i = 1, 2, . . . ,m) computes the hash value H = FH(M),
veri�es that equation λe

i = yi + H mod n holds (it means the value λi has been
provided by the dealer), generates a random number ki < q, computes the value
Ri = αki mod p, and sends Ri to the dealer.

3. Dealer generates the random number K < n and computes values R′ =
αK mod p,

R = R′
m∏

i=1

Ri mod p = αK+
∑m

i=1 ki mod q mod p,

and E = FH(H||R||U), where E is the second element of the group signature; ||
denotes the concatenation operation. Then he sends the value E to each signer.

4. Each ith signer (i = 1, 2, . . . ,m) computes his share Si = ki + λixiE mod q
in the third element of the group signature and sends it to the dealer.

5. Dealer computes the collective signature Sc of the assigned set of signers:
Sc =

∑m
i=1 Si mod q and veri�es it with formula R/R′ = U−EαSc mod p. If Sc is

valid, he computes his share S′ = K + XE mod q and the third element of the
group signature S = S′ + Sc mod q.

The veri�cation of the group signature (U,E, S) to document M is performed
with the public key of the group Y that coincides with the public key of the dealer.
The veri�cation procedure includes the following steps:

1. The veri�er computes the hash value from the document M : H = FH(M).
2. Using the group public key Y and signature (U,E, S) he computes the value

R∗ = (UY )−EαS mod p.

3. Then he computes the value E∗ = FH(H||R∗||U) and compares the values
E∗ and E. If E∗ = E, then the veri�er concludes the group signature is valid.

Correctness proof of the protocol is performed with substitution of the signature
(U,E, S) in the signature veri�cation procedure:

R∗ ≡ (UY )−EαS ≡ U−EY −EαS′+
∑m

i=1 Si ≡

≡

(
m∏

i=1

αλixi

)−E

α−XEαS′+
∑m

i=1 Si ≡

≡ α−E
∑m

i=1 λixiα−XEαK+XE+
∑m

i=1(ki+λixiE) ≡

≡ αKα
∑m

i=1 ki ≡ αK
m∏

i=1

αki ≡ R′
m∏

i=1

Ri ≡ R mod p ⇒

⇒ R∗ = R ⇒ FH(M ||R∗||U) = FH(M ||R||U) ⇒ E∗ = E.



Group signature protocol 137

3. Discussion

The proposed group signature protocol needs no dealer's distributing any secrete
values among signers of the group. This is one of the advantages of the new
protocol compared with known group signature protocols [5]. Another advantage
is using the standard public key infrastructure, i.e. the public keys of the signers
and dealer can be used in both the individual signature protocol and the proposed
group signature protocol. Since in the protocol there is used no secret sharing, no
special communication channels are needed to implement the protocol. Therefore
using Internet is su�cient and the sta� of the group can include geographically
distributed employees. Besides, the sta� of the group can be often and easily
changed (when it is needed).

Including the value U as one of the elements of the group signature provides
possibility of the dealer's opening the signature in the case of disputes. The last
can be performed as follows. Using his private value d the dealer computes the
values λi = (H + yi)d mod n and Ui = yλi

i mod p, multiplies the masked public
keys Ui of all possible subsets of signers, and �nds the subset for which the product
of the values Ui is equal to U, i.e. to the masked collective public key. No other
person can open the group signature since computing the masked public keys
requires using the secret value d. Except the dealer, only joint action of all signers
participating in the group signature can open it, this trivial case is not critical for
majority of practical applications. One can note that opening the signature by all
m signers participating in the group signature is possible due the fact that they
can present all masking exponents λi used while computing the value U and show
the formulas λe

i = H + yi mod n (i = 1, 2, . . . ,m) holds. If it will be required this
attack can be eliminated de�ning computation of the value U (see step 1 of the
described protocol) in accordance with the following formula:

U = Y λ
m∏

i=1

yλi
i mod p,

where λ = (H + Y )d mod n. This modi�cation leads to changing the formula
for computing the share of dealer in the signature element S (see step 5 of the
protocol) as follows:

S′ = K + (1 + λ)XE mod q.

While proving correctness of the results of the procedure of opening the group
signature the dealer presents the values λi (and λ in the modi�ed version of the
protocol), however this does not compromise his private value d connected with
his internal public key acting in frame of the group.

To provide 128-bit security, i.e. security equal to 2128 modulo p multiplication
operations, the size of the primes p and q should be equal to about 2500 and
256 bits, respectively. This de�nes the signature size equal approximately to 3012
bits, while using 256-bit hash-function FH . For practical applications it is desired
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to have shorter group signatures. We estimate the proposed cryptoscheme imple-
mented with using elliptic curves de�ned over the �nite �eld GF (p), where p is
a 256-bit prime, will provide 128-bit security with the signature size equal to 770
bits and 641 bits (the last �gure relates to the case of implementing the protocol
on the base of the cryptoschemes providing 128-bit security with 128-bit value E).

In frame of the group it is used local (internal) public key of the dealer, which
is denoted as (n, e) and used by signers at step 2 of the protocol. The private key
d connected with the public key (n, e) is used by dealer to compute the masking
coe�cients λi (at step 1 of the protocol and while performing procedure of the
opening signature). For further investigation it is interesting to simplify the mech-
anism of masking the public keys of signers in order to eliminate using the internal
public key of the dealer. For example, the masking coe�cients can be computed
as follows λi = FH(H||yi||δ), where δ is internal secret key of the dealer. This for-
mula provides possibility for dealer to restore the masking coe�cients with using
the secret value δ and open the signature in the case of disputes.

However this variant of computing the masking coe�cients is connected with
proposing a new mechanism providing for users possibility to verify the values λi at
step 2 of the protocol. The dealer can directly sign each value λi with his signature
using his private key X and, for example, the Schnorr signature algorithm [12].
Using the dealer's public key Y the ith user will be able to verify validity of the
dealer's signature to λi. Signi�cant disadvantage of this veri�cation mechanism is
essential increasing the computational di�culty of the group signature generation
procedure. Indeed, the dealer has to generate m additional individual signatures
(this requires performing m exponentiation operations modulo p) and each of the
m signers participating in the group signature is to perform the Schnorr signature
veri�cation procedure (for each signer this requires performing 2 exponentiations
modulo p). In total this variant of verifying values λi introduces 3m additional
exponentiations in the group signature generation procedure.

It is more practically to exclude veri�cation of the values λi from the step 2
of the proposed protocol and to inset the verifying masking exponents procedure
in step 5 that is performed by the dealer. After such modi�cation these two steps
acquire the following form:

2. Each ith signer (i = 1, 2, . . . ,m) generates a random number ki < q, com-
putes the value Ri = αki mod p, and sends Ri to the dealer.

5. Dealer veri�es correctness of each value Si (i = 1, 2, . . . ,m) with formula
Ri = y−λiE

i αSi mod p. If each value Si is correct, he computes his share S′ = K +
XE mod q and the third element of the group signature S = S′ +

∑m
i=1 Si mod q.

To provide possibility for the dealer to open the group signature in the case of
disputes without disclosing his private key in the modi�ed protocol one can use
the following formula for computing the masking exponents λi:

λi = FH (H||yi||FH (M ||yi||δ)) .

Indeed, while opening a group signature, the dealer justi�es each value λi
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assigned to the opened group signature presenting the value ∆ = FH (M ||yi||δ),
from which it is computationally infeasible to compute the secret value δ.

4. Conclusion

The paper proposes a new group signature protocol characterized in dealer's par-
ticipating in the procedure of the signature generation. The described group sig-
nature protocol has the following merits:

- it uses the standard public key infrastructure;
- it is free from sharing any secret values;
- the set of signers can be easily changed.
In the considered implementation of the protocol the group signature size is

comparatively large, 3012 bits in the case of 128-bit security. This parameter
can be reduced to about 640 bits with using computations on elliptic curves to
implement the protocol like the described one, however it is a topic of individual
consideration.
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Sequentially dense �atness of semigroup acts

Leila Shahbaz

Abstract. s-dense monomorphisms and injectivity with respect to these monomorphisms were
�rst introduced and studied by Giuli for acts over the monoid (N∞, min). Ebrahimi, Mahmoudi,
Moghaddasi, and Shahbaz generalized these notions to acts over a general semigroup. In this
paper, we study �atness with respect to the class of s-dense monomorphisms. The theory of
�atness properties of acts over monoids has been of major interest over the past some decades,
but so far there are not any papers published on this subject that relate speci�cally to the class
of s-dense monomorphisms. We give some su�cient conditions for s-dense �atness of semigroup
acts. Also, we characterize a large number of semigroups over which s-dense �atness coincides
with �atness. This gives a useful criterion for �atness of acts over such semigroups. In fact it is
shown that the study of s-dense �atness is also useful in the study of ordinary �atness of acts.

1. Introduction

One of the very useful notions in many branches of mathematics as well as in
computer science is the notion of an action of a semigroup or a monoid on a set.
Let S be a semigroup. Recall that a right S-act or S-system denoted by AS , is
a set A together with a function λ : A × S → A, called the action of S (or the
S-action) on A, such that for each a ∈ A and s, t ∈ S (denoting λ(a, s) by as)
a(st) = (as)t. If S is a monoid with an identity e, we add the condition xe = x.
Analogously, a left S-act SA is de�ned.

A morphism f : AS → BS between right S-acts AS , BS is called an S-map if,
for each a ∈ A, s ∈ S, f(as) = f(a)s.

Since idA and the composite of two S-maps are S-maps, we have the category
Act-S (S-Act) of all right (left) S-acts and S-maps between them (for more
information about acts see [1] and [7]).

The study of �atness properties of acts over monoids was �rst considered in
the early 1970's by Mati Kilp and Bo Stenström as a way to generalize the notions
of �atness of modules to the non-additive setting. Since then many researchers
continued working in this subject that all culminated in [7].

The tensor functors are of as great importance in the theory of acts as they
are in the theory of modules.

2010 Mathematics Subject Classi�cation: 08A60, 18A20, 20M30, 20M50.
Keywords: s-dense �at, s-dense injective, s-dense monomorphism.
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Let A ∈ Act-S, B ∈ S-Act, and let υ be the smallest equivalence relation on
the set A×B generated by the pairs ((as, b), (a, sb)) for a ∈ A, b ∈ B, s ∈ S.

De�ne AS ⊗ SB := (A×B)/υ, and a⊗ b := [(a, b)]υ ∈ AS ⊗ SB, a ∈ A, b ∈ B.

In [7] the following results are proved for acts over monoids, but for semigroup
acts the proofs are similar.

Proposition 1.1. Take B ∈ S-Act and A =
∐

i∈I Ai ∈ Act-S with the injections
ui : Ai → A where Ai, i ∈ I, are right S-acts. Then

(
∐
i∈I

Ai)⊗B ∼=
Set∐
i∈I

(Ai ⊗B)

with the injections ui ⊗ idB , i ∈ I, where ui ⊗ idB(a⊗ b) = ui(a)⊗ idB(b).

Analogously, if B =
∐

i∈I Bi ∈ S-Act with the injections ui : Bi → B where
Bi, i ∈ I, are left S-acts and A ∈ Act-S then

A⊗ (
∐
i∈I

Bi) ∼=
Set∐
i∈I

(A⊗Bi)

with the injections idA ⊗ ui, i ∈ I.

De�nition 1.2. Let A be a right S-act, E2 = {0, 1} the left E-act for E = {1}
and 2A = Hom(EAS ,E 2) the left S-act where for any ϕ ∈ 2A and for any s ∈ S
the mapping sϕ is de�ned by (sϕ)(a) = ϕ(as) for any a ∈ A. The left S-act 2A is
called the character act of A.

De�nition 1.3. For A ∈ Act− S we have that A ⊗ − : S−Act −→ Set given
by M 7→ A⊗M and (g : M → M ′) 7→ (idA ⊗ g : A⊗M → A⊗M ′) is a covariant
functor.

Theorem 1.4. Let A be a right S-act. The functor A⊗− preserves the monomor-
phism i : SN → SM if and only if 2A is injective relative to the monomorphism
i.

2. s-dense �atness

In this section, we recall the class of s-dense monomorphisms needed to de�ne
s-dense �atness and then �atness with respect to this class of monomorphisms is
studied. The notion of s-dense monomorphisms was �rst de�ned in [6] and [8] for
acts over the monoid (N∞,min), and then generalized and studied in some other
papers.
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De�nition 2.1. A subact A of a left S-act B is said to be s-dense in B if Sb ⊆ A
for each b ∈ B. An S-map f : A → B is said to be s-dense if f(A) is an s-dense
subact of B.

Notice that in the case where S is a monoid, the only s-dense subact of an
S-act B is B itself, and the only s-dense monomorphisms are isomorphisms. So,
this notion makes more sense for semigroup acts than for monoid acts, or for acts
over the semigroup parts of the monoids of the form T = S1, in which an identity
is adjoined to the semigroup S.

De�nition 2.2. A right S-act A is called s-dense �at or s-�at if the functor A⊗−
takes s-dense monomorphisms of left S-acts to monomorphisms.

Lemma 2.3. Let {Ai : i ∈ I} be a family of right S-acts and AS =
∐

i∈I Ai.
Then AS is s-�at if and only if each Ai is s-�at.

Proof. It is similar to the case of usual �atness.

Lemma 2.4. A right S-act AS is s-�at if the functor A ⊗ − takes all s-dense
inclusions of left S-acts into inclusions, i.e., if SN is an s-dense subact of SM
and elements a ⊗m and a′ ⊗m′ are equal in A ⊗M then they are equal already
in A⊗N .

Proof. Let f : SN → SM be an s-dense monomorphism. Assume that a1 ⊗ n1,
a2 ⊗ n2 ∈ A ⊗ N are such that (idA ⊗ f)(a1 ⊗ n1) = (idA ⊗ f)(a2 ⊗ n2). Thus
a1 ⊗ f(n1) = a2 ⊗ f(n2) in A ⊗ M . It follows by hypothesis that a1 ⊗ f(n1) =
a2 ⊗ f(n2) already in A ⊗ Imf . Let g : Imf → N be an S-map such that
g ◦f = idN . Then a1⊗n1 = (idA⊗gf)(a1⊗n1) = (idA⊗g)((idA⊗f)(a1⊗n1)) =
(idA ⊗ g)((idA ⊗ f)(a2 ⊗ n2)) = (idA ⊗ gf)(a2 ⊗ n2) = a2 ⊗ n2. Thus idA ⊗ f is a
monomorphism. Hence A is s-�at.

Now we show the relation between s-�atness and s-injectivity (injectivity with
respect to s-dense monomorphisms).

Theorem 2.5. Let A be a right S-act. The functor A ⊗ − takes the s-dense
monomorphism i : SN → SM to a monomorphism if and only if 2A is s-injective
relative to the s-dense monomorphism i.

Proof. The proof is similar to the case of usual �atness.

Recall the following proposition from [9].

Proposition 2.6. For a semigroup S, the following are equivalent.

(i) All right (left) S-acts are s-injective.

(ii) S has a left (right) identity element.
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Recall that a right S-act A is called principally weakly �at if the functor A⊗−
preserves all embeddings of principal left ideals into S.

Remark 2.7. Each �at act is s-�at, but the converse is not true in general. For
example, let S = (N, .). Then AN = N tN\{1} N = {(1, x)}∪̇{N \ {1}}∪̇{(1, y)} is
not principally weakly �at by Example III.14.4 of [7] and so it is not �at. But since
S is a monoid, each S-act is s-injective by Proposition 2.6. So, 2AN is s-injective
and hence AN is s-�at by the above theorem.

Now, we apply the relationship between s-�atness and s-injectivity to obtain
su�cient conditions for s-�atness similar to the Baer-Skornjakov criterion for s-
injectivity.

First we recall the following theorem from [9].

Theorem 2.8. For a right S-act A, the following are equivalent.

(i) A is s-injective.

(ii) For every s-dense monomorphism h : B → cS1 to a cyclic act and every
S-map f : B → A there exists an S-map g : cS1 → A such that gh = f .

(iii) Every S-map f : cS → A from a cyclic act can be extended to f : cS1 → A.

(iv) Every S-map f : S → A can be extended to an S-map f : S1 → A.

(v) For every s-dense monomorphism h : B → B ∪ cS1 to a singly generated
extension of B and every S-map f : B → A there exists an S-map g from
B ∪ cS1 to A such that gh = f .

Proposition 2.9. Let A be a right S-act. Then the following conditions are
equivalent.

(i) A is s-�at.

(ii) The functor A⊗− takes all s-dense embeddings of left S-acts into cyclic left
S-acts to monomorphisms.

(iii) The functor A⊗− takes an inclusion ScS ↪→ ScS1 to a monomorphism.

(iv) The functor A⊗− takes all s-dense monomorphisms h : SB → S(B ∪ cS1)
into a singly generated extension of SB to monomorphisms.

(v) The functor A⊗− takes an inclusion SS → SS1 to a monomorphism.

Proof. (i) ⇒ (ii), (i) ⇒ (iii), (i) ⇒ (iv), (i) ⇒ (v) are clear.
(ii) ⇒ (i) Let the functor A ⊗ − take all s-dense embeddings of left S-acts

into cyclic left S-acts to monomorphisms. By Theorem 2.5 we get that S2A is
s-injective relative to all s-dense embeddings of left S-acts into cyclic left S-acts.
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Now by Theorem 2.8, S2A is s-injective. Applying once more Theorem 2.5, one
gets that A is s-�at.

(iii) ⇒ (i) Let the functor A⊗− take ScS ↪→ ScS1 to a monomorphism. By
Theorem 2.5, S2A is s-injective relative to ScS ↪→ ScS1 and so by Theorem 2.8,
it is s-injective. Applying once more Theorem 2.5, one gets that A is s-�at.

(iv) ⇒ (i) Let the functor A ⊗ − take all s-dense monomorphisms h : SB →
S(B ∪ cS1) into a singly generated extension of SB to monomorphisms. By The-
orem 2.5, S2A is s-injective relative to all s-dense monomorphisms h : SB →
S(B ∪ cS1). Thus by Theorem 2.8, S2A is s-injective. Applying once more Theo-
rem 2.5, one gets that A is s-�at.

(v) ⇒ (i) Let the functor A⊗− take an inclusion SS ↪→ SS1 to a monomor-
phism. By Theorem 2.5, S2A is s-injective relative to an inclusion SS ↪→ SS1.
Thus by Theorem 2.8, S2A is s-injective. Applying once more Theorem 2.5, one
gets that A is s-�at.

Now we characterize semigroups over which all S-acts are s-�at.

De�nition 2.10. A semigroup S is called right absolutely s-�at if all right S-acts
are s-�at.

Proposition 2.11. Let S be a semigroup with a right identity element. Then S
is right absolutely s-�at.

Proof. Since S has a right identity element thus each left S-act is s-injective by
Proposition 2.6. Then for every S-act AS , S2A is s-injective. Thus AS is s-�at by
Theorem 2.5.

Now, we characterize a large number of semigroups over which s-dense �atness
coincides with �atness. This gives a useful criterion for �atness of acts over such
semigroups.

Theorem 2.12. If S is a(n)

(i) semigroup for which (Idr(S),∩,∪) is a Boolean algebra, or

(ii) left (right) zero semigroup, or

(iii) cyclic semigroup, or

(iv) zero semigroup, or

(v) idempotent semigroup each of whose proper right ideals is generated by a
central idempotent, or

(vi) lattice considered as a semigroup with ∧ as its binary operation each of whose
proper right ideals is a complete sublattice, or

(vii) �nite chain considered as a semigroup, or
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(viii) Cli�ord semigroup each of whose proper non-empty ideals is principal

then each s-�at S-act is �at.

Proof. Let A be an s-�at right S-act. Then by Theorem 2.5, S2A is s-injective.
Since by [3] each s-injective act over one of the above semigroups is injective thus

S2A is injective. Now, by Theorem 1.4, A is �at.

Theorem 2.13. Each s-�at projection algebra (S-act over the monoid (N∞,min))
is �at.

Proof. The proof is similar to the proof of the above theorem, because every s-
injective projection algebra is injective by Theorem 3.19 of [8].
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Pentagonal quasigroups

Stipe Vidak

Abstract. The concept of pentagonal quasigroup is introduced as IM-quasigroup satisfying
the additional property of pentagonality. Some basic identities which are valid in a general
pentagonal quasigroup are proved. Four di�erent models for pentagonal quasigroups and their
mutual relations are studied. Geometric interpretations of some properties and identities are
given in the model C(q), where q is a solution of the equation q4 − 3q3 + 4q2 − 2q + 1 = 0.

1. Introduction

A quasigroup (Q, ·) is called IM-quasigroup if it satis�es the identities of idempo-
tency and mediality :

aa = a (1)

ab · cd = ac · bd. (2)

Immediate consequences of these identities are the identities known as elastic-
ity, left distributivity and right distributivity :

ab · a = a · ba, (3)

a · bc = ab · ac, (4)

ab · c = ac · bc. (5)

Adding an additional identity to identities of idempotency and mediality some
interesting subclasses of IM-quasigroups can be de�ned. For example, adding the
identity a(ab ·b) = b golden section quasigroup or GS-quasigroup is de�ned (see [9],
[2]). Adding the identity of semi-symmetricity, ab · a = b, hexagonal quasigroup is
de�ned (see [10], [1]).

In this paper we study IM-quasigroups satisfying the identity of pentagonality :

(ab · a)b · a = b. (6)

Such quasigroups are called pentagonal quasigroups.

2010 Mathematics Subject Classi�cation: 20N05
Keywords: IM-quasigroup, regular pentagon.
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Example 1.1. Let (F,+, ·) be a �eld such that the equation

q4 − 3q3 + 4q2 − 2q + 1 = 0 (7)

has a solution in F . If q is a solution of (7), we de�ne binary operation ∗ on F by

a ∗ b = (1− q)a+ qb. (8)

Then (F, ∗) is a pentagonal quasigroup.

Idempoteny follows trivially:

a ∗ a = (1− q)a+ qa = a.

To prove mediality, we write

(a ∗ b) ∗ (c ∗ d) = ((1− q)a+ qb) ∗ ((1− q)c+ qd)
= (1− q)((1− q)a+ qb) + q((1− q)c+ qd)

= (1− q)2a+ q(1− q)b+ q(1− q)c+ q2d.

This expression remains unchanged applying b↔ c and we conclude that

(a ∗ b) ∗ (c ∗ d) = (a ∗ c) ∗ (b ∗ d).

Since

(((a ∗ b) ∗ a) ∗ b) ∗ a = (1− q)((a ∗ b) ∗ a)b+ qa

= (1− q)((1− q)((a ∗ b) ∗ a) + qb) + qa

= (1− q)2((a ∗ b) ∗ a) + (1− q)qb+ qa

= (1− q)2((1− q)(a ∗ b) + qa) + (1− q)qb+ qa

= (1− q)3(a ∗ b) + (1− q)2qa+ (1− q)qb+ qa

= (1− q)4a+ (1− q)3qb+ (1− q)2qa+ (1− q)qb+ qa

= (q4 − 3q3 + 4q2 − 2q + 1)a+ (−q4 + 3q3 − 4q2 + 2q)b,

using (7) we get
(((a ∗ b) ∗ a) ∗ b) ∗ a = b,

which proves pentagonality.

Example 1.2. We put F = C in the previous example, and q is a solution of the
equation (7). Since we are in the set C, that equation has four complex solutions.
These are:

q1,2 =
1
4
(3 +

√
5± i

√
2(5 +

√
5))i,

q3,4 =
1
4
(3−

√
5± i

√
2(5−

√
5)).
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Now C(q) = (C, ∗), where q ∈ {q1, q2, q3, q4}, and ∗ is de�ned by

a ∗ b = (1− q)a+ qb

is also a pentagonal quasigroup.

Previous example C(q) motivates the introduction of many geometric concepts
in pentagonal quasigroups. We can regard elements of the set C as points of the
Euclidean plane. For any two di�erent points a, b ∈ C the equality (8) can be
written in the form

a ∗ b− a

b− a
=
q − 0
1− 0

.

Figure 1. Right distributivity (5) in C(q1)

That means that the points a, b and a ∗ b are vertices of a triangle directly
similar to the triangle with vertices 0, 1 and q. In C(q1) the point a ∗ b is the
third vertex of the regular pentagon determined by adjacent vertices a and b.
Any identity in the pentagonal quasigroup C(q) = (C, ∗) can be interpreted as a
theorem of the Euclidean geometry which can be proved directly, but the theory
of pentagonal quasigroups gives a better insight into the mutual relations of such
theorems. Figure 1 gives an illustration of the right distributivity (5).

In this paper we study di�erent identities in pentagonal quasigroups and their
mutual relations. We prove Toyoda-like representation theorem for pentagonal
quasigroups, where they are caracterized in terms of Abelian groups with a certain
type of automorphism. In the last section, motivated by quasigroups C(qi), i =
1, 2, 3, 4, we study four di�erent models for pentagonal quasigroups.
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2. Basic properties and identities

In pentagonal quasigroups, along with pentagonality and the identities which are
valid in any IM-quasigroup, some other very useful identities hold.

Theorem 2.1. In the IM-quasigroup (Q, ·) identity (6) and the identities

(ab · a)c · a = bc · b, (9)

(ab · a)a · a = ba · b, (10)

ab · (ba · a)a = b (11)

are mutually equivalent and they imply the identity

a(b · (ba · a)a) · a = b (12)

for every a, b, c ∈ Q.

Proof. First, we prove (6) ⇔ (9). We have

bc · b (6)
= bc · ((ab · a)b · a) (2)

= (b · (ab · a)b) · ca (3)
= (b(ab · a) · b) · ca

(2)
= (b(ab · a) · c) · ba (5)

= (bc · (ab · a)c) · ba (2)
= (bc · b) · ((ab · a)c · a)

Since we have bc · b (1)
= (bc · b) · (bc · b) and

(bc · b) · ((ab · a)c · a) = (bc · b) · (bc · b),

using cancellation in the quasigroup we get (ab · a)c · a = bc · b.

Then, we prove (6) ⇔ (10). We have

ba · b (6)
= ba · ((ab · a)b · a) (2)

= (b · (ab · a)b) · aa (3)
= (b(ab · a) · b) · aa

(2)
= (b(ab · a) · a) · ba (5)

= (ba · (ab · a)a) · ba (2)
= (ba · b) · ((ab · a)a · a)

Since we have ba · b (1)
= (ba · b) · (ba · b) and

(ba · b) · ((ab · a)a · a) = (ba · b) · (ba · b),

cancellation again gives (ab · a)a · a = ba · b.

Next, we prove (6) ⇔ (11):

ab · (ba · a)a (2)
= a(ba · a) · ba (3)

= (ab · a)a · ba (5)
= (ab · a)b · a.
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It remains to prove (6), (10) ⇒ (12). We get successively:

a(b · (ba · a)a) · a (4)
= (ab · (a · (ba · a)a))a (3)

= (ab · ((ab · a)a · a))a
(10)
= (ab · (ba · b))a (5)

= (a · ba)b · a (3)
= (ab · a)b · a (6)

= b.

The identity (9) generalises identity (6), so it is called generalised pentagonality.

In a pentagonal quasigroup (Q, ·) it is often very useful to know how to "solve
the equations" of the types ax = b and ya = b for given a, b ∈ Q. The next
theorem follows immediately from the identities (12) and (6).

Theorem 2.2. In the pentagonal quasigroup (Q, ·) for a, b ∈ Q the following
implications hold:

ax = b ⇒ x = (b · (ba · a)a)a,
ya = b ⇒ y = (ab · a)b.

3. Representation theorem

A more general example of the pentagonal quasigroup C(q), where q is a solution
of the equation (7) can be obtained by taking an Abelian group (Q,+) with an
automorphism ϕ which satis�es

ϕ4 − 3ϕ3 + 4ϕ2 − 2ϕ+ 1 = 0. (13)

The equation ax = b is equivalent with

a+ ϕ(x− a) = b,

ϕ(x) = ϕ(a) + b− a,

x = a+ ϕ−1(b− a),

which means that ax = b has the unique solution.
The equation ya = b is equivalent with

y + ϕ(a− y) = b,

y − ϕ(y) = b− ϕ(a).

Let us check that y0 = a + 2ϕ(b − a) − 2ϕ2(b − a) + ϕ3(b − a) satis�es the last
equality:

y0 − ϕ(y0) =
= a+ 2ϕ(b)− 2ϕ(a)− 2ϕ2(b) + 2ϕ2(a) + ϕ3(b)− ϕ3(a)
−ϕ(a)− 2ϕ2(b) + 2ϕ2(a) + 2ϕ3(b)− 2ϕ3(a)− ϕ4(b) + ϕ4(a)
= (a− 3ϕ(a) + 4ϕ2(a)− 3ϕ3(a) + ϕ4(a)) + (2ϕ(b)− 4ϕ2(b) + 3ϕ3(b)− ϕ4(b))
(1)
= −ϕ(a) + b = b− ϕ(a).
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Now let us assume that there exist y1, y2 ∈ Q such that y1a = b and y2a = b.
That means that we have

y1a = y2a

y1 + ϕ(y1)− ϕ(a) = y2 + ϕ(y2)− ϕ(a)
(1 + ϕ)(y1) = (1 + ϕ)(y2).

Applying automorphism ϕ and multiplying by constants we get

(1 + ϕ)(y1) = (1 + ϕ)(y2)

−3(ϕ+ ϕ2)(y1) = −3(ϕ+ ϕ2)(y2)

7(ϕ2 + ϕ3)(y1) = 7(ϕ2 + ϕ3)(y2)

−10(ϕ3 + ϕ4)(y1) = −10(ϕ3 + ϕ4)(y2)

11(ϕ4 + ϕ5)(y1) = 11(ϕ4 + ϕ5)(y2).

Adding up all these equalities we get

(1− 2ϕ+ 4ϕ2 − 3ϕ3 + ϕ4 + 11ϕ5)(y1) = (1− 2ϕ+ 4ϕ2 − 3ϕ3 + ϕ4 + 11ϕ5)(y2),

from which using (13) and dividing by 11 we get ϕ5(y1) = ϕ5(y2). Since ϕ is
an automorphism, so is ϕ5, and we can conclude y1 = y2. That shows that the
equation ya = b has the unique solution. Hence, (Q, ·) is a quasigroup.
Since a · a = a+ ϕ(0) = a, idempotency is valid. Moreover,

ab · cd = (a+ ϕ(b− a)) · (c+ ϕ(d− c))
= a+ ϕ(b− a) + ϕ(c+ ϕ(d− c)− (a+ ϕ(b− a)))
= a+ ϕ(b− a+ c− a) + ϕ(ϕ(d− c− b+ a))

Interchanging b and c that expression remains unchanged, which gives mediality.
If we put a · b = a+ ϕ(b− a), we get successively:

ab · a = a+ ϕ(b− a) + ϕ(a− a− ϕ(b− a))

= a+ ϕ(b− a)− ϕ2(b− a),

(ab · a)b = a+ ϕ(b− a)− ϕ2(b− a) + ϕ(b− a− ϕ(b− a) + ϕ2(b− a))

= a+ ϕ(b− a)− ϕ2(b− a) + ϕ(b− a)− ϕ2(b− a) + ϕ3(b− a)

= a+ 2ϕ(b− a)− 2ϕ2(b− a) + ϕ3(b− a),

(ab · a)b · a = a+ 2ϕ(b− a)− 2ϕ2(b− a) + ϕ3(b− a)

+ ϕ(a− a− 2ϕ(b− a) + 2ϕ2(b− a)− ϕ3(b− a))

= a+ 2ϕ(b− a)− 2ϕ2(b− a) + ϕ3(b− a)− 2ϕ2(b− a)

+ 2ϕ3(b− a)− ϕ4(b− a)

= a+ 2ϕ(b− a)− 4ϕ2(b− a) + 3ϕ3(b− a)− ϕ4(b− a)
(13)
= b.
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That proves pentagonality in (Q, ·).

Based on Toyoda's representation theorem [4], next theorem shows that this is
in fact the most general example of pentagonal quasigroups.

Figure 2. Four characteristic triangles for pentagonal quasigroups

Theorem 3.1. For every pentagonal quasigroup (Q, ·) there is an Abelian group
(Q,+) with an automorphism ϕ such that (13) and a · b = a + ϕ(b − a) for all
a, b ∈ Q.

Proof. Since (Q, ·) is a pentagonal quasigroup, it is also an IM-quasigroup. Ac-
cording to the version of Toyoda's theorem for IM-quasigroups, there is an Abelian
group (Q,+) with an automorphism ϕ such that a ·b = a+ϕ(b−a) for all a, b ∈ Q.
The identity of pentagonality (6) is equivalent to (13), which is proved by compu-
tation done prior to this theorem.

4. Four models for pentagonal quasigroups

Depending on the choice of q ∈ {q1, q2, q3, q4} and if we regard complex numbers
as points of the Euclidean plane, we can get four di�erent characteristic triangles
in C(q) with vertices 0, 1 and qi, i = 1, 2, 3, 4, see Figure 2. Each of the C(qi),
i = 1, 2, 3, 4, gives one model for pentagonal quasigroups.

Points q1 and q2 are the third vertices of two regular pentagons determined by
its two adjacent vertices 0 and 1, while q3 and q4 are intersection points of two
diagonals of the same two pentagons.

Let us observe a pentagonal quasigroup (Q, ·) in the model C(q1). In the Figure
3 we can spot characteristic triangles from the models C(q2), C(q3) and C(q4).
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Figure 3. Models for pentagonal quasigroups
Characteristic triangle of the model C(q2) has vertices a, b and (ba · b)a. We

will denote
a ◦ b = (ba · b)a.

Characteristic triangle of the model C(q3) has vertices a, b and b · (ba · a)a. We
will denote

a ∗ b = b · (ba · a)a.
Characteristic triangle of the model C(q4) has vertices a, b and (ab · b)b. We will
denote

a � b = (ab · b)b.
The main goal of this section is to prove that (Q, ◦), (Q, ∗) i (Q, �) are also pen-
tagonal quasigroups. It will be enough to prove that if (Q, ·) is a pentagonal
quasigroup, then so is (Q, ∗), because we will show

b ∗ (((b ∗ a) ∗ a) ∗ a) = (ba · b)a = a ◦ b,

b ◦ (((b ◦ a) ◦ a) ◦ a) = (ab · b)b = a � b.
b � (((b � a) � a) � a) = ab.

In a quasigroup (Q, ·) operations of left and right division are de�ned by

a\c = b ⇔ ab = c ⇔ c/b = a.

Formula is an expression built up from variables using the operations ·, \ and /.
More precisely:

(1) elements of the set Q (variables) are formulae;

(2) if ϕ and ψ are formulae, then so are ϕ · ψ, ϕ\ψ and ϕ/ψ.

A formula ϕ containing at most two variables gives rise to a new binary operation
Q×Q→ Q, which will also be denoted by ϕ.

In [3] the next corollary was proved. We will use it in the proof of the next
theorem.
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Corollary 4.1. If (Q, ·) is a medial quasigroup, then binary operation de�ned by
the formula ϕ is also medial.

Theorem 4.2. Let (Q, ·) be a pentagonal quasigroup and let ∗ : Q×Q→ Q be a
binary operation de�ned by

a ∗ b = b · (ba · a)a.

Then (Q, ∗) is a pentagonal quasigroup.

Proof. First we prove that (Q, ∗) is a quasigroup, i.e., that for given a, b ∈ Q there
exist unique x, y ∈ Q such that a∗x = b and y ∗a = b. If we put x = ab ·a, we get

a ∗ x = x · (xa · a)a = (ab · a) · ((ab · a)a · a)a (10)
= (ab · a) · (ba · b)a

(5)
= (ab · (ba · b))a (5)

= (a · ba)b · a (3)
= (ab · a)b · a (6)

= b.

Let us now assume that there exist x1, x2 ∈ Q such that a ∗ x1 = a ∗ x2. That
means that we have

x1 · (x1a · a)a = x2 · (x2a · a)a.
Multiplying by a from the left and applying (4) we get

ax1 · (a · (x1a · a)a) = ax2 · (a · (x2a · a)a).

Now using (3) and (10) we get

ax1 · (x1a · x1) = ax2 · (x2a · x2).

After applying (5) and (3) the equality becomes

(ax1 · a)x1 = (ax2 · a)x2,

so multiplying from the right by a and using (6), we �nally get x1 = x2.
If we now put y = (ba · a)a, we get

y ∗ a = a · (ay · y)y = a(((a · (ba · a)a) · (ba · a)a) · (ba · a)a)
(3),(10)

= a(((ba · b) · (ba · a)a) · (ba · a)a)
(2)
= a(((ba · (ba · a)) · ba) · (ba · a)a) (5)

= a(((b · ba)a · ba) · (ba · a)a)
(5)
= a(((b · ba)b · a) · (ba · a)a) (5)

= a · ((b · ba)b · (ba · a))a
(2)
= a · (((b · ba) · ba) · ba)a (4)

= a · (b(ba · a) · ba)a (4),(3)
= a(b · (ba · a)a) · a

(4),(3),(10)
= (ab · (ba · b))a (5)

= (a · ba)b · a (3)
= (ab · a)b · a (6)

= b.

Let us now assume that there exist y1, y2 ∈ Q such that y1 ∗ a = y2 ∗ a. We get

a · (ay1 · y1)y1 = a · (ay2 · y2)y2.
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Using cancellation we get

(ay1 · y1)y1 = (ay2 · y2)y2.

Multiplying by y1a from the left and using (11) we get

a = y1a · (ay2 · y2)y2.

Applying (11) once again gives

y2a · (ay2 · y2)y2 = y1a · (ay2 · y2)y2,

wherefrom cancelling �rst with (ay2 ·y2)y2 and then with a, we �nally get y2 = y1.
Idempotency of ∗ follows immediately from idempotency of ·.
Mediality of ∗ follows from Corollary 4.1 by putting ϕ = ∗.
Let us now prove (a ∗ b) ∗ a = (a · (ab · b)b)b.

(a ∗ b) ∗ a = a · (a(a ∗ b) · (a ∗ b))(a ∗ b)
= a · (a(b · (ba · a)a) · (b · (ba · a)a))(b · (ba · a)a)
(4),(3),(10)

= a · ((ab · (ba · b)) · (b · (ba · a)a))(b · (ba · a)a)
(4),(3)

= a · ((ab · a)b · (b · (ba · a)a))(b · (ba · a)a)
(4),(3),(10)

= (a · (ab · a)b)(ab · (ba · b)) · (ab · (ba · b))
(4),(3)

= ((a · (ab · a)b) · (ab · a)b) · (ab · a)b
(2)
= ((a · (ab · a)b) · (ab · a))((ab · a)b · b)
(2),(6)

= (a · ab)b · ((ab · a)b · b)
(5)
= ((a · ab) · (ab · a)b)b (2)

= (a(ab · a) · (ab · b))b
(3)
= ((a · ab)a · (ab · b))b (2)

= (((a · ab) · ab) · ab)b
(4)
= (a(ab · b) · ab)b (4)

= (a · (ab · b)b)b

Now we prove ((a ∗ b) ∗ a) ∗ b = (ba · a)a. Let us denote c = (a ∗ b) ∗ a. We have

((a ∗ b) ∗ a) ∗ b = b · (bc · c)c
= b(((b · (a · (ab · b)b)b) · (a · (ab · b)b)b) · (a · (ab · b)b)b)
(3)
= b(((b(a · (ab · b)b) · b) · (a · (ab · b)b)b) · (a · (ab · b)b)b)
(4)
= b((((ba · (b · (ab · b)b)) · b) · (a · (ab · b)b)b) · (a · (ab · b)b)b)
(4),(11)

= b((((ba · b)a · b) · (a · (ab · b)b)b) · (a · (ab · b)b)b)
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(6)
= b((a · (a · (ab · b)b)b) · (a · (ab · b)b)b)
(4),(1)

= (ba · (ba · (b · (ab · b)b))b) · (ba · (b · (ab · b)b))b
(4),(11)

= (ba · ((ba · b)a · b))((ba · b)a · b) (6)
= (ba · a)a.

Finally, we prove (((a ∗ b) ∗ a) ∗ b) ∗ a = b. If we put d = ((a ∗ b) ∗ a) ∗ b, we have

(((a ∗ b) ∗ a) ∗ b) ∗ a = a · (ad · d)d
= a(((a · (ba · a)a) · (ba · a)a) · (ba · a)a)
(3)
= a((((ab · a)a · a) · (ba · a)a) · (ba · a)a)
(10)
= a(((ba · b) · (ba · a)a) · (ba · a)a)
(3)
= a(((b · ab) · (ba · a)a) · (ba · a)a)
(5),(11)

= a((b · (ba · a)a)b · (ba · a)a)
(4)
= ((ab · (a · (ba · a)a)) · ab)(a · (ba · a)a)
(4),(11),(3)

= ((ab · a)b · ab)((ab · a)a · a)
(5)
= ((ab · a)a · b)((ab · a)a · a)
(4)
= (ab · a)a · ba (5)

= (ab · a)b · a (6)
= b.

In the end we state three more theorems which express multiplications in quasi-
groups (Q, ∗), (Q, ◦) and (Q, �) in terms of multiplication in quasigroup (Q, ·).
First statements in these theorems follow immediately from Theorem 4.2. Second
statements can be proved by rather tedious calculations similar to those in the
proof of Theorem 4.2 or using some automated theorem prover. We omit these
proofs in this paper.

Theorem 4.3. Let (Q, ∗) be a pentagonal quasigroup and let ◦ : Q×Q→ Q be a
binary operation de�ned by

a ◦ b = b ∗ (((b ∗ a) ∗ a) ∗ a).

Then (Q, ◦) is a pentagonal quasigroup. Furthermore

a ◦ b = (ba · b)a.

Theorem 4.4. Let (Q, ◦) be a pentagonal quasigroup and let � : Q×Q→ Q be a
binary operation de�ned by

a � b = b ◦ (((b ◦ a) ◦ a) ◦ a).
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Then (Q, �) is a pentagonal quasigroup. Furthermore

a � b = (ab · b)b.

Theorem 4.5. Let (Q, �) be a pentagonal quasigroup and let � : Q×Q→ Q be a
binary operation de�ned by

a� b = b � (((b � a) � a) � a).

Then (Q,�) is a pentagonal quasigroup. Furthermore

a� b = ab.
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