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On B-algebras and quasigroups

Jung R. Cho and Hee Sik Kim

Abstract

In this paper we discuss further relations between B-algebras and quasigroups.

1. Introduction

Y. Imai and K. Iséki introduced two classes of abstract algebras: BCK-
algebras and BCI-algebras ([2, 3]). It is known that the class of BCK-
algebras is a proper subclass of the class of BCI-algebras. In [4, 5] Q. P.
Hu and X. Li introduced a wide class of abstract algebras: BCH-algebras.
They have shown that the class of BCI-algebras is a proper subclass of
the class of BCH-algebras. J. Neggers and H. S. Kim introduced in [8]
the notion of d-algebras, i.e. algebras satisfying (1) xx = 0, (5) 0x = 0,
(6) xy = 0 and yx = 0 imply x = y, which is another useful gene-
ralization of BCK-algebras, and then they investigated several relations
between d-algebras and BCK-algebras as well as some other interesting
relations between d-algebras and oriented digraphs. Recently, Y. B. Jun,
E. H. Roh and H. S. Kim introduced in [6] a new notion, called an BH-
algebra, determined by (1), (2) x0 = x and (6), which is a generalization
of BCH/BCI/BCK-algebras. They also defined the notions of ideals and
boundedness in BH-algebras, and showed that there is a maximal ideal
in bounded BH-algebras. J. Neggers and H. S. Kim introduced in [9] and
investigated a class of algebras which is related to several classes of algebras
of interest such as BCH/BCI/BCK-algebras and which seems to have
rather nice properties without being excessively complicated otherwise. In
this paper we discuss further relations between B-algebras and other topics,
especially quasigroups. This is a continuation of [9].
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2. Preliminaries

A B-algebra is a non-empty set X with a constant 0 and a binary operation
“·" (denoted by juxtaposition) satisfying the following axioms:

(1) xx = 0,
(2) x0 = x,
(3) (xy)z = x(z(0y))

for all x, y, z ∈ X.

Example 2.1. It is easy to see that X = {0, 1, 2, 3, 4, 5} with the multipli-
cation:

· 0 1 2 3 4 5
0 0 2 1 3 4 5
1 1 0 2 4 5 3
2 2 1 0 5 3 4
3 3 4 5 0 2 1
4 4 5 3 1 0 2
5 5 3 4 2 1 0

is a B-algebra.

The following result is proved in [9].

Proposition 2.2. If (X; ·, 0) is a B-algebra, then

(i) x(yz) = (x(0z))y,
(ii) (xy)(0y) = x,

(iii) xz = yz implies x = y

for all x, y, z ∈ X.

A B-algebra (X; ·, 0) is said to be 0-commutative if x(0y) = y(0x) for
any x, y ∈ X.

The B-algebra from the above example is not 0-commutative, since we
have 3 · (0 · 4) = 2 6= 1 = 4 · (0 · 3). A simple example of a 0-commutative
B-algebra is a Boolean group. It is not difficult to see that a B-algebra is
a Boolean group iff it satisfies one from the following identities: 0x = x,
xy = yx, (xy)z = x(yz).
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3. B-algebras and quasigroups

Lemma 3.1. Let (X; ·, 0) be a B-algebra. Then for all x, y ∈ X

(i) xy = 0 implies x = y,
(ii) 0x = 0y implies x = y,

(iii) 0(0x) = x.

Proof. (i) Trivially follows from Proposition 2.2 (iii) and the fact that
0 = yy.
(ii) If 0x = 0y, then

0 = xx = (xx)0 = x(0(0x)) = x(0(0y)) = (xy)0 = xy ,

and hence x = y by (i).
(iii) For any x ∈ X, since 0x = (0x)0 = 0(0(0x)) by (ii), we have
x = 0(0x).

Theorem 3.2. In any B-algebra the left cancellation law holds.

Proof. Assume that xy = xz. Then 0(xy) = 0(xz). By Proposition 2.2 (i),
we obtain that (0(0y))x = (0(0z))x. By Lemma 3.1 (iii) we have yx = zx.
Hence y = z by Proposition 2.2 (iii).

Let La and Ra be the left and right translation of X (respectively), i.e.
let La(x) = ax and Ra(x) = xa for all x ∈ X.

Lemma 3.3. If (X; ·, 0) is a B-algebra, then

(i) L0 is a bijection,
(ii) R0 = R−1

0 = idX ,
(iii) La and Ra are injective for all a ∈ X,
(iv) L−1

0 (0 · x) = L−1
0 (L0(x)) = x and

0 · (L−1
0 (x)) = L0(L−1

0 (x)) = x for x ∈ X.

Proof. (i) Since 0(0x) = x, L2
0 = idX and so L0 is a bijection.

(ii) is a consequence of (2).
(iii) follows from Proposition 2.2 (iii) and Theorem 3.2.

Lemma 3.4. La and Ra are surjective for all a ∈ X.
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Proof. Let c ∈ X. Putting b = (L−1
0 (c)) · (0 · a), we obtain

La(b) = La(L−1
0 (c) · (0 · a)) = a · (L−1

0 (c) · (0 · a))
= (a · a) · (L−1

0 (c))) = 0 · (L−1
0 (c)) = c.

Thus La is surjective.

Similarly, for b = c · (L−1
0 (a)) we have

Ra(b) = Ra((c · (L−1
0 (a)) = (c · (L−1

0 (a))) · a
= (c · (L−1

0 (a))) · (0 · (L−1
0 (a))) = c.

by Proposition 2.2 (ii). Hence Ra is surjective.

Theorem 3.5. Every B-algebra is a quasigroup.

Proof. By Lemma 3.3 (iii) and Lemma 3.4.

Proposition 3.6. A B-algebra (X; ·, 0) satisfies the identity (yx)x = y
if and only if it is a loop and 0 is its neutral element.

Proof. If a B-algebra (X; ·, 0) satisfies the identity (yx)x = y, then putting
y = 0 in this identity we have (0x)x = 0, which by Lemma 3.1 (i) gives
0x = x. Hence 0 is the neutral element of (X; ·, 0). By Theorem 3.5
(X; ·, 0) is a loop.

Conversely, if 0 is the neutral element of a B-algebra (X; ·, 0), then

(yx)x = y(x(0x)) = y(xx) = y0 = y

for all x, y ∈ X. This proves the proposition.

Theorem 3.7. A B-algebra satisfies the identity x(xy) = y if and only if
it is 0-commutative.

Proof. If a B-algebra (X; ·, 0) satisfies the identity x(xy) = y, then

(x(0y))y = x(y(0(0y))) = x(yy) = x0 = x = y(yx)
= y(y(0(0x))) = (y(0x))y .

Hence we have (x(0y))y = (y(0x))y. Then, by the right cancellation law,
we obtain x(0y) = y(0x).
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The converse statement is proved in [9].

Remark. A B-algebra satisfying the identity x(xy) = y is not, in general,
a loop. Indeed, if (G,+, 0) is an abelian group, then G with the operation
x · y = x − y is an example of a 0-commutative B-algebra, which satisfies
this identity but it is not a loop.
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Non-associative algebraic system in cryptology.
Protection against "meet in the middle" attack

József Dénes and Tamás Dénes

Abstract

In this paper we shall mention an algorithm of zero knowledge proof based on Latin
squares. We shall de�ne the DLm(n) type Latin squares, which have a further property
that is stronger than the pan-Hamiltonian squares: Every pair of DLm(n) rows and
columns is a cycle of length n, if n is prime.

1. Basic notions
In general the cryptology is based on �elds which are commutative and asso-
ciative. There is a method which studies the evolution of di�erences during
encryption of pairs of plaintexts, and derives the most likely keys from a
pool of many pairs. It is called di�erential cryptanalysis. Di�erential crypt-
analysis can also be used to �nd collisions in "hash" functions. For DES
(Data Encryption Standard) like cryptosystems the di�erences are usually
in terms of exclusive or of the intermediate data in the pair. Di�erential
cryptanalysis might apply "meet in the middle attack" (introduced in [2]).

De�nition 1.1. Meet in the Middle Attack: An attack in which the evolu-
tion of the data is studied from both directions: from the plaintext forwards
towards an intermediate round and from the ciphertext backwards towards
the same intermediate round. If the results at the intermediate round are
not the same in both directions, then the tested value of the key is not the
real value. If both results are the same in several encryptions, then the
tested value of the key is the real value with high probability.

2000 Mathematics Subject Classi�cation: 20N05
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Details in cryptography one can learn e.g. [14]. The Latin squares are
the tools for generalizations of �nite �eld (see [6]).

De�nition 1.2. A �nite set J on which two binary operations are de�ned
(+) and (•) such J is a loop with respect to the operation (+) with identity
element 0 say, J\{0} is a group with respect to the operation (•) and for
which for all a, b, c ∈ J the following distributive laws

a(b + c) = ab + ac and (b + c)a = ba + ca

hold, is called a neo�eld.

A neo�eld is not necessarily commutative or associative. Neo�elds can
be applied in cryptology (see [6]). Neo�elds were �rst introduced by L. J.
Paige in 1949. In [3] the applications of algebraic systems without associa-
tivity and commutativity has been predicted to apply in the future.

The number of Latin squares without associativity and commutativity
is much larger than group tables (see e.g. [1]).

The cryptosystems based on quasigroups are as follows: equipment of
hardware encryption (patent [8], theoretical construction [4], [7]), hash func-
tion (see [5]), transposition cipher (see [10]) and Hamming distances (see
[11]). A cipher system based on neo�eld (see [6]).

In the remaining part of the this paper we shall mention an algorithm
of zero knowledge proof based on Latin squares.

2. Zero knowledge protocol
The classical method of authenticating a person by means of a machine is the
use of a password (PIN number). There are many problems involved with
the improper use of passwords. More sophisticated than simple passwords
the challenge-and-response protocol.

It's hard to believe, but procedures exist that enable user A to convince
user B that he knows a secret without giving B the faintest idea of what
the secret is. Such procedures are naturally enough called zero knowledge
protocols.

Jean-Jacques Quisquater and Louis Guillou explain zero-knowledge with
a story about a cave (see [13]). The cave, illustrated in Figure 1. has a
secret.

Someone who knows the magic words can open the secret door between
C and D. To everyone else, both passages lead to dead ends.
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Peggy knows the secret of the cave. She wants to prove her knowledge
to Victor, but she doesn't want to reveal the magic words. Here's how she
convinces him:

(1) Victor stands at point A.
(2) Peggy walks all the way into the cave, either to point C or point D.
(3) After Peggy has disappeared into the cave, Victor walks to point B.
(4) Victor shouts to Peggy, asking her either to:

(a) come out of the left passage or
(b) come out of the right passage.

(5) Peggy complies, using the magic words to open the secret door if
she has to.

(6) Peggy and Victor repeat steps (1) through (5) n times.

A

B

C D

Figure 1.

3. DD algorithm
Assume the users (u1, u2, ..., uk) form a network. ui has public-key Lui , L

′
ui

(denote two isotopic Latin squares at order n and secret-key Iui (denotes
the isotopism of Lui upon L

′
ui
). ui wants to prove identity for uj but he
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doesn't want to reveal the secret-key (zero-knowledge proof).

1. ui randomly permutes Lui to produce another Latin square H.
2. ui sends H to uj .
3. uj asks ui either to:

a. prove that H and L
′
ui

are isotopic,
b. prove that H and Lui are isotopic.

4. ui complies. He either
a. prove that H and L

′
ui

are isotopic,
b. prove that H and Lui are isotopic.

5. ui and uj repeat steps 1. through 4. n times.

One of the present authors gave a lecture on DD Algorithm in 1996
at USC (Los Angeles), Prof L. Welch made a comment. Prof L. Welch
said that the security of the scheme varying on Latin squares which used
as a public-keys. Strongest so called pan-Hamiltonian Latin squares. Pan-
Hamiltonian Latin squares are introduced by J. Wanless (see [15]).

De�nition 3.1. A Latin square L at order n is a pan-Hamiltonian if every
row cycle of L has length n.

Pan-Hamiltonian squares have applications besides the cryptography in
the combinatorics. These squares have no proper subrectangles.

Pan-Hamiltonian Latin squares has been called a C-type Latin squares
(see [7]). When n is not prime, a C-type n × n Latin square cannot be a
group table. For all n > 7 there exists a C-type Latin square of order n
that is not group table (see [7]).

In�nitely many values of p prime (p > 11 and p ≡ 2(mod 3) ) there
exists a C-type Latin square of order p which cannot based on a group (see
[7]).

In [12] gave what is believed to be the �rst published example of a sym-
metric 11× 11 Latin square (see Figure 2.) which, although not cyclic, has
the property that the permutation between any two rows is an 11-cycle. In
[12] there was proved how this 11 × 11 Latin square can be obtained by a
general construction for n× n Latin square where n is prime with n > 11.
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L =

0∗ 1∗ 2 4 8 5 10 9 7 3 6

1∗ 6∗ 3 5 9 10 0 2 8 4 7

2 3 1 6 10 7 9 0 4 5 8

4 5 6 2 1∗ 9 3 7 0∗ 8 10

8 9 10 1 4 2 7 6 3 0 5

5 10 7 9 2∗ 8 4 3 1∗ 6 0

10 0 9 3 7 4 5 8 6 2 1

9 2 0 7 6 3 8 10 5 1 4

7 8 4 0 3 1 6 5 9 10 2

3 4 5 8 0 6 2 1 10 7 9

6 7 8 10 5 0 1 4 2 9 3

Figure 2.

One of the present authors introduced an algorithm in [9]. (This algo-
rithm has been called DT algorithm.) The DT algorithm lexicography listed
all elements of the symmetric group of degree n (Sn) (π1, π2, ..., πn! ∈ Sn).

DT algorithm can be demonstrated (n = 4) in Figure 3.

1 3 2 4

3 1 2 4

3 2 1 4

2 3 1 4

2 1 3 4

1 2 3 4

6.

5.

4.

3.

2.

1.

3 4 1 2

4 3 1 2

4 1 3 2

1 4 3 2

1 3 4 2

3 1 4 2

12.

11.

10.

9.

8.

7.
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4 2 3 1

2 4 3 1

2 3 4 1

3 2 4 1

3 4 2 1

4 3 2 1

18.

17.

16.

15.

14.

13.

2 1 4 3

1 2 4 3

1 4 2 3

4 1 2 3

4 2 1 3

2 4 1 3

24.

23.

22.

21.

20.

19.

Figure 3.

The correspondence one to one the permutations of degree n and natu-
ral numbers 1 to n!. DT algorithm has the property for arbitrary natural
number 1 6 m 6 (n − 1)! there corresponds a single subset of Sn contain-
ing n permutations, which are the rows of a Latin square of order n (see
(1)). These Latin squares (denote DLm(n)) uniquely determines the row
permutations as follows:

DLm(n) =




πm

π(n−1)!+m

π2(n−1)!+m

.

.

.
π(n−1)(n−1)!+m




1 6 m 6 (n− 1)! (1)

A subset of Latin squares DLm(n) of order n will de�ned by two pa-
rameters (n,m). Consequently to store or transmission of the Latin square
is not necessarily the original matrix. Similarly to this property is really
applicable to zero-knowledge-proof in the cryptography.

Applying the Wilson theorem (If p is prime number, then (p−1)!+1 ≡
0(mod p)) to the DT algorithm (see [9]), then we have the next theorem:

Theorem 1. If p is prime number, then the DLm(p) are pan-Hamiltonian
squares.
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Example 1. n = 5 and m = 1

DL1(5) =




π1

π25

π49

π73

π97




=

1 2 3 4 5
2 4 1 5 3
4 5 2 3 1
5 3 4 1 2
3 1 5 2 4

Example 2. n = 5 but the Latin square is not DLm(n) type:

L(5) =




π1

π43

π67

π88

π114




=

1 2 3 4 5
4 5 2 1 3
5 3 4 2 1
3 4 1 5 2
2 1 5 3 4

π43 =
(

1 4
4 1

)(
2 3 5
5 2 3

)
π67 =

(
1 5
5 1

)(
2 3 4
3 4 2

)

π88 =
(

1 3
3 1

)(
2 4 5
4 5 2

)
π114 =

(
1 2
2 1

)(
3 4 5
5 3 4

)

From the point of view of cryptology the DLm(n) type Latin squares
have a further property that is stronger than the pan-Hamiltonian squares:
Every pair of DLm(n) rows (and columns, its number k =

(
n
2

)
) is a

cycle of length n (see [9]).
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On some old and new problems in n-ary groups

Wiesław A. Dudek

Abstract

In this paper some old unsolved problems connected with skew elements in n-ary groups
are discussed.

1. Introduction

A nonempty set G together with one n-ary operation f : Gn −→ G is called
an n-ary groupoid and is denoted by 〈G, f〉. We say that this groupoid
is i-solvable or solvable at the place i if for all a1, ..., an, b ∈ G there exists
xi ∈ G such that

f(a1, ..., ai−1, xi, ai+1, ..., an) = b . (1)

If this solution is unique, we say that this groupoid is uniquely i-solvable.
An n-ary groupoid which is uniquely i-solvable for every i = 1, 2, . . . , n is
called an n-ary quasigroup or n-quasigroup (cf. [3]).

We say that an n-ary groupoid 〈G, f 〉 is (i, j)-associative if

f(a1, ..., ai−1, f(ai, ..., ai+n−1), ai+n, ..., a2n−1)

= f(a1, ..., aj−1, f(aj , ..., aj+n−1), aj+n, ..., a2n−1),

holds for all a1, . . . , a2n−1 ∈ G. If an n-ary operation is (i, j)-associative for
every i, j ∈ {1, . . . , n}, then it is called associative. An n-ary groupoid with
an associative operation is called an n-ary semigroup or n-semigroup. An
n-semigroup which is also an n-quasigroup is called an n-ary group (briefly:
n-group) or a polyadic group (cf. [31]) .

2000 Mathematics Subject Classification: 20N15, 08N05
Keywords: n-ary group, skew element, variety
This paper is an extended version of my talk given at the First Conference of the
Mathematical Society of the Republic of Moldova, Kishinev, August 16-18, 2001.
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For n = 2 it is an ordinary group. For infinite n, where n is a countable
infinite number, it is an infinitary group. Unfortunately all such groups are
trivial (have only one element), but there are non-trivial infinitary quasi-
groups and semigroups (cf. [4]). In connection with this we assume through-
out the whole text that 3 6 n < ∞.

The first idea of such generalization of groups was presented by E. Kas-
ner in the lecture at the fifty-third annual meeting of the American As-
sociation for the Advancement of Science, reported by L. G. Weld in The
Bulletin of the American Mathematical Society in 1904 (cf. [25]), but the
first formal definition was given by W. Dörnte in the paper [6] based on his
dissertation prepared under the inspiration of E. Noether.

Sets with one n-ary operation having different properties were investi-
gated by many authors. For example, J. Certaine [5] and D. H. Lehmer
[27] described some natural ternary (i.e. n = 3) operations defined on a
group. Some ternary groupoids having interesting applications to projec-
tive and affine geometry were considered by R. Baer [2], H. Prüfer [32], A.
K. Sushkevich [39] and V. V. Vagner [41]. Ternary quasigroups are used in
[37] and [38] to the characterization of Mendelsohn and Steiner quadruple
systems.

On the other hand, G. A. Miller [28] described sets of group elements
involving only products of more than n elements. Some n-ary operations
have interesting applications in physics. For example, Y. Nambu [29] pro-
posed in 1973 the generalization of classical Hamiltonian mechanics based
on the Poisson bracket to the case when the new bracket, now called the
Nambu bracket, is an n-ary operation on classical observables. The au-
thor of [40] suspects that different n-ary structures such as n-Lie algebras,
Lie ternary systems and linear spaces with additional internal n-ary op-
erations, might clarify many important problems of modern mathematical
physics (Yang-Baxter equation, Poisson-Lie groups, quantum groups). For
example, ternary Z3–graded algebras are important (cf. [26]) for their ap-
plications in physics of elementary interactions. Unfortunately, from the
mathematical point of view all such structures are rather complicated, es-
pecially for n > 3.

The above definition of an n-ary group is a generalization of H. Weber’s
formulation of axioms of groups. Similar generalization of L. E. Dickson’s
axioms one leads to n-ary groups 〈G, f 〉 derived from a group 〈G, · 〉, i.e. to
n-ary groups with the operation

f(x1, x2, . . . , xn) = x1 · x2 · . . . · xn

(cf. [1] and [33]). But for every n > 3 there are n-groups which are not
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derived from any group (cf. [6], [9], [10]).
E. L. Post observed in [31] that under the assumption of the n-ary

associativity it suffices only to postulate the existence of the solution of (1)
at the place i = 1 and i = n, or at one place i other than 1 and n. Then
one can prove uniqueness of the solution of (1) for all i = 1, 2, . . . , n.

Also the assumption on the associativity can be given in the weaker
form. For example, in [18] the following theorem is proved.

Theorem 1. (Dudek, Głazek, Gleichgewicht 1977) An n-ary groupoid
〈G, f 〉 is an n-ary group if and only if (at least) one of the following condi-
tions is satisfied:

a) the (i, i + 1)-associative law holds for some i ∈ {2, . . . , n− 2} and the
equation (1) is uniquely solvable for i and some k > i,

b) the (1, 2)-associative law holds and the equation (1) is solvable for
i = n and uniquely solvable for i = i,

c) the (n−1, n)-associative law holds and the equation (1) is solvable for
i = 1 and uniquely solvable for i = n.

The class of n-ary groups can be characterized also as the class of n-ary
semigroups with two binary operations satisfying two simple identities, or
as the class of n-ary semigroups in which some two equations containing
only two variables are solvable (cf. [13]).

2. Skew elements and endomorphisms

According to the definition of an n-ary group 〈G, f 〉 for every x ∈ G there
exists only one z ∈ G such that

f(x, ..., x, z) = x .

This element is called skew to x and is denoted by x̄. Since for every
x ∈ G there exists only one x, the above equation induces on G the new
unary operation ¯ : x → x̄ . This means that an n-ary group 〈G, f 〉 can
be considered as an algebra 〈G, f,¯ 〉 of type (n, 1) with two fundamental
operations: an n-ary one f and an unary one ¯ : x → x̄ , which gives
some analogy with the binary case when a group is considered as an algebra
〈G, ·, −1 〉 of type (2, 1). In a binary group we have xe = x for all x and some
fixed e. For n = 3 this identity can be generalized to the form f(x, e, e) = x
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or f(x, x, e) = x. The first form, for a ternary group derived from a binary
group 〈G, · 〉, implies that e is the neutral element of 〈G, · 〉, the second –
that e is the inverse of x (in 〈G, · 〉, obviously). Thus, in some sense, the
skew element is a common generalization of the identity and the inverse
element of a binary group.

In n-ary groups derived from binary groups we have x̄ = x2−n and

f(y, x, . . . , x̄, . . . , x) = f(x, . . . , x̄, . . . , x, y) = y (2)

for all x, y, where x̄ can appear at any place under the sign of the n-ary
operation. This shows that in an n-ary group derived from a group 〈G, · 〉
of the exponent n− 2 the neutral element of 〈G, · 〉 is skew to every x ∈ G.
In an n-ary group derived from a group 〈G, · 〉 of the exponent n − 3 we
have x̄ = x−1 and x̄ 6= ȳ for all x 6= y. If the exponent of 〈G, · 〉 is equal
to n− 1, then x̄ = x for all x ∈ G.

An element x = x̄ is called idempotent. It is also defined by the equation
f(x, . . . , x) = x. For every n > 3 there are n-ary groups without idempo-
tents and n-ary groups in which only some elements are idempotent (cf.
[10]). A group in which all elements are idempotent is called an idempotent
group.

The operation ¯: x → x̄ plays an important role in the theory of n-ary
groups and in their applications to affine geometry (cf. [21] and [35]). This
operation can be used also to the definition of n-ary groups (cf. [23] and
[18]). The minimal axioms system defining of n-ary groups is given in the
following theorem proved in [8].

Theorem 2. (Dudek 1980) The class of n-ary groups 〈G, f 〉 coincides with
the variety of all (1, 2)-associative n-ary groupoids 〈G, f 〉 with an additional
unary operation ¯ : x → x̄ satisfying the identity (2), where x̄ appears at
one fixed place.

It is not difficult to see that in an n-ary group 〈G, f 〉 derived from a
commutative group the following identity holds:

f(x1, x2, . . . , xn) = f(
−
x1,

−
x2, . . . ,

−
xn) . (3)

It holds also in the non-commutative 8-group derived from the group S3 and
in every idempotent n-group. For x1 = x2 = . . . = xn = x it is satisfied in
any n-ary group.

From the proof of Theorem 3 in [22] it immediately follows that this
identity holds in all medial (in the sense of Belousov [3]) n-ary groups, i.e.
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in all n-ary groups in which the identity

f(f(x11, x12, . . . , x1n), f(x21, x22, . . . , x2n), . . . , f(xn1, xn2, . . . , xnn))

= f(f(x11, x21, . . . , xn1), f(x12, x22, . . . , xn2), . . . , f(x1n, x2n, . . . , xnn))

is satisfied. For n = 2 it is the standard medial (entropic) law, which in
the case of groups gives the commutativity. For n > 3 it not implies the
commutativity of n-ary groups.

Since an n-ary group 〈G, f 〉 is medial if and only if there exists a ∈ G
such that f(x, a, . . . , a, y) = f(y, a, . . . , a, x) for all x, y ∈ G (cf. [8]), the
Hosszú theorem (cf. [24]) suggests the following result proved in [10].

Theorem 3. (Dudek 1988) If for an n-ary group 〈G, f 〉 there exists a
commutative group 〈G,+〉, an element b ∈ G, and an automorphism ϕ of
〈G,+〉 such that ϕ(b) = b, ϕn−1(x) = x for all x ∈ G and

f(x1, x2, . . . , xn) = x1 + ϕ(x2) + ϕ2(x3) + . . . + ϕn−2(xn−1) + xn + b ,

then (3) is satisfied.

Unfortunately the converse statement is not true.

In connection with this the following problem was posed in [10].

Problem 1. Describe the class of all n-ary groups satisfying (3), i.e. the
class of n-ary groups for which h(x) =

−
x is an endomorphism.

For n = 3 the answer is simple, because as proved W. Dörnte (cf. [6])

in all ternary groups we have f(x, y, z) = f(
−
z,
−
y,
−
x). This means that a

ternary group satisfies (3) if and only if it is medial.
For n > 3 the problem is open. We know only the partial answer basing

on the general connections between homomorphisms of n-ary groups and
homomorphisms of their retracts (Theorem 2 from [20]).

Theorem 4. A mapping h : G → G is an endomorphism of an n-ary group
〈G, f 〉 if and only if there exists a ∈ G such that

(i) h(f(x, a, . . . , a, y)) = f(h(x), b, . . . , b, h(y)),

(ii) h(f(
−
a, x, a, . . . , a)) = f(b̄, h(x), b, . . . , b ),

(iii) h(f(
−
a,
−
a, . . . ,

−
a ) ) = f(b̄, b̄, . . . , b̄ )
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for all x, y ∈ G and b = h(a).
Proof. Let h : G → G be an endomorphism of an n-ary group 〈G, f 〉. If
h(a) = b, then, according to the identity (2) and Theorem 2,

h(y) = h(f(y, a, . . . , a, ā) = f(h(y), b, . . . , b, h(ā)),

which gives h(ā) = b̄. Now, the conditions (i), (ii) and (iii) are obvious.
Conversely, assume that a mapping h : G → G satisfies the above three

conditions for all x, y ∈ G, some fixed a ∈ G and b = h(a).
From the proof of Hosszú theorem given by E. I. Sokolov (cf. [36] or

[19]) it immediately follows that 〈G,+〉, where x + y = f(x, a, . . . , a, y),
is a binary group, ϕ(x) = f(

−
a, x, a, . . . , a) its automorphism such that for

c = f(
−
a,
−
a, . . . ,

−
a) the following identity

f(x1, x2, . . . , xn) = x1 + ϕ(x2) + ϕ2(x3) + . . . + ϕn−1(xn) + c (5)

holds. Similarly, for x ¦ y = f(x, b, . . . , b, y), ψ(x) = f(b̄, x, b, . . . , b) and
d = f(b̄, b̄, . . . , b̄), we have

f(x1, x2, . . . , xn) = x1 ¦ ψ(x2) ¦ ψ2(x3) ¦ . . . ¦ ψn−1(xn) ¦ d .

Thus h(x + y) = h(x) ¦ h(y) by (i), h(ϕ(x)) = ψ(h(x)) by (ii), and
h(c) = d by (iii). Therefore

h(f(x1, x2, . . . , xn)) = h(x1 + ϕ(x2) + ϕ2(x3) + . . . + ϕn−1(xn) + c)

= h(x1) ¦ ψ(h(x2)) ¦ ψ2(h(x3)) ¦ . . . ¦ ψn−1(h(xn)) ¦ d

= f(h(x1), h(x2), . . . , h(xn)) ,

which proves that h is an endomorphism.

Putting in the above theorem h(x) =
−
x, we obtain

Corollary 1. An n-ary group 〈G, f 〉 satisfies (3) if and only if there exists
a ∈ G such that

(i) f(x, a, . . . , a, y) = f(
−
x,
−
a, . . . ,

−
a,
−
y ),

(ii) f(ā, x, a, . . . , a) = f(
=
a,
−
x,
−
a, . . . ,

−
a ),

(iii) f(ā, ā, . . . , ā) = f(
=
a,

=
a, . . . ,

=
a )

for all x, y ∈ G, where
=
a is skew to

−
a.
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Corollary 2. An n-ary group 〈G, f 〉 with an idempotent a ∈ G satisfies
(3) if and only if for all x, y ∈ G, we have

(i) f(x, a, . . . , a, y) = f(
−
x, a, . . . , a,

−
y ),

(ii) f(a, x, a, . . . , a) = f(a,
−
x, a, . . . , a ).

Proof. Indeed, if a ∈ G is an idempotent, then
−
a = a and, in the con-

sequence,
=
a = a, which together with f(a, . . . , a) = a gives the condition

(iii) from Corollary 1. The rest is obvious.

In the same manner as Theorem 4, putting x + y = f(x,
−
a, a, . . . , a, y),

ϕ(x) = f(a, x,
−
a, a, . . . , a), c = f(a, a, . . . , a) and x ¦ y = f(x, b̄, b, . . . , b, y),

ψ(x) = f(b, x, b̄, b, . . . , b), d = f(b, b, . . . , b), we can prove

Theorem 5. A mapping h : G → G is an endomorphism of an n-ary group
〈G, f 〉 if and only if there exists a ∈ G such that

(i) h(f(x,
−
a, a, . . . , a, y)) = f(h(x), b̄, . . . , b, h(y)),

(ii) h(f(a, x,
−
a, a, . . . , a)) = f(b, h(x), b̄, b, . . . , b),

(iii) h(f(a, a, . . . , a)) = f(b, b, . . . , b)

for all x, y ∈ G and b = h(a).

Putting in this theorem h(x) =
−
x, we obtain

Corollary 3. An n-ary group 〈G, f 〉 satisfies (3) if and only if there exists
a ∈ G such that

(i) f(x, ā, a, . . . , a, y) = f(
−
x,

=
a,
−
a, . . . ,

−
a,
−
y ),

(ii) f(a, x, ā, a, . . . , a) = f(
−
a,
−
x,

=
a,
−
a, . . . ,

−
a ),

(iii) f(a, a, . . . , a) = f(
−
a,
−
a, . . . ,

−
a )

for all x, y ∈ G, where
=
a is skew to

−
a.

Corollary 4. If an n-ary group 〈G, f 〉 has an element a ∈ G such that

(i) f(x, ā, a, . . . , a, y) = f(
−
x,
−
a, a, . . . , a,

−
y ),

(ii) f(a, x, ā, a, . . . , a) = f(a,
−
x,
−
a, a, . . . , a )

for all x, y ∈ G, then h(x) =
−
x is an endomorphism of 〈G, f 〉.
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Proof. It is not difficult to verify (using (2) and Theorem 2) that for x+y =

f(x,
−
a, a, . . . , a, y), ϕ(x) = f(a, x,

−
a, a, . . . , a) and c = f(a, a, . . . , a) the

identity (5) holds. Obviously 〈G,+〉 is a group and a is its neutral element.
Thus a = a+a and, in the consequence,

−
a = a + a =

−
a +

−
a by (i). Hence

−
a = a and c = a. Therefore, in our case, the identity (5) has the form

f(x1, x2, . . . , xn) = x1 + ϕ(x2) + ϕ2(x3) + . . . + ϕn−1(xn) .

But, by (i) and (ii), for all x, y ∈ G we have x + y =
−
x +

−
y, ϕ(x) = ϕ(

−
x),

which gives

f(x1, x2, . . . , xn) = x1 + ϕ(x2) + ϕ2(x3) + . . . + ϕn−1(xn)

=
−
x1 +ϕ(

−
x2) + ϕ2(

−
x3) + . . . + ϕn−1(

−
xn)

= f(
−
x1,

−
x2, . . . ,

−
xn) .

Hence h(x) =
−
x is an endomorphism of an n-ary group 〈G, f 〉.

The converse is not true. Indeed, in an n-ary group 〈Z, f 〉, where Z is
the set of integers, f(x1, . . . , xn) = x1+ . . .+xn+1, h(x) =

−
x = (2−n)x−1

is an endomorphism, but (i) and (ii) are not satisfied. Moreover in this n-

ary group
−
x 6= −

y for x 6= y. But there are n-groups in which
−
x =

−
y for all

x, y. In such n-groups one fixed element is skew to all others. Obviously
this element is an idempotent. This suggest the following characterization
given in [11].

Theorem 6. (Dudek 1990) An n-ary group satisfies the identity
−
x =

−
y if

and only if it is derived from a binary group of the exponent t |n− 2.

If an element a is skew to all x ∈ G, then an n-group 〈G, f〉 is derived
from a binary group 〈G, ◦ 〉, where x ◦ y = f(x, a, . . . , a, y). Obviously a is
the identity of 〈G, ◦ 〉. Moreover, by (2), for all x ∈ G we have

a = f(a, x, . . . , x,
−
x ) = f(a, x, . . . , x, a) ,

which implies the identity

f(a, x, . . . , x, a) = f(a, y, . . . , y, a) . (9)
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Conversely, if there exists a ∈ G such that (9) holds for all x, y ∈ G,
then f(a, x, . . . , x, a) = f(a, . . . , a). Therefore, applying (2), we obtain

f(a, . . . , a,
−
a ) = a = f(a, x, . . . , x,

−
x ) = f(a, x, . . . , x, f(a, . . . , a,

−
a,
−
x ))

= f(f(a, x, . . . , x, a), a, . . . , a,
−
a,
−
x )

= f(f(a, . . . , a), a, . . . , a,
−
a,
−
x ) = f(a, . . . , a, f(a, . . . , a,

−
a,
−
x ))

= f(a, . . . , a,
−
x ) ,

which implies
−
a =

−
x for all x ∈ G.

Thus the following theorem is true.

Theorem 7. An n-ary group satisfies the identity
−
x =

−
y if and only if there

exists a ∈ G such that (9) holds for all x, y ∈ G.

Problem 2. Describe n-ary groups in which
−
x 6= −

y for all x 6= y.

Problem 3. When h(x) =
−
x is an automorphism ?

Let x̄(0) = x and let x̄(k+1) be the skew element to x̄(k), where k > 0.
In other words, x̄(0) = x, x̄(1) =

−
x, x̄(2) =

=
x, x̄(3) =

≡
x, etc.

For example, in a 4-group derived from the additive group Z8, we have
−
x≡ 6x (mod 8),

=
x≡ 4x (mod 8) and x̄(k) ≡ 0 (mod 8) for k > 3. In the

n-group derived from the additive group of integers: x̄(k) 6= x̄(t) for all
x 6= 0 and k 6= t. But in any ternary group

=
x = x for all x (cf. [6]).

If x̄(k) = x and ȳ(t) = y for some k, t > 1, then
−
x=

−
y if and only if

x = y. If h(x) =
−
x is an automorphism, then h(x) = x̄(k) is an auto-

morphism, too. The converse is not true, because h(x) =
=
x is an identity

automorphism of any ternary group, but h(x) =
−
x is an automorphism only

in the case when this group is medial.

Problem 4. Describe the class Wk of n-ary groups in which h(x) = x̄(k)

is an endomorphism (automorphism).

Obviously W1 ⊂ W2 ⊂ W3 ⊂ . . . ⊂ W0. When Wk = Wk+1 ?

As a simple consequence of Theorem 4, for h(x) = x̄(k), we obtain
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Corollary 5. h(x) = x̄(k) is an endomorphism of an n-ary group 〈G, f 〉
if and only if there exists a ∈ G such that

(i) f(x, a, . . . , a, y)
(k)

= f(x̄(k), ā(k), . . . , ā(k), ȳ(k) ),

(ii) f(ā, x, a, . . . , a)
(k)

= f(ā(k+1), x̄(k), ā(k), . . . , ā(k) ),

(iii) f(ā, ā, . . . , ā)
(k)

= f(ā(k+1), ā(k+1), . . . , ā(k+1) )

for all x, y ∈ G.

Corollary 6. If an n-ary group 〈G, f 〉 contains an element a such that
a = ā(k), then h(x) = x̄(k) is an endomorphism of 〈G, f 〉 if and only if

(i) f(x, a, . . . , a, y)
(k)

= f(x̄(k), a, . . . , a, ȳ(k) ),

(ii) f(ā, x, a, . . . , a)
(k)

= f(ā, x̄(k), a, . . . , a ),

(iii) f(ā, ā, . . . , ā)
(k)

= f(ā, ā, . . . , ā )

for all x, y ∈ G.

Corollary 7. If an n-ary group 〈G, f 〉 contains an idempotent a, then
h(x) = x̄(k) is an endomorphism if and only if

(i) f(x, a, . . . , a, y)
(k)

= f(x̄(k), a, . . . , a, ȳ(k) ),

(ii) f(a, x, a, . . . , a)
(k)

= f(a, x̄(k), a, . . . , a )

for all x, y ∈ G.

We finish this section by the following problem.

Problem 5. Describe the class Uk of n-ary groups in which x̄(k) = y(k)

for all elements x, y.

The class Uk contains n-ary groups with only one k-skew element, i.e.
n-ary groups in which there exists only one element a such that a = x̄(k)

for all x. Obviously U1 ⊂ U2 ⊂ U3 ⊂ . . .

It is not difficult to see that a ternary group belongs to Uk if and only
if it is trivial (has only one element). The class U1 coincides with the class
of all n-ary groups derived from binary groups of the exponent t|n − 2
(Theorem 6). Generally, all n-ary groups derived from the binary group of
the exponent t | (n−2)k belong to Uk, but Uk contains also other groups.
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3. Sequences

Now we consider the sequence

x, x̄ , x̄(2) , x̄(3) , x̄(4) , . . . , x̄(k) , . . .

If an n-ary group 〈G, f 〉 is finite, then obviously x̄(k) = x̄(t) for some k 6= t.
(In a 6-ary group derived from the additive group Z12 for x = 1 we have:
1, 8, 4, 8, 4, 8, 4, . . . ) But in some infinite n-ary groups (for example in an
n-ary group derived from the additive group of integers) x̄(k) 6= x̄(t) for all
k 6= t.

In connection with this the following two problems were posed in [10].

Problem 6. Describe infinite n-ary groups in which x(k) 6= x(m) for all
k 6= m and all x ∈ G.

Problem 7. Describe n-ary groups in which there exists a natural number
k such that x(k) = x(m) for all m > k and all x ∈ G.

Following E. L. Post (cf. [31], p.282), we define the n-ary power putting

x<k> =





f(x<k−1>, x, . . . , x) for k > 0,
x for k = 0,
y : f(y, x<−k−1>, x, . . . , x) = x for k < 0,

i.e. x<0> = x ,

x<1> = f(x, x, . . . , x) ,

x<2> = f(x<1>, x, x, . . . , x) ,

x<3> = f(x<2>, x, x, . . . , x) ,
. . . . . . . . . . . . . . . . . .

A minimal natural number k (if it exists) such that x<k> = x is called
an n-ary order of x and is denoted by ordn(x).

It is not difficult to verify that the following exponential laws hold

f(x<s1>, x<s2>, . . . , x<sn>) = x<s1+s2+...+sn+1>,

(x<r>)<s> = x<rs(n−1)+s+r> = (x<s>)<r>.

Using the above laws we can see that x̄ = x<−1> and, in the consequence

x̄(2) = (x<−1>)<−1> = x<n−3>,

x̄(3) = ((x<−1>)<−1>)<−1>,
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and so on. Generally: x̄(k) = (x̄(k−1))<−1> for all k > 1. This implies that
x̄(k) = x<Sk> for

Sk = −
k−1∑

i=0

(2− n)i =
(2− n)k − 1

n− 1

Obviously ordn(x̄) is a divisor of ordn(x), and ordn(x) is a divisor of
Card(G). This last fact is a simple conclusion from Lagrange’s theorem for
finite n-ary groups (sf. [31], p.222). Hence

ordn(x) > ordn(x̄) > ordn(x̄(2)) > ordn(x̄(3)) > . . .

The first natural questions are:

1. When ordn(x) = ordn(x̄) ?

2. When there exists k such that ordn(x̄(k)) = ordn(x̄(t)) for all t > k ?

3. When lim
t→∞ ordn(x(t)) = 1 ?

From some results obtained by E. L. Post for a finite n-ary group gene-
rated by one element (cf. [31], p.283), we can deduce that

ordn(x<s>) =
ordn(x)

gcd{s(n− 1) + 1, ordn(x)}

whenever ordn(x) is finite. Therefore for k > 1, we have

ordn(x̄(k)) = ordn(x<sk>) =
ordn(x)

gcd{n− 2, ordn(x)} .

Thus
ordn(x) > ordn(x̄) = ordn(x̄(2)) = ordn(x̄(3)) = . . .

Moreover, ordn(x̄) = ordn(x) < ∞ if and only if ordn(x) and n − 2 are
relatively prime. Obviously lim

t→∞ ordn(x(t)) = 1 if and only if ordn(x) is a
divisor of n− 2.

This, together with Theorem 2 from [7], gives the following characteri-
zation of orders of skew elements.

Theorem 5. If ordn(x) = pα1
1 pα2

2 . . . pαm
m , where p1, p2, . . . , pm are prime

numbers, then for all t > 1 we have ordn(x̄(t)) = 1 or ordn(x̄(t)) =
pα1
1 pα2

2 . . . pαk
k , where k 6 m and p1 - n− 2, p2 - n− 2, . . . , pk - n− 2.
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Corollary 8. If every prime divisor of Card(G) is a divisor of n−2, then
all skew elements of an n-ary group 〈G, f〉 are idempotent.

A commutative n-ary group with this property is derived from some
(commutative) binary group. All idempotents of such n-ary group are neu-
tral elements in the sense of W. Dörnte (cf. [6]). The set of all neutral
elements of a given n-ary group is empty or forms a commutative n-ary
subgroup of this group (cf. [17]).

4. Special subgroups

An element x of an n-ary group 〈G, f〉 is called potent if for some natural
k > 1 an element x<k> is idempotent. For any natural n > 3 there exist
infinitely many pairwise non-isomorphic n-ary groups containing at least
one potent element (cf. [17]). It is not difficult to see that x is potent if
and only if x<1> is idempotent, or equivalently, if and only if ordn(x) is a
divisor of n.

Problem 8. When the set of all potents of a given n-ary group is an n-ary
(normal) subgroup ?

In [10] is considered the class Vk of n-ary groups in which x(k) = x
holds for all x. This class is a variety, Vk ∩Vk+1 = V1 and Vk ⊂ Vkm

for any natural k, m. Any Vk contains the variety of medial n-ary groups
(and in the consequence – the variety of all commutative n-ary groups).
But it contains also non-medial n-ary groups. V2k contains the variety of
ternary groups.

Problem 9. Describe the variety Vk .

Note that if h(x) = x̄(k) is an endomorphism of an n-ary group, then
the relation

x ρk y ⇐⇒ x(k) = y(k)

is a congruence on 〈G, f〉 and

G(k) = {x(k) | x ∈ G}

is an n-ary subgroup of 〈G, f〉. Also

E(k) = {x ∈ G | x(k) = x}
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is an n-ary subgroup, if it is non-empty.
Generally E(k) ⊂ G(k), but in some cases E(k) = G(k). For example, in

ternary groups we have E(2k) = G(2k) for all natural k. Unfortunately, this
not implies E(2k+1) = G(2k+1). Nevertheless in ternary groups G(k) = G
for all k.

Moreover, E(k) ∈ Vk, E(1) ⊂ E(k), E(s) ⊂ E(sk), E(s)∩E(s+1) = E(1),
G(k+1) = (G(k))(1) and

G ⊃ G(1) ⊃ G(2) ⊃ G(3) ⊃ ...

In finite n-ary groups G(k) = G(k+1) = ... for some k ∈ N , but in an
n-ary group derived from the additive group of integers G(k) 6= G(m) for
all k 6= m.

Problem 10. Describe the class of all n-ary groups (or only medial groups)
satisfying the descending chain condition for G(k).

If G(k) = G for some k > 1, then also G(1) = G. Conversely, if
G(1) = G, then G(2) = (G(1))(1) = G, and, in the consequence, G(k) = G
for all k > 1. Thus the question on the equation G(k) = G can be reduced
to the question on the equation G(1) = G.

Problem 11. Describe n-ary groups in which G(1) = G.

G(k) and E(k) are n-ary subgroups also in some n-ary groups in which
h(x) = x̄(k) is not an endomorphism. A simple illustration of such situation
is a 4-group derived from the symmetric group S3. In this 4-group we have
G(k) = G(1) = E(1) = E(k) = { z ∈ S3 | z3 = e } and x̄(k) = x̄ for all
x ∈ S3, but f(a, z, a, z) 6= f(

−
a,
−
z,
−
a,
−
z) for a = ( 1 2 ), y = ( 1 2 3 ).

Problem 12. Describe n-ary groups in which G(1) is an n-ary subgroup.

Problem 13. Describe n-ary groups in which E(k) is an n-ary subgroup.

In a distributive n-ary group, i.e. in an n-ary group satisfying the iden-
tity

f(x1, ..., xn) = f(x1, ..., xi−1,
−
xi, xi+1, ..., xn) , (10)

where i = 1, 2, ..., n, we have

x(n−1) = x = x<n−1>
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(cf. [14]). In such n-ary group all elements have the same finite n-ary order
which is a divisor of n− 1. Moreover, if ordn(x) = k, then x<t> = x̄(k−t)

and x̄(t) = x<k−t> for t = 0, 1, . . . , k. Thus the smallest n-ary subgroup
containing x has the form

Cx = {x, x<1>, . . . , x<k−1>} = {x, x̄, . . . , x(k−1)} ,

where k = ordn(x). Obviously Cx is commutative and has no proper sub-
groups. This suggest the following theorem proved in [14].

Theorem 6. (Dudek 1995) Any distributive n-ary group is a set-theoretic
union of disjoint cyclic and isomorphic n-ary groups without proper sub-
groups.

Theorem 7. (Dudek 1995) Let a ◦ b = f(a, x, . . . , x, b), where x is an ar-
bitrary element of a distributive n-ary group 〈G, f〉. Then Cx is a normal
subgroup of 〈G, ◦〉 and every coset of Cx in 〈G, ◦〉 is an n-ary subgroup of
〈G, f〉 isomorphic to 〈Cx, f〉.

Problem 14. Prove or disprove the converse of the above theorems.

A distributive n-ary group is a set-theoretic union of commutative sub-
groups but it is not commutative in general. Indeed, if t > 2, (t−1)|(n−1)
and p = tn−1 − 1, then ϕ(x) ≡ tx(mod p) is an automorphism of the addi-
tive group Zp such that ϕn−1(x) ≡ x(mod p) for all x ∈ Zp and ϕ(b) ≡ b
for b = 1 + t + t2 + . . . + tn−2. It is not difficult to see that Zp with the
operation

f(x1, x2, . . . , xn) = (x1 + ϕ(x2) + . . . + ϕn−2(xn−1) + xn + b)(mod p)

is a distributive n-ary group in which x̄(k) ≡ (x − kb)(mod p). This n-ary
group is a set-theoretic union of t disjoint commutative n-ary subgroups
C0, C1, . . . , Ct−1, but it is only medial.

Any medial distributive n-ary group 〈G, f〉 is autodistributive (cf. [9]),
i.e. the operation f is distributive with respect to itself. This means that
for every i = 1, 2, . . . , n the following identity is satisfied

f(x1, . . . , xi−1, f(y1, y2, . . . , yn), xi+1, . . . , xn) =

f(f(x1, . . . , xi−1, y1, xi+1, . . . , xn), . . . , f(x1, . . . , xi−1, yn, xi+1, . . . , xn)).

Any autodistributive n-ary group is distributive (cf. [9]), but for any
n > 3 there exists at least one idempotent distributive n-ary group which
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is not autodistributive. Such n-ary group can be induced by the group
(C3, •) and its automorphism ϕ(x, y, z) = (αx, α2y, αz), where C is the set
of complex numbers,

(x, y, z) • (a, b, c) = (x + a, b + xc + y, z + c)

and α is a primitive (n − 1)-th root of unity (see [14], Theorem 6). For
any n > 7 there are also non-idempotent distributive groups which are not
autodistributive. Ternary distributive groups are autodistributive and vice
versa. For n = 4, 5, 6 the problem is open.

In a distributive n-ary group 〈G, f〉 the operation ¯ : x → x̄ is an au-
tomorphism and induces the cyclic invariant subgroup Auts̄ 〈G, f〉 in the
group of all automorphism Aut 〈G, f〉 and in the group Auts 〈G, f〉 of all
splitting-automorphism in the sense of Płonka (cf. [30]).

Problem 15. Describe the structure of groups: Aut 〈G, f〉/Auts̄ 〈G, f〉,
Aut 〈G, f〉/Auts 〈G, f〉 and Auts 〈G, f〉/Auts̄ 〈G, f〉.

If h is a splitting-automorphism of 〈G, f〉, then (as it is not difficult to
see) h(x) = hn(x) for every x ∈ G.

Problem 16. When Auts 〈G, f〉 = Auts̄ 〈G, f〉 ?

Note by the way (cf. [14]), that if 〈H, f〉 is an n-ary subgroup of an
autodistributive n-ary group 〈G, f〉, then for every i = 1, . . . , n and for all
a1, a2, . . . , an ∈ G the coset

{ f(a1, . . . , ai−1, h, ai+1, . . . , an) |h ∈ H}
is an n-ary subgroup of 〈G, f〉 isomorphic to 〈H, f〉.

Moreover, in medial autodistributive n-ary groups

{ f(a1, . . . , ai−1, h, ai+1, . . . , an) |h ∈ G(k)} = G(k) = G

for all k > 0, and

{ f(a1, . . . , ai−1, h, ai+1, . . . , an) |h ∈ E(t)} = E(t) = G

for t such that x<t> = x for all x ∈ G. In this case we have also G(k) = G
and E(t) = G.

Unfortunately, this situation is not characteristic for medial autodis-
tributive n-ary groups, because it takes place in some non-medial and non-
autodistributive n-ary groups, too.
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5. Fuzzy subgroups

By a fuzzy set µ in a set G we mean a function µ : G → [0, 1]. The set

L(µ, t) = {x ∈ G : µ(x) > t},

where t ∈ [0, 1] is fixed, is called a level subset of µ.
A fuzzy set µ defined on a binary groupoid 〈G, ·〉 is called a fuzzy

subgroupoid of G if µ(x · y) > min{µ(x), µ(y)} for all x, y ∈ G. A fuzzy
set µ defined on a quasigroup 〈G, ·, \, /〉 is called a fuzzy subquasigroup of
G if µ(x ∗ y) > min{µ(x), µ(y)} for all x, y ∈ G and ∗ ∈ {·, \, /}. A fuzzy
set µ defined on a group 〈G, ·〉 is called a fuzzy subgroup (or Rosenfeld’s
fuzzy subgroup) of G if it is a fuzzy subgroupoid such that µ(x−1) > µ(x)
(or equivalently: µ(x−1) = µ(x) ) for all x ∈ G. (See the series of papers in
Fuzzy Sets and Systems.)

The above concepts can be extended to n-ary systems in the way pro-
posed in [16]. Namely, a fuzzy set µ defined on an n-ary groupoid 〈G, f〉
will be called an n-ary fuzzy subgroupoid of G if

µ(f(x1, x2, . . . , xn)) > min{µ(x1), . . . , µ(xn)}

will be satisfied for all x1, . . . , xn ∈ G.
This extension is good because for n = 2 it gives the standard defini-

tion. Moreover, all main results obtained for n = 2 can be proved also for
n > 2 (cf. [16]).

Theorem 8. (Dudek 2000) A fuzzy set µ of an n-ary groupoid 〈G, f〉 is
an n-ary fuzzy subgroupoid of G if and only if for every t ∈ [0, 1], L(µ, t)
is either empty or an n-ary subgroupoid of 〈G, f〉. Moreover, any n-ary
subgroupoid of 〈G, f〉 can be realized as a level subgroupoid of some n-ary
fuzzy subgroupoid.

Theorem 9. (Dudek 2000) If a fuzzy set µ of an n-ary groupoid 〈G, f〉 has
the finite set of values t0 > t1 > . . . > tm and S0 ⊂ S1 ⊂ . . . ⊂ Sm = G are
n-ary subgroupoids of 〈G, f〉 such that µ(Sk \ Sk−1) = tk for 0 6 k 6 m,
where S−1 = ∅, then µ is an n-ary fuzzy subgroupoid.

Theorem 10. (Dudek 2000) If every n-ary fuzzy subgroupoid µ defined
on 〈G, f〉 has the finite set of values, then every descending chain of n-ary
subgroupoids of 〈G, f〉 terminates at finite step.
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A fuzzy set µ defined on G is said to be normal if there exists x ∈ G such
that µ(x) = 1. A simple example of normal fuzzy sets are characteristic
functions of subsets of G.

If an n-ary groupoid 〈G, f〉 is unipotent (cf. [12]), i.e. if there exists an
element θ ∈ G such that f(x, x, . . . , x) = θ for all x ∈ G, then a fuzzy set
µ defined on G is normal if and only if µ(θ) = 1.

The set N (G) of all normal n-ary fuzzy subgroupoids defined on an
n-ary groupoid 〈G, f〉 is partially ordered by the relation

µ v ρ ⇐⇒ µ(x) 6 ρ(x)

for all x ∈ G.
For any n-ary fuzzy subgroupoid µ of 〈G, f〉 there exists ρ ∈ N (G) such

that µ v ρ. Moreover, if 〈G, f〉 is unipotent, then the maximal element of
(N (G),v) is either constant or characteristic function of some subset of G.

An n-ary subquasigroup of an n-ary quasigroup 〈G, f〉 must be defined
as a non-empty subset S of G closed with respect to n + 1 operations
f, f (1), . . . , f (n), i.e. as a subset S of G such that g(x1, . . . , xn) ∈ S for all
x1, . . . , xn ∈ S and all g ∈ F = {f, f (1), f (2), . . . , f (n)}, where f (i) is the
i-th inverse operation of f (cf. [3] or [13]). This means that an n-ary fuzzy
quasigroup must be defined as a fuzzy set such that

µ(g(x1, x2, . . . , xn)) > min{µ(x1), . . . , µ(xn)}

for all x1, . . . , xn ∈ G and g ∈ F .
For such defined n-ary fuzzy quasigroups many of classical results are

proved in (cf. [16]).
The problem is with the fuzzification on n-ary groups. As it is well

known (cf. [6]), a non-empty subset S of an n-ary group 〈G, f〉 is an n-ary
subgroup of 〈G, f〉 if it is closed with respect to f and x̄ ∈ S for every
x ∈ S. Thus, by the analogy to the binary case, an n-ary fuzzy subgroup
can be defined as an n-ary fuzzy subgroupoid µ such that µ(x̄) > µ(x) for
all x ∈ G or as an n-ary fuzzy subgroupoid µ such that µ(x̄) = µ(x) for all
x ∈ G.

Unfortunately these two concepts are not equivalent. Indeed, it is not
difficult to see that in the unipotent 4-ary group derived from the additive
group Z4 the map µ defined by µ(0) = 1 and µ(x) = 0.5 for all x 6= 0 is an
example of fuzzy subgroupoid in which µ(x̄) > µ(x) for all x ∈ Z4. Thus
µ is a fuzzy subgroup in the first sense. It is not a fuzzy subgroup in the
second sense because for x = 2 we have µ(x̄) > µ(x).
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These two concepts of an n-ary fuzzy group are equivalent for ternary
groups and for all n-ary groups satisfying the identity x̄(k) = x, where k > 0
depends (or not) on x.

Problem 17. Find the connection between n-ary fuzzy subgroups of a given
n-ary group and fuzzy subgroups of its binary retracts (creating group).

6. r-adic skew elements

r-adic skew elements were introduced by S. A. Rusakov (cf. [34]) as a
generalization of skew elements and were used to the investigation of some
properties of n-ary groups connected with their subgroups.

According to [34], an element ã of an n-ary group 〈G, f〉 is called skew
of type k and is denoted by ā(k,1) if the equation

f(a<k−1>, a, . . . , a, ã) = a

is satisfied. By the r-adic skew element of type k, where k, r ∈ N and
ā(k,0) = a, we mean an element

ā(k, r) = ā(k,r−1)
(k,1)

.

It is easy to see that ā(1, r) = ā(r), i.e. r-adic skew elements of type k = 1
are skew in the sense of Dörnte.

Moreover, r-adic skew elements of type k can be used to the definition
of n-ary groups and have similar (but not identical) properties as elements
skew in the sense of Dörnte. For example, ā(k,r) = a<Skr>, where

Skr =
(1− k(n− 1))r − 1

n− 1

and

ordn(ā(k,r)) =
ordn(a)

gcd{(k(n− 1)− 1)r, ordn(a)} .

But on the other hand, in a ternary group derived from the additive group
of integers we have ā = −a, ā(2) = a and ā(k,r) 6= ā(k,t) = (1−2k)ta for all
k > 1 and r 6= t. In this group we have also ā(14,t) = ā(2,3t) for all t ∈ N .

Problems for r-adic skew elements are similar to the problems posed for
skew elements in the sense of Dörnte. For example, when ā(k,r) = a or
when h(x) = x̄(k,r) is an automorphism.
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Transversals in groups. 3.
Semidirect product of a transversal operation

and subgroup

Eugene A. Kuznetsov

Abstract

The investigation of transversals in groups beginned in [6, 7] is continued in a present
article. The main aim of this article is a demonstration of a natural way of a construction
of a semidirect product of a left quasigroup with two-sided unit and some group by the
help of transversals.

The present article is a continuation of a cycle of works about the inves-
tigations of transversals in groups, beginned in [6, 7]. As it is known, the
concept of transversal is introduced for investigation of left (right) cosets in
a group by its proper subgroup. The case when this subgroup is not normal,
is the most interesting one.

In [6] it was proved that the operation of 〈E,
(T )• 〉, corresponding to the

left transversal T in a group G to its subgroup H, is a left quasigroup with
two-sided unit 1. So, by the natural way, the following problem is appears
de�ne correctly such product of the left quasigroup 〈E,

(T )• , 1〉 with two-sided
unit 1 and a subgroup H that the result of this product will be isomorphic
to the initial group G.

The analogous investigations took place in [8, 9, 2] and especially in [10].
In these works we may see some formula (formula (7) in the present article)
of a semidirect product mentioned above. But in these works the way of a
construction of this formula is not clear and, moreover, the uniqueness of
this formula as a formula of a semidirect product satisfying the conditions
mentioned above was not shown.

2000 Mathematics Subject Classi�cation: 20N15
Keywords: group, loop, transversal, permutation, semidirect product
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The author of this article want to show the natural way of constructing
of above mentioned product by the help of the concept of transversal in a
group. The uniqueness of the formula (7) of semidirect product satisfying
the conditions mentioned above immediately follows from the method of
constructing.

1. Necessary de�nitions and notations
De�nition 1. A system 〈E, ·〉 is called a left (right) quasigroup, if for ar-
bitrary a, b ∈ E the equation x · a = b (respectively: a · y = b) has a unique
solution in the set E. If 〈E, ·〉 in the same times is a left and right quasi-
group, then it is called a quasigroup. A quasigroup containing an element
e satisfying the identity x · e = e · x = e is called a loop.
De�nition 2. (cf. [1]) Let G be a group and H its subgroup. A complete
system T = {ti}i∈E of representatives of the left (right) cosets of H in G
(e = t1 ∈ H) is called a left (right) transversal in G to H.

Let T = {ti}i∈E be a left transversal in G to H. We can de�ne correctly
(see [1, 7]) the following operation on the set E (E is an index set; left
cosets in G to H are numbered by indexes from E):

x
(T )· y = z

def⇐⇒ txty = tzh, h ∈ H.

In [7] it is proved that 〈E, ·〉 is a left quasigroup with two-sided unit 1.
Below we assume (for simplicity) that CoreG(H) = e and we study a

permutation representation Ĝ of a group G by its left cosets of a subgroup
H. According to [5], we have Ĝ ∼= G, where

ĝ(x) = y
def⇐⇒ gtxH = tyH.

Note that Ĥ = St1(Ĝ).
Lemma 1. ([6], Lemma 4) Let T be an arbitrary left transversal in G to
H. Then the following statements are true:
1. ĥ(1) = 1 ∀h ∈ H.

2. For any x, y ∈ E t̂x(y) = x
(T )· y; t̂1(x) = t̂x(1) = x;

t̂−1
x (y) = x

(T )

\ y; t̂−1
x (1) = x

(T )

\ 1; t̂−1
x (x) = 1,

where
(T )

\ is the left division in < E,
(T )· , 1 > (i.e. x

(T )

\ y = z ⇐⇒ x
(T )· z = y).
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Since an arbitrary element g ∈ G is contained in some left coset of H in
G, then it can be a uniquely represented in the form:

g = tuh, (1)

where tu ∈ T , h ∈ H.
Let g1g2 = g3 be the product of two arbitrary elements of G. According

to the representation (1) we have

txh1tyh2 = tzh3. (2)

Let x
(T )· y = x • y. In view of Lemma 1 we have

z = t̂z(1) = t̂zĥ3(1) = t̂xĥ1t̂yĥ2(1) = t̂xĥ1t̂y(1) = t̂xĥ1(y) = x • ĥ1(y). (3)

Applying (2) and (3) we obtain

h3 = t−1
z txh1tyh2 = t−1

x•ĥ1(y)
txh1tyh2 = (t−1

x•ĥ1(y)
txtĥ1(y))(t

−1

ĥ1(y)
h1tyh

−1
1 )h1h2,

which implies

txh1tyh2 = tx•ĥ1(y)(t
−1

x•ĥ1(y)
txtĥ1(y))(t

−1

ĥ1(y)
h1tyh

−1
1 )h1h2 . (4)

Now let
la,b ⇀↽ t−1

a•btatb,

ϕ(u, h) ⇀↽ t−1

ĥ(u)
htuh−1

(for details see [10]).
Lemma 2. The following sentences are true:

1) l̂a,b ∈ Ĥ for any a, b ∈ E.
2) ϕ̂(u, h) ∈ Ĥ for any u ∈ E and h ∈ H.

Proof. 1) For any a, b ∈ E we have

l̂a,b(1) = t̂−1
a•bt̂at̂b(1) = t̂−1

a•bt̂a(b) = t̂−1
a•b(a • b) = (a • b)\(a • b) = 1,

i.e. l̂a,b ∈ St1(Ĝ) = Ĥ.

2) For any u ∈ E and h ∈ H we obtain

ϕ̂(u, h)(1) = t̂−1

ĥ(u)
ĥ t̂uĥ−1(1) = t̂−1

ĥ(u)
ĥ t̂u(1)

= t̂−1

ĥ(u)
ĥ (u) = (ĥ (u))\(ĥ (u)) = 1,

i.e. ϕ̂(u, h) ∈ St1(Ĝ) = Ĥ.
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Remark 1. All permutations l̂a,b generate the group

LI(〈E, ·, 1〉) ⇀↽ 〈l̂a,b|a, b ∈ E〉,

which is called a left inner mapping group of operation 〈E, ·, 1〉. In view of
Lemma 2 we have

LI(〈E, ·, 1〉) ⊆ Ĥ. (5)

Remark 2. In [10] it is shown that ϕ̂(u, LI(〈E, ·, 1〉)) ⊂ LI(〈E, ·, 1〉), for
any u ∈ E, i.e. all elements of the group LI(〈E, ·, 1〉) satisfy both the
conditions of Lemma 2.

2. Semidirect products
The investigations in the previous chapter lead us in the natural way to the
de�nition of a product of the left quasigroup 〈E, •, 1〉 with two-sided unit
1 and a group H (satisfying some conditions connected with the operation
in 〈E, •, 1〉).

Let 〈E, •, 1〉 be a left quasigroup with two-sided unit 1 and let H be a
permutation group on the set E (H ⊆ St1(SE)) such that

∀a, b ∈ E la,b = L−1
a•bLaLb ∈ H,

∀u ∈ E, ∀h ∈ H ϕ(u, h) = L−1
h(u)hLuh−1 ∈ H,

(6)

where La is the left translation by a in 〈E, •, 1〉. In the set

E ×H = {(u, h)|u ∈ E, h ∈ H}

we de�ne the operation

(u, h1) ∗ (v, h2)
def
= (u • h1(v), lu,h1(v)ϕ(v, h1)h1h2) (7)

(see [10]). In view of (6) this de�nition is correct.
On the set E we de�ne the function:

(u, h) : E → E,

(u, h)(x)
def
= u • h(x).

(8)

Lemma 3. The following sentences are true:
1. The function (u, h) : E → E is an action, i.e.

(a) it is a permutation on the set E,
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(b) if (u, h1)(x) = (v, h2)(x) for all x ∈ E, then u = v and h1 = h2,
2. (u, h1)((v, h2)(x)) = ((u, h1) ∗ (v, h2))(x) for any x ∈ E, where ∗ is

de�ned by (7),
3. (1, id) is an unit of 〈E ×H, ∗〉,
4. ( h−1(u\1), (LuhLh−1(u\1))−1 ) is an inverse element of (u, h) in
〈E ×H, ∗, (1, id)〉,

5. G = 〈E ×H, ∗, (1, id)〉 is a group.

Proof. 1a. According to (8), we have (u, h)(x) = u • h(x) = Luh(x). Be-
cause Lu is a permutation of the set E, then also Luh is a permutation of
E. Obviously (1, id)(x) = x.

1b. If (u, h1)(x) = (v, h2)(x) for all x ∈ E, then Luh1(x) = Lvh2(x).
This for x = 1 gives Lu = Lv. Thus u = v. Hence h1(x) = h2(x) for all
x ∈ E, and, in the consequence, h1 = h2.

2. For α = (u, h1) and β = (v, h2) we have

α(β(x)) = (u, h1)((v, h2)(x)) = (u, h1)(v • h2(x))
= u • h1(v • h2(x)) = Luh1Lvh2(x) .

But on the other hand

((u, h1) ∗ (v, h2))(x) = (u • h1(v), lu,h1(v)ϕ(v, h1)h1h2)(x)

= (u • h1(v)) • L−1
u•h1(v)LuLh1(v)L

−1
h1(v)h1Lvh

−1
1 h1h2(x)

= Lu•h1(v)L
−1
u•h1(v)Luh1Lvh2(x) = Luh1Lvh2(x) .

So (u, h1)((v, h2)(x)) = ((u, h1) ∗ (v, h2))(x).
3. According to the previous paragraph we have

((u, h1) ∗ (v, h2))(x) = Luh1Lvh2(x), (9)

which gives

((1, id) ∗ (u, h))(x) = L1idLuh(x) = Luh(x) = (u, h)(x)

for any x ∈ E. Thus (1, id) ∗ (u, h) = (u, h).
We obtain also

((u, h) ∗ (1, id))(x) = LuhL1id (x) = Luh(x) = (u, h)(x) .
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Hence (u, h) ∗ (1, id) = (u, h), which proves that (1, id) is a two-sided unit.
4. According to the general properties of {Lu}u∈E in LM(〈E, •, 1〉) to

LI(〈E, •, 1〉) ⊆ H we have L−1
u = Lu\1h′ for some h′ ∈ H. So

(h−1(u\1), (LuhLh−1(u\1))−1) = (h−1(u\1), L−1
h−1(u\1)

h−1L−1
u )

= (h−1(u\1), L−1
h−1(u\1)

h−1Lu\1hh′′) = (h−1(u\1), ϕ(u\1, h−1)h′′) ∈ E ×H.

But by (9) we have also
((u, h) ∗ (h−1(u\1), (LuhLh−1(u\1))−1)(x)

= LuhLh−1(u\1)L
−1
h−1(u\1)

h−1L−1
u (x) = x,

which proves (u, h) ∗ (h−1(u\1), (LuhLh−1(u\1))−1 = (1, id).
In the same way

((h−1(u\1), (LuhLh−1(u\1))−1 ∗ (u, h))(x)

= Lh−1(u\1)L
−1
h−1(u\1)

h−1L−1
u Luh(x) = x

implies (h−1(u\1), (LuhLh−1(u\1))−1 ∗ (u, h) = (1, id).
5. It is a simple consequence of 2, 3 and 4.

Lemma 4. Let G = 〈E ×H, ∗, (1, id)〉 be a group. Then
1. Ĥ = 〈H∗, ∗, (1, id)〉 (where H∗ ⇀↽ {(1, h)|h ∈ H} ) is a subgroup of G

and it is isomorphic to the group H.
2. T̂ ⇀↽ {(u, id)|u ∈ E} is a left transversal in G to its subgroup Ĥ and

the operation of 〈E,
(T̂ )• , 1〉 coincides with the operation of 〈E, •, 1〉.

Proof. 1. According to (9) we have

((1, h1) ∗ (1, h2))(x) = h1h2(x) = (1, h1h2)(x),

which proves that Ĥ = 〈H∗, ∗, (1, id)〉 is a subgroup of G. Moreover, the
bijection ψ : H∗ → H, ψ((1, h)) = h de�nes an isomorphism between
groups Ĥ and H.

2. In view of (9) we have

((u, id) ∗ (1, h))(x) = Luid L1h(x) = Luh(x) = (u, h)(x),

which gives (u, id) ∗ (1, h) = (u, h). Then for any u ∈ E the set

Hu ⇀↽ (u, id) ∗H∗ = {(u, h)|h ∈ H}
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is a left coset of Ĥ in G. Obviously (u, id) ∈ Hu and (1, id) ∈ H1 = Ĥ.
So, T̂ ⇀↽ {(u, id)|u ∈ E} is a left transversal in G to its subgroup

Ĥ. Moreover, for 〈E,
(T̂ )• , 1〉 we have u

(T̂ )• v = z, (u, id) ∗ (v, id) = (z, h),

z = u • v and h = lu,v , which implies u
(T̂ )• v = u • v.

3. The case of a left Al-loop
Note that if in the previous part of this work the permutation h ∈ H is an
automorphism of 〈E, •, 1〉, then any u, x ∈ E we have

hLuh−1(x) = h(u • h−1(x)) = h(u) • x = Lh(u)(x).

Thus hLuh−1 = Lh(u) and ϕ(u, h) = L−1
h(u)hLuh−1 = L−1

h(u)Lh(u) = id.
This means that the study of the general construction of a semidirect

product from the previous chapter can be interesting in the case when

LI(〈E, •, 1〉) ⊆ H ⊆ Aut (〈E, •, 1〉).

In this case the left loop 〈E, •, 1〉 is a left special loop (left Al-loop) and (7)
can be written in the form

(u, h1) ∗ (v, h2) = (u • h1(v), lu,h1(v)h1h2). (10)

Obviously such de�ned product has all properties mentioned in Lemmas 3
and 4.

Remark 3. By Lemma 3, for any u ∈ E and h ∈ H we have

(u, h)−1 = (h−1(u\1), (LuLu\1h)−1),

and, in the consequence, (u, id)−1 = (u\1, (LuLu\1)−1).

Remark 4. Formula (10) coincides with the formula of a gyrosemidirect
product of a left gyrogroup and its gyroautomorphism group (see [11, 4]).
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Quasigroups and Related Systems 8 (2001), 45 � 65Subtree-ounting loopsFrançois Lemieux, Cristopher Moore and Denis ThérienAbstratAn important objetive of the algebrai theory of languages is to determine the om-binatorial properties of the languages reognized by �nite groups and semigroups. In[20℄, �nite nilpotent groups are haraterized as those groups that have the ability toount subwords. In this paper, we attempt to generalize this result to �nite loops. Weintrodue the notion of subtree-ounting and de�ne subtree-ounting loops. We prove anumber of algebrai results. In partiular, we show that all subtree-ounting loops andtheir multipliation groups are nilpotent. We onlude with several small examples anda number of open questions related to omputational omplexity.
1. IntrodutionA body of reent work fouses on the omputational omplexity of variousproblems involving algebrai strutures, suh as evaluating iruits and ex-pressions [2, 3, 4℄, prediting ellular automata [15, 16℄, solving equations[11℄, and ommuniation omplexity [19℄. While these algebrai problemsare interesting in their own right, they also o�er elegant haraterizationsof some low-lying omplexity lasses, and may even help us prove new sep-arations between them.Most of this work has dealt with assoiative strutures, namely groups,semigroups and monoids, largely beause the idea of a syntati monoid isfamiliar from the theory of �nite-state automata. However, some progresshas been made in the non-assoiative ase as well [5, 6, 13, 10, 17℄. Here,onepts suh as solvability generalize in several ompeting ways, and �nd-ing the appropriate one for a given problem an be di�ult. For instane,the omplexity of iruit evaluation and expression evaluation over loops2000 Mathematis Subjet Classi�ation: 20N05, 68Q70Keywords: �nite loop, nilpoteny, formal language, tree, subtree.



46 F. Lemieux, C. Moore and D. Thérienis determined by two di�erent generalizations of solvability, whih we allpolyabelianness (being a ertain kind of produt of Abelian groups) and
M-solvability (having a solvable multipliation group) [17℄.In this paper, we attempt to generalize the onept of nilpotene, bybuilding on Thérien's result that nilpotent groups are haraterized byounting subwords up to some onstant size [20℄. In the non-assoiativease, we expet subwords to beome subtrees, and so we explore loopswhih ount subtrees of onstant size. We �nd that many of the propertiesof nilpotent groups hold true for these loops as well.The paper is strutured as follows. After de�ning some terms in alge-bra, we review the properties of nilpotent groups and their ability to ountsubwords. We then introdue the notion of subtree ounting and de�nesubtree-ounting loops. We prove a number of algebrai results relatingthese to nilpotent and M-nilpotent loops. We onlude with several smallexamples and a number of open questions related to omputational om-plexity. 2. Algebrai de�nitionsFor the theory of quasigroups and loops, we refer the reader to [1, 7, 8, 18℄.We will use the following terms, and additional de�nitions are given in thetext.By a groupoid (G, ·) is mean a binary operation f : G×G → G, written
f(a, b) = a · b or simply ab. The order of a groupoid is the number ofelements in G, written |G|.A quasigroup is a groupoid whose multipliation table is a Latin square,in whih eah symbol ours one in eah row and eah olumn. Equiv-alently, for every a, b there are unique elements a/b and a\b suh that
(a/b) · b = a and a · (a\b) = b; thus the left (right) anellation propertyholds, that bc = bd (resp. cd = bd) implies c = d.An identity is an element 1 suh that 1 · a = a · 1 = a for all a. A loopis a quasigroup with an identity.A groupoid is assoiative if a ·(b ·c) = (a ·b) ·c for all a, b, c. A semigroupis an assoiative groupoid, and a monoid is a semigroup with identity. Agroup is an assoiative quasigroup; groups have inverses and an identity. Ina group, the order of an element a is the smallest p > 0 suh that ap = 1(or pa = 0 in an Abelian group).Two elements a, b ommute if a · b = b · a. A groupoid is ommutative ifall pairs of elements ommute. Commutative groups are also alled Abelian.



Subtree-ounting loops 47We will use + instead of · for produts in an Abelian group, and all theidentity 0 instead of 1. The simplest Abelian group is the yli group
Zp = {0, 1, . . . , p − 1}, the set of integers with addition mod p.A subgroupoid (subquasigroup, subloop, et.) of a �nite groupoid G is asubset H ⊆ G suh that b1 · b2 ∈ H for all b1, b2 ∈ H. The subgroupoidgenerated by a set S, onsisting of all possible produts of elements in S, iswritten 〈S〉.A homomorphism is a funtion ϕ from one groupoid (A, ·) to another
(B, ⋆) suh that ϕ(a · b) = ϕ(a) ⋆ ϕ(b). An isomorphism is a one-to-one andonto homomorphism; we will write A ∼= B if A and B are isomorphi.An equivalene relation is a relation ∼ that is re�exive and transitive.Its index is the number of equivalene lasses. An equivalene relation is aongruene with respet to G if a ∼ b and c ∼ d implies that ac ∼ bd. (Forin�nite quasigroups, we also demand that a/c ∼ b/d and a\c ∼ b\d.) Wean then de�ne a groupoid G/∼ whose elements are ∼'s equivalene lasses,and the obvious map from G to G/∼ is a homomorphism. Conversely, forany homomorphism ϕ we an de�ne a ongruene a ∼ b if ϕ(a) = ϕ(b).The groupoid G/∼ is alled a quotient or fator of G. A groupoid is simpleif it has no fators other than {1} and itself.A divisor is a fator of a subgroupoid. Sine a sub of a fator is thefator of a sub, the divisor relation is the transitive losure of the sub andfator relations.The left (right) osets of a subloop H ⊆ G are the sets

aH = {ah |h ∈ H} and Ha = {ha |h ∈ H}for eah a ∈ G. A subloop H is normal if the following hold for all a, b ∈ G:
aH = Ha, a(bH) = (ab)H, and (aH)b = a(Hb)Then the relation

a ∼ b if a = bh for some h ∈ His a ongruene, the left and right osets oinide, and the osets form aquotient subloop G/H.The ommutator of two elements in a loop is [a, b] = ab / ba, i.e. theunique element suh that ab = [a, b](ba). The assoiator of three ele-ments is [a, b, c] = (ab)c / a(bc), i.e. the unique element suh that (ab)c =
[a, b, c](a(bc)). The subloop 〈[G, G], [G, G, G]〉 generated by all possible om-mutators and assoiators in a loop G is alled the ommutator-assoiator



48 F. Lemieux, C. Moore and D. Thériensubloop or derived subloop G′. It is normal, and it is the smallest subloopsuh that the quotient G/G′ is an Abelian group.The derived series of a loop G is the series of normal subloops
G = G0 ⊃ G1 ⊃ G2 ⊃ · · ·where Gi+1 = G′

i. A loop is solvable of degree k if Gk = {1}.The enter of a loop is the set of elements that assoiate and ommutewith everything,
Z(G) = {c | cx = xc, c(xy) = (xc)y = x(yc) for all x, y ∈ G}.It is a normal subloop of G, and is always an Abelian group.The upper entral series of a loop is {1} = Z0 ⊂ Z1 ⊂ · · · where Zi+1/Ziis the enter of G/Zi. The lower entral series is G = Γ0 ⊃ Γ1 ⊃ · · · where

Γi+1 = 〈[G, Γi], [G, G, Γi]〉 is generated by the ommutators and assoiatorsof Γi with elements of G. A loop is nilpotent of lass k if Zk = G or if
Γk = {1}; these turn out to be equivalent and k is the same in either ase.In a groupoid G, we an de�ne left and right multipliation as funtions
La(b) = a · b and Ra(b) = b · a, namely the rows and olumns of themultipliation table. The left (right) multipliation semigroupML(G) (resp.
MR(G)) is the set of funtions on G generated by the La (resp. the Ra),and the multipliation semigroup is the set of funtions generated by both.If G is a quasigroup, the La and Ra are permutations, so ML(G), MR(G)and M(G) are groups.A pseudovariety is a lass of groupoids V suh that subgroups, fators,and �nite diret produts of groupoids in V are also in V . The solvable andnilpotent loops both form pseudovarieties.For a given alphabet A, we de�ne the groupoid A(+) as the smallest setthat inludes A and suh that whenever f and g belong to A(+) then theirformal produt (fg) also belongs to A(+). It is isomorphi to the set ofnon-empty binary trees whose leaves are labelled with elements of A, or theset of parenthesized words generated by the grammar S → (S · S), S → A.The free groupoid over A is the set A(∗) = A(+) ∪{1}, where 1 is the emptytree. The free monoid over A is the assoiative version of this, namely theset A∗ of �nite words over A, where the produt is by onatenation and 1is the empty word.The yield of a labelled tree is the word formed by reading its leavesfrom left to right, whih is learly a homomorphism from A(∗) to A∗. Thusfree monoids are fators of free groupoids under the ongruene that iden-ti�es trees with the same yield, and so removes the non-assoiativity of thegroupoid.



Subtree-ounting loops 49Moreover, every �nite groupoid (monoid) is a divisor of the free groupoid(monoid) over some �nite alphabet, i.e. it an be derived from a free objetby imposing some ongruene with a �nite index.The length of a word w, or the number of leaves in a tree w, is denoted
|w|. Exept for the free algebras, all loops used in this paper are �nite.3. Nilpotene and subword ountingCounting subwords is a well-known operation in ombinatorial algebra (e.g.Ch. 6 of [14℄). If x and w are two words over some alphabet A, then |x|w isthe number of ways that x an be written

x = y0w1y1w2 · · ·wkykwhere w1w2 · · ·wk = w and yi ∈ A∗. For instane, |abab|ab = 3. (Note thatmany authors write (

x
w

) instead of |x|w.) If x and y are both words over A,we an de�ne the subword ounts of their produt reursively:
|xy|w =

∑

u, v ∈ A∗

uv = w

|x|u|y|v (1)summing over all the ways to break w into a pair of words.In a group or monoid, we an de�ne two words as equivalent if theyevaluate to the same element. It is interesting to ask what exatly abouta long word makes it evaluate to one element or another; di�erent groupsare `sensitive' to di�erent properties of the word. To make this preise,we say that a language L ⊂ A∗ is reognized by a monoid M if there isa homomorphism h from A∗ to M , and a subset K ⊂ M , suh that L =
h−1(K). In other words, h maps eah symbol of A to an element of M , and
L is the set of words where the resulting string evaluates to an aeptingelement of M .In the assoiative ase, Thérien [20℄ showed that nilpotent groups areexatly those that are sensitive to ounting subwords up to a ertain �xedlength. Spei�ally, de�ne an equivalene lass ∼p

k that ounts, mod p,subwords of length up to k:
x ∼p

k y if |x|u ≡ |y|u mod p for all |u| 6 kIt is easy to show from Equation 1 that this is a ongruene. Then we have



50 F. Lemieux, C. Moore and D. ThérienTheorem 1 (Thérien). If a group G has order p and is generated by melements, it is nilpotent of lass k if and only if it is a divisor of A∗/∼p
kwhere A is the free monoid on m symbols. Therefore, any language reog-nized by G is a union of equivalene lasses of ∼p

k.Thus nilpotent groups an be haraterized ompletely by the ombina-toris of subwords.For instane, if we take the free group with two generators a and b andount the subwords a, b, ab and ba mod 2, we get an 8-element group
{1, a, b, ab, ba, aba, bab, abab}Note, for instane, that abab = baba sine (mod 2) both have zero a's, zero

b's, one ab, and one ba. Furthermore, abab ommutes with every element.The reader an hek that this is isomorphi to the dihedral group D4, thesymmetries of the square, where a and b orrespond to re�etions aroundaxes 45◦ apart, and abab is a 180◦ rotation.Similarly, if we have two generators i and j and we ount i's and j'smod 2, but ombine the ounts of ii, jj and ji by adding them togethermod 2, we get the quaternion group Q8 = {±1,±i,±j,±k}. The ombinedount of ii, jj and ji gives the sign if ij = k is de�ned as positive, whihmakes sense sine i2 = j2 = −1 and ji = −k.To put it di�erently, {a, b}∗/∼2
2 is a 32-element group, of whih both

D4 and Q8 are fators. (Sine there are six subwords of length 6 2, namely
a, b, aa, ab, ba and bb, in priniple this group ould have 64 elements.However, subword ounts are not independent of eah other.)4. Subtree-ounting loopsIn the non-assoiative ase, subwords presumably beome subtrees. Count-ing subtrees is atually simpler than ounting subwords, sine there is onlyone way to divide a binary tree into smaller ones. The intuitive de�nitionseems to be the following, where x, y, u, v are elements of the free groupoid
A(∗) and a, b ∈ A are generators:

|1|a = 0
|a|1 = 0
|a|a = 1
|a|b = 0

|(xy)|a = |x|a + |y|a
|(xy)|(uv) = |x|(uv) + |y|(uv) + |x|u|y|v



Subtree-ounting loops 51Given p > 2 and k > 0, de�ne x ∼p
k y i� |x|u ≡ |y|u (mod p) for all

u ∈ A(∗) of size at most k. The following lemma follows diretly from thede�nition:Lemma 2. The relation ∼p
k is a ongruene of �nite index.De�ne Dp

k = {x ∈ A(∗) |x ∼p
k 1}Lemma 3. A(∗)/∼p

k is a �nite loop with identity Dp
kProof. We want to prove that (xy) ∼p

k (xz) implies y ∼p
k qz (the proof ofleft anellation is symmetri). It su�es to show that for all s ∈ A(∗) ofsize less than k, |(xy)|s = |(xz)|s implies that |y|s = |z|s.The proof is by mathematial indution on |s| . This is lear when

|s| 6 1. Otherwise s = (uv) and
|(xy)|s ≡ |x|s + |y|s + |x|u|y|v

≡ |x|s + |z|s + |x|u|z|v
≡ |(xz)|s (mod p)Hene, there exists some onstant c = |x|u suh that

|y|s + c|y|v ≡ |z|s + c|z|v (mod p)By the indutive hypothesis, we have that |y|v ≡ |z|v. So, we obtain
|y|(uv) ≡ |z|(uv) and y ∼p

k z.De�nition 1. Loops that divide A(∗)/∼p
k are alled subtree-ounting loopsof lass k.When a subtree-ounting loop is express as an algebra (G, ·, \, /), wean dedue how to ount subtrees in quotients x/y and y\x :Lemma 4.

a) |x/y|a ≡ |y\x|a ≡ |x|a − |y|a if a ∈ A

b) |x/y|uv ≡ |x|uv − |y|uv − |x/y|u |y|v

c) |y\x|uv ≡ |x|uv − |y|uv − |y|u |y\x|vProof.
|x|a ≡ |(x/y)y|a ≡ |x/y|a + |y|a

|x|uv ≡ |(x/y)y|uv ≡ |x/y|uv + |y|uv + |x/y|u |y|vand similarly for y\x.



52 F. Lemieux, C. Moore and D. ThérienThe de�nition of A(∗)/∼p
k implies that for any s, t ∈ A(+) satisfying

s ∼p
k t, we have that s and t evaluate to the same element in A(∗)/ ∼p

k.This property is generalized in the following lemma.Lemma 5. A loop G is subtree-ounting if and only if there exists twopositive integers k and p suh that for any s, t ∈ G(+) satisfying s ∼p
k t,we have that s and t evaluate to the same element in G.Proof. Let G be a subtree ounting loop and onsider �rst the speial asewhere G = A(∗)/∼p

k. Without loss of generality, we an assume that A ⊆ G,whih means that A is a basis for G. By de�nition, we know that for all
x, y ∈ A(+), if x ∼p

k y, then x and y evaluate to the same element in G.Let h : G → A(+) be any mapping suh that h(g) evaluates to g, for all
g ∈ G and suh that h(a) = a for all a ∈ A. We an extend h in the naturalway to a groupoid morphism h : G(+) → A(+). Thus, for any t ∈ G(+), wehave that t and h(t) evaluate to the same element in G.Let u ∈ G(+) be suh that |u| 6 k, let X(u) be the set of all leaves of uthat are in A, and let Y (u) be the set of all other leaves. Given v ∈ A(+),we are interested by the ourrenes of v in h(u) that ontains all the leavesfrom X(u) and at least one leaf from h(g), for eah g ∈ Y (u). We denotethe number of suh ourrenes with ‖h(u)‖v. We have

|h(s)|v =
∑

u ∈ G(+)

|u| 6 |v|

|s|u · ‖h(u)‖vHene, s ∼p
k t implies that h(s) ∼p

k h(t) and that s and t evaluate to thesame element in G.Consider now the general ase where G divides A(∗)/ ∼p
k. Let S be asubloop of G and let h : S → G be a loop morphism. De�ne the fun-tion h−1 : G → S by hoosing h−1(g) to be any element in S suh that

h(h−1(g)) = g and extend it in the natural way to a groupoid morphism
h−1 : G(+) → (h−1(G))(+).Let x, y ∈ G(+) be suh that x ∼p

k y. Then, we must have h−1(x) ∼p
k

h−1(y) and, sine h−1(x) and h−1(y) belong to A(∗)/∼p
k, they both evaluateto the same element in S. Sine h is a morphism, x and y must evaluate tothe same element in G.The other diretion of the proof is immediate.



Subtree-ounting loops 535. Properties of subtree-ounting loopsLet G = A(∗)/ ∼p
k where p > 2 and k > 1. Let η : A(∗) → A(∗)/ ∼p

kbe the natural morphism. For 0 6 i 6 k, let Dp
i = {x ∈ A(∗) |x ∼p

i 1}and de�ne ∆p
i = η(Dp

i ), a normal subloop of G. We an then de�ne thefollowing desending series of normal subloops, whih we all the subtreeseries:
G = ∆p

0 ⊇ ∆p
1 ⊇ · · · ⊇ ∆p

k = {1}This series an still be de�ned if G is a proper divisor of A(∗)/∼p
k. In thisase, there exists a subloop S ⊆ A(∗)/∼p

k and a loop morphism h : S → G.Hene, it su�es to de�ne ∆p
i = h(η(Dp

i ) ∩ S).Commutators and assoiators are ontained in various ∆p
j beause theirounts of small subtrees anel out, as the next two lemmas show.Lemma 6. If x ∈ ∆p

k and y ∈ ∆p
l , then their ommutator [x, y] ∈ ∆p

k+l+1.Proof. Let S be de�ned as above. We observe that any ommutator y of
G is the morphi image of a ommutator x in S. Hene, if x ∈ η(Dp

i ) then
y ∈ ∆p

i . Consequently, it su�es to onsider the ase where G = A(∗)/∼p
k.The reader an show that |[x, y]|a = 0 (mod p) for all a ∈ A, and that

|[x, y]|uv ≡ |x|u |y|v − |y|u |x|v − |[x, y]|u |yx|v (mod p)If |[x, y]|w ≡ 0 for all words shorter than uv, then the last term is zero, andthe �rst two terms are also zero unless |u| > k and |v| > l or vie versa.Thus the shortest subword with nonzero ount in [x, y] has length at least
k + l + 2, so [x, y] ∈ ∆k+l+1.Lemma 7. If x ∈ ∆p

k, y ∈ ∆p
l , and z ∈ ∆p

m, then their assoiator
[x, y, z] ∈ ∆p

k+l+m+2.Proof. Again, it is su�ient to onsider the ase where G = A(∗)/∼p
k. Asin the previous lemma, |[x, y, z]|a ≡ 0 for all a ∈ A. If u = rs and v = tw,then

|[x, y, z]|uv ≡ |x|r |y|s |z|tw − |x|rs |y|t |z|w − |[x, y, z]|u |(xy)z|v (mod p)(the �rst and seond terms, respetively, disappear if |u| = 1 or |v| = 1). Sothe shortest word with nonzero ount must be the produt of three wordsof length greater than k, l and m respetively; its length is then at least
k + l + m + 3, so [x, y, z] ∈ ∆k+l+m+2.



54 F. Lemieux, C. Moore and D. ThérienThérien's result [20℄ shows that in the assoiative ase, subtree-ountingand nilpotene are the same thing. In the non-assoiative ase, this is stilltrue in one diretion:Theorem 8. If a loop G is subtree-ounting of lass k, it is nilpotent oflass k.Proof. Assume G divides A(∗)/∼p
k for some p and k. Reall the de�nitionof the lower entral series Γi. We have ∆p

0 = Γ0 = G, and Γi ⊂ ∆p
i followsby indution from lemmas 3 and 4 for all i > 0. Therefore, if ∆p
k = {1},then Γk = {1}.If the loop is ommutative, we an make this stronger:Theorem 9. If a loop G is ommutative and subtree-ounting of lass k,it is nilpotent of lass ⌈k/2⌉.Proof. ∆p

0 = Γ0 = G, and if all ommutators are the identity, then Γi ⊂ ∆p
2ifollows by indution from lemma 4 for all i ≥ 0. Therefore, if ∆p

k = {1},then Γj = {1} where 2j > i.Nilpotene implies solvability [7℄, but we an show that a loop's solv-ability degree is exponentially smaller than its subtree-ounting lass:Theorem 10. If a loop G is subtree-ounting of lass k, it is solvableof degree ⌈log2(k + 1)⌉. If it is also ommutative, it is solvable of degree
⌈log3(k + 1)⌉.Proof. Reall the de�nition of the derived series Gi. We have ∆p

0 = G0 =
G, and Gj ⊂ ∆p

i implies Gj+1 ⊂ ∆p
2i+1 by lemmas 3 and 4. Therefore,

Gi ⊂ ∆p

2i−1
for all i ≥ 0, so if ∆p

k = {1} then Γj = {1} where 2j ≥ k + 1.If all ommutators are the identity, then Gj ⊂ ∆p
i implies Gj+1 ⊂ ∆p

3i+2by lemma 4. Therefore Gi ⊂ ∆p

3i−1
, so if ∆p

k = {1} then Γj = {1} where
3j ≥ k + 1.We lose this setion with a haraterization of the �rst few lasses ofsubtree-ounting loops. Reall that the enter of a loop is the set of elementsthat ommute and assoiate with all other elements. We also say that aloop is assoiator-distributive if [wx, y, z] = [w, y, z] [x, y, z] and similarly onthe other two variables. Then:Theorem 11. Suppose a loop is subtree-ounting of lass k. If k = 1, it isan Abelian group. If k = 2, it is a group and nilpotent of lass 2. If k = 3,it is assoiator-distributive and its assoiators are in its enter.



Subtree-ounting loops 55Proof. If k = 1, all ommutators and assoiators are the identity by lemmas3 and 4. If k = 2, all assoiators are the identity by lemma 4, so it is agroup and is subword-ounting of lass 2. If k = 3, we an hek that anassoiator [u, v, w] ommutes with any element x by ounting subtrees. If
|s| 6 3,

|x [u, v, w]|s ≡ |x|s + |[u, v, w]|s ≡ |[u, v, w] x|s (mod p)sine [u, v, w] ontains no subtrees of size 1 or 2 by Lemma 7. A similarargument shows that an assoiator assoiates with any pair of elements. Toshow assoiator-distributivity, sine [wx, y, z] ontains no subtrees of size 1or 2, we just have to ount subtrees of size 3. If a, b, c ∈ A, then
|[wx, y, z]|(ab)c ≡ |wx|a |y|b |z|c (mod p)

≡ (|w|a + |x|a) |y|b |z|c (mod p)

≡ |[w, y, z]|(ab)c + |[x, y, z]|(ab)c (mod p)

≡ |[w, y, z][x, y, z]|(ab)c (mod p)and similarly for a(bc).6. M-nilpotene and nilpoteneIf we think of left and right multipliation as funtions La(b) = ab and
Ra(b) = ba, the La and Ra are permutations given by the rows and olumnsof the multipliation table. Reall that the left (right) multipliation groupof a loop G is the group generated by the La (resp. Ra), and the multipli-ation group M(G) is generated by both.In [17℄, we used the idea of M-solvability, the property of having asolvable multipliation group, to address the omplexity of expression eval-uation in loops. Here, we will say that a loop is M-nilpotent of lass k ifits multipliation group is nilpotent of lass k, and left (right) M-nilpotentif its left (right) multipliation group is.The following inlusions are known [7, 21℄:

M-nilpotent ⇒ nilpotent ⇒ M-solvable ⇒ solvableFor groups, M(G) is in the variety generated by G, so M-nilpotene andnilpotene oinide. In the non-assoiative ase, however, the M-nilpotentloops are a proper sublass of the nilpotent ones. For instane, the following



56 F. Lemieux, C. Moore and D. Thérienloop is nilpotent of lass 2:
1 2 3 4 5 6
2 1 4 3 6 5
3 4 5 6 2 1
4 3 6 5 1 2
5 6 1 2 3 4
6 5 2 1 4 3Its derived subloop {1, 2} is also its enter. However, its left, right and fullmultipliation groups are all equal to a 24-element group whih is solvableof degree 2 but not nilpotent.Then we an show that subtree-ounting loops are M-nilpotent:Theorem 12. If a loop G is subtree-ounting of lass k, then it is M-nilpotent of lass k.Proof. De�ne a spine as a tree where every node has at most one hildwhih is not a leaf. An element of M(G) is haraterized by its ation onthe elements of G. Sine the multipliations La and Ra add leaves on theleft and right, an element of M(G) orresponds to |G| spines of the sameshape, one for eah element. For instane, LaRbLc orresponds to the spines

a((cx)b) for eah x ∈ G as shown in �gure 1.
x

a

c

a

b
c

cx xc

b

x

a
a

b
bFigure 1: A spine orresponding to m = LaRbLc and its subtrees of size 3.Let m ∈ M(G), and all these spines m(x) for eah x ∈ G. For eah x,the spines m(x) have two kinds of subtrees, namely those that don't inlude

x and those that do. If a subtree of m(x) of size k doesn't inlude x, itorresponds to a subword of m of size k. If it does inlude x, it orrespondsto a subword of m of size k − 1. In either ase, the subtrees of m(x) areditated by the subwords of m of the same size or smaller.Therefore, if m1, m2 ∈ M(G) have the same subword ounts of size kor less, then for all x their spines m1(x) and m2(x) have the same subtreeounts of size k or less. Sine G is subtree-ounting of lass k, m1(x) =
m2(x) for all x ∈ G, but this means that m1 = m2. Thus M(G) is subword-ounting of lass k, and by theorem 1 it is nilpotent of lass k.



Subtree-ounting loops 57We an also obtain a partial onverse to the last part of theorem 11, witha purely algebrai orollary. Reall the notion of assoiator-distributivityfrom the previous setion. Then:Theorem 13. If a loop G has the following properties:
• G is assoiator-distributive, and
• all of G's assoiators are in its enter, and
• there is a set of generators A for G suh that the subgroup of MR(G)generated by their right multipliations, 〈{Ra | a ∈ A}〉 is nilpotentof lass k,then it is subtree-ounting of lass max(3, k). Therefore, G is M-nilpotentof lass max(3, k).Proof. If we are given a tree in G(∗), we start by rewriting it as a tree in

A(∗) by replaing elements of G with produts of elements of A. Now de�nea (left) omb in A(∗) as a tree where every node's right hild, if it has one, isa leaf. Indutively, the empty tree is a omb, and ca is a omb if c is a omband a ∈ A. Sine the parenthesization of a omb is �xed, we an denote itwithout ambiguity by its yield, e.g. ((ab)c)d is simply denoted abcd.Then we start by onverting an arbitrary tree to a omb with the sameyield whih is equivalent with respet to G, keeping trak of the assoiatorsas we do so. We do this indutively, �rst transforming subtrees of depth2, then subtrees of depth 3, and so on. Suppose that at some point in thisproess we are about to transform a subtree t. If t is already a omb, thereis nothing to do. Otherwise, t = ba where b = b1 · · · bk and a = a1 · · · al aretwo ombs of size k > 1 and l > 2, where bj , ai ∈ A for all j, i. To applythe transformation, we use the following:
ba = b(a1 · · · al)

= (b(a1 · · · al−1)) al [b, a1 · · · al−1, al]...
= (b1 · · · bka1 · · · al)

∏l
i=2[b, a1 · · · ai−1, ai]Sine assoiators are in the enter of G, eah one an be moved to the sideof the expression as it is reated.Now sine G is assoiator-distributive, we an write this produt ofassoiators as

k
∏

j=1

l
∏

i=2

i−1
∏

h=1

[bj , ah, ai]



58 F. Lemieux, C. Moore and D. ThérienThere is a bijetion between the assoiators [bj , ah, ai] in this produt andthe subtrees bj(ahai) of size 3 rooted at the node where b and a meet. Byindution, the transformation of a tree into a left omb reates preisely oneassoiator [a, b, c] for eah subtree a(bc) where a, b, c ∈ A.Thus we an onvert a tree into an equivalent omb, and the produt ofassoiators it takes to do this is a funtion only of subtrees of size 3. Sinea left omb in A(∗) is formed by omposing a series of right multipliations
Ra for a ∈ A, and sine these generate a nilpotent group of lass k, we anevaluate the omb by ounting subombs of size k. Sine the omb has thesame yield as the original tree, this is the same as ounting subtrees of size
k in the original tree and ombining subtrees of the same yield.Thus the value of the tree is determined by ounting subtrees of size
max(3, k), so G is subtree-ounting of this lass. Finally, G is M-nilpotentof lass max(3, k) by Theorem 12.Obviously, the third ondition of Theorem 13 is satis�ed whenever Gis right-M-nilpotent of lass k. For instane, onsider the otonion loop
O16, whih onsists of 16 elements {±1,±i,±j,±k,±E,±I,±J,±K}. Itsmultipliation table is

1 i j k E I J K

i −1 k −j I −E −K J

j −k −1 i J K −E −I

k j −i −1 K −J I −E

E −I −J −K −1 i j k

I E −K J −i −1 −k j

J K E −I −j k −1 −i

K −J I E −k −j i −1whih we extend to elements with minus signs in the obvious way. Just asthe quaternions are ommutative up to a sign, the otonions are assoia-tive up to a sign. Sine all ommutators and assoiators are in the enter
{±1}, O16 is nilpotent of lass 2. Moreover, the reader an hek that itis assoiator-distributive and its right multipliation group (whih has 128elements) is nilpotent of lass 2. Therefore, it is subtree-ounting of lass3, and its full multipliation group (whih has 1024 elements) is nilpotentof lass 3.The reader might hope that all nilpotent loops of lass 2 are assoiator-distributive. This is not the ase, as we will show below.



Subtree-ounting loops 597. ExamplesIf we take the free groupoid on one generator {1, a, aa, a(aa), (aa)a, . . .} andonsider equivalene lasses that ount subtrees up to size 3 (mod 2), then
{a}(∗)/ ∼2

3 is a subtree-ounting loop of lass 3 with 8 elements. It is anextension of Z2 by Z4, and its multipliation table is
1 2 3 4 5 6 7 8
2 1 4 3 6 5 8 7
3 4 1 2 7 8 5 6
4 3 2 1 8 7 6 5
5 6 8 7 3 4 2 1
6 5 7 8 4 3 1 2
7 8 6 5 1 2 4 3
8 7 5 6 2 1 3 4

(2)
The eight elements an be represented by 1, 2 = a((aa)a), 3 = aa, 4 =
a(a(a((aa)a))), 5 = a, 6 = a(a((aa)a)), 7 = (aa)a, and 8 = a(aa). Infat, there are no non-assoiative subtree-ounting loop with fewer than 8elements, sine the smallest non-assoiative nilpotent loops have 6 elements,and these all have a multipliation group Z2 ≀Z3 of order 24 that is solvablebut not nilpotent (here ≀ is the wreath produt [12℄).Counting subtrees of size 3 mod p for larger p gives lass 3 loops of size
cp2 where c appears to depend only on p(mod 6) :

c =















1 if p(mod 6) = 1 or 5
2 if p(mod 6) = 2 or 4
3 if p(mod 6) = 3
6 if p(mod 6) = 0We have heked this for p 6 25, and we onjeture it is true for all p.Counting subtrees up to size 4(mod 2) gives a subtree-ounting loop of lass4 with 128 = 27 elements, and ounting mod 3 gives 729 = 36 elements.All of these loops are generated by a single element, like the free groupoidof whih they are fators. For an example with two generators, if we take thefree groupoid on two generators a, b and impose the relations a2 = b2 = 1and xy = yx for all x, y, we get a subtree-ounting loop of lass 3 with 16



60 F. Lemieux, C. Moore and D. Thérienelements. Its multipliation table is
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
2 1 4 3 6 5 8 7 10 9 12 11 14 13 16 15
3 4 1 2 7 8 5 6 11 12 9 10 15 16 13 14
4 3 2 1 8 7 6 5 12 11 10 9 16 15 14 13
5 6 7 8 1 2 3 4 13 14 15 16 10 9 12 11
6 5 8 7 2 1 4 3 14 13 16 15 9 10 11 12
7 8 5 6 3 4 1 2 15 16 13 14 12 11 10 9
8 7 6 5 4 3 2 1 16 15 14 13 11 12 9 10
9 10 11 12 13 14 15 16 1 2 3 4 7 8 5 6
10 9 12 11 14 13 16 15 2 1 4 3 8 7 6 5
11 12 9 10 15 16 13 14 3 4 1 2 5 6 7 8
12 11 10 9 16 15 14 13 4 3 2 1 6 5 8 7
13 14 15 16 10 9 12 11 7 8 5 6 1 2 3 4
14 13 16 15 9 10 11 12 8 7 6 5 2 1 4 3
15 16 13 14 12 11 10 9 5 6 7 8 3 4 1 2
16 15 14 13 11 12 9 10 6 5 8 7 4 3 2 1where the generators are (say) 5 = a and 9 = b. Counting (mod 3),

(mod 4), and mod 5 gives loops of 81, 256, and 625 elements respetively.Going bak to a one-symbol alphabet and ounting (mod 2) the �vesubtrees of depth 2 or less, a, aa, (aa)a, a(aa) and (aa)(aa), gives a 16-element loop
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
2 1 4 3 6 5 8 7 10 9 12 11 14 13 16 15
3 4 5 6 9 10 11 12 1 2 14 13 15 16 8 7
4 3 6 5 10 9 12 11 2 1 13 14 16 15 7 8
5 6 7 8 2 1 4 3 13 14 16 15 10 9 11 12
6 5 8 7 1 2 3 4 14 13 15 16 9 10 12 11
7 8 1 2 13 14 15 16 6 5 9 10 12 11 3 4
8 7 2 1 14 13 16 15 5 6 10 9 11 12 4 3
9 10 11 12 4 3 6 5 15 16 7 8 2 1 14 13
10 9 12 11 3 4 5 6 16 15 8 7 1 2 13 14
11 12 14 13 16 15 9 10 7 8 1 2 4 3 6 5
12 11 13 14 15 16 10 9 8 7 2 1 3 4 5 6
13 14 15 16 8 7 2 1 12 11 4 3 5 6 9 10
14 13 16 15 7 8 1 2 11 12 3 4 6 5 10 9
15 16 10 9 11 12 14 13 3 4 6 5 7 8 2 1
16 15 9 10 12 11 13 14 4 3 5 6 8 7 1 2



Subtree-ounting loops 61Here {1, 2} is a normal subloop, and dividing it out gives the 8-element loop(2) above.If we ount just the balaned trees a, aa and (aa)(aa) up to depth 2,we get another 8-element loop,
1 2 3 4 5 6 7 8
2 3 4 1 6 7 8 5
3 4 5 6 7 8 1 2
4 1 6 7 8 5 2 3
5 6 7 8 1 2 3 4
6 7 8 5 2 3 4 1
7 8 1 2 3 4 5 6
8 5 2 3 4 1 6 7where the generator is (say) 2 = a. This loop is not isomorphi to (2) sineonly two elements give the identity when squared. It is ommutative butnot assoiative, sine (22)3 = 5 but 2(23) = 1. However, like (2) it is anextension of Z2 by Z4.In fat, all loop extensions of Z2 by Z4 are nilpotent and M-nilpotent,sine Z2 ≀ Z4 is nilpotent of lass 4. Similarly, all loop extensions of Z2 by

Z
2
2 are M-nilpotent, sine Z2 ≀Z

2
2 is nilpotent of lass 3. We do not know ifall of these are subtree-ounting.This loop also shows that, unlike the derived series and the entral lowerseries, the subtree series an halt for a while and then ontinue downward.

∆1 = {1, 3, 5, 7} is generated by 3 = a2 and is isomorphi to Z4, while ∆2and ∆3 oinide and are both {1, 5 = (aa)(aa)}. Finally, ∆4 = {1}. Thus
∆0 ⊃ ∆1 ⊃ ∆2 = ∆3 ⊃ ∆4.In general, ounting (mod 2) balaned trees with one generator up to depth

k gives a subtree-ounting loop of lass 2k and size 2k+1. Thus, in the non-assoiative ase, a loop of size n an have a subtree-ounting degree linear in
n, whereas the nilpotene degree of a loop an be at most logarithmi in n.This suggests that determining when a given loop is not subtree-ountingmay require exponentially more omputation than telling when a loop isnot nilpotent.As these examples show, we an hoose to ount some subset S of theset of trees of size less than or equal to k, instead of all of them. This will bea ongruene, and so will give a well-de�ned loop, if and only if S is losedunder subtrees, i.e. uv ∈ S implies u ∈ S and v ∈ S. For instane, we anhoose to ount subtrees up to a ertain depth rather than a ertain size;



62 F. Lemieux, C. Moore and D. Thérienbalaned subtrees up to a ertain depth; left or right ombs of a ertaindepth; and so on.If we de�ne loops as (balaned) subtree-ounting of depth k in the obviousway, we haveLemma 14. If a loop is subtree-ounting of lass k, then it is (balaned)subtree-ounting of depth k. If it is (balaned) subtree-ounting of depth d,then it is subtree-ounting of lass 2d.Proof. A subtree of size k is ontained in a balaned subtree of depth atmost k, and a subtree of depth d has size at most 2d.However, a tree whih is not a omb is not ontained in a omb ofany size, so the subomb-ounting loops might be a proper sublass of thesubtree-ounting ones. 8. Open questionsWe have introdued the lass of subtree-ounting loops and show that it isa sublass of the M-nilpotent loops. However, we still don't know if thisinlusion is strit. If so, it would be interesting to have some examples andinvestigate their ombinatorial properties.A more basi problem is that we have no deision algorithm to deter-mine if a �nite loop G of order g is subtree-ounting. This is equivalent todetermining if there exist p and k suh that G divides A(∗)/ ∼p
k for somealphabet A. If G is subtree-ounting, then we an take p = g and A = Gsine it must be a morphi image of H = G(∗)/ ∼p

k. Sine G/∆p
1 is anabelian group divided by Zp, then g must be a multiple of p. This impliesthat G divides G(∗)/∼g

k.Finding k seems to be more di�ult. However, we observe that in orderto ompute the number of subtrees of depth d > 1, it seems neessary tohave some information about the number of subtrees of depth d − 1. Thissuggests that the number of elements in a subtree-ounting loop G of lass
k must be at least log k and that G must divide G(∗)/∼g

2g . We onjeturethat this is true, in whih ase a deision algorithm would exist.Another set of open questions ome from the theory of omputationalomplexity, espeially low-level parallel omplexity lasses. For instane,
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ACC

0 and ACC
1, while over non-solvable groups these problems are NC

1-omplete and P-omplete respetively (see [3, 4, 15℄ for de�nitions of theselasses and proofs of these results). Similarly, equations over nilpotentgroups an be solved in polynomial time, while for non-solvable groups thisproblem is NP-omplete [11℄ and for solvable groups quasipolynomial timeis believed to su�e. Finally, languages de�ned over groups have onstantmultiplayer ommuniation omplexity if and only if they are nilpotent [19℄.Subtree-ounting loops an be shown to have many of the same om-plexity properties as nilpotent groups, suggesting that subtree-ounting mayplay the same role for loops that nilpotene does for groups. However, wehave not yet been able to prove the onverse omputational hardness re-sults for non-subtree-ounting loops. In partiular, we would like to knowif any expressions or programs over non-subtree-ounting loops an alwaysexpress the logial AND of an arbitrary number of variables. We hope thattehniques from loop theory an be applied to this and other omplexity-theoreti questions.Aknowledgements. F.L and D.T. where supported by grants fromFCAR (Québe) and NSERC (Canada). D.T where also supported by agrant from the von Humbolt Foundation. C.M. is grateful to MGill Uni-versity for a delightful visit to Montréal, and to Molly Rose and Spootie theCat for their support. We also thank William C. Waterhouse and MihaelKinyon for helpful onversations.Referenes[1℄ A. A. Albert: Quasigroups I, Trans. Amer. Math. So. 54 (1943),
507 − 519, and Quasigroups II, Trans. Amer. Math. So. 55 (1944),
401 − 419.[2℄ D. A. Barrington: Bounded-width polynomial-size branhing pro-grams reognize exatly those languages in NC

1, J. Comput. SystemSi. 38 (1989), 150 − 164.[3℄ D. A. Mix Barrington and D. Thérien: Finite monoids and the�ne struture of NC
1, Journal of the ACM 35 (1988), 941 − 952.
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On quadratic B-algebras

Hee Kon Park and Hee Sik Kim

Abstract

In this paper we introduce the notion of quadratic B-algebra which is a medial quasigroup,
and obtain that every quadratic B-algebra on a �eld X with |X | > 3, is a BCI-algebra.

1. Introduction
Y. Imai and K. Iséki introduced two classes of abstract algebras: BCK-
algebras and BCI-algebras ([6, 7]). It is known that the class of BCK-
algebras is a proper subclass of the class of BCI-algebras. In [4, 5] Q. P.
Hu and X. Li introduced a wide class of abstract algebras: BCH-algebras.
They have shown that the class of BCI-algebras is a proper subclass of
the class of BCH-algebras. J. Neggers and H. S. Kim ([10]) introduced
the notion of d-algebras, i.e. algebras (X; ∗, e) de�ned by (i) x ∗ x = e,
(v) e ∗ x = e, (vi) x ∗ y = e and y ∗ x = e imply x = y, which is
another useful generalization of BCK-algebras, and then they investigated
several relations between d-algebras and BCK-algebras as well as some
other interesting relations between d-algebras and oriented digraphs. Y.
B. Jun, E. H. Roh and H. S. Kim introduced in [8] a new notion, called
an BH-algebra, i.e. algebras (X; ∗, e) satisfying (i), (ii) x ∗ e = x and
(vi), which is a generalization of BCH/BCI/BCK-algebras. They also
de�ned the notions of ideals and boundedness in BH-algebras, and showed
that there is a maximal ideal in bounded BH-algebras. J. Neggers, S.
S. Ahn and H. S. Kim (cf. [10]) introduced the notion of a Q-algebra, and
generalized some theorems discussed in BCI-algebras. Recently, J. Neggers
and H. S. Kim introduced and investigated a class of algebras, called a B-
algebra ([12, 13]), which is related to several classes of algebras of interest
such as BCH/BCI/BCK-algebras and which seems to have rather nice
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properties without being excessively complicated otherwise. B-algebras are
also unipotent quasigroups which plays an important role in the theory of
Latin squares (cf. [3]).

In this paper we introduce the notion of quadratic B-algebra which is a
medial quasigroup, and obtain that every quadratic B-algebra on a �eld X
with |X | > 3, is a BCI-algebra.

2. B-algebras
A B-algebra (cf. [12]) is a non-empty set X with a constant e and a binary
operation ∗ satisfying the following axioms:

(i) x ∗ x = e,
(ii) x ∗ e = x,

(iii) (x ∗ y) ∗ z = x ∗ (z ∗ (e ∗ y))

for all x, y, z ∈ X.

Example 2.1. (cf. [12]) Let X be the set of all real numbers except for a
negative integer −n. De�ne a binary operation ∗ on X by

x ∗ y =
n(x− y)

n + y
.

Then (X; ∗, 0) is a B-algebra with e = 0.

Example 2.2. (cf. [13]) Let X = {0, 1, 2, 3, 4, 5} be a set with the follow-
ing table:

∗ 0 1 2 3 4 5
0 0 2 1 3 4 5
1 1 0 2 4 5 3
2 2 1 0 5 3 4
3 3 4 5 0 2 1
4 4 5 3 1 0 2
5 5 3 4 2 1 0

Then (X; ∗, 0) is a B-algebra with e = 0.

In [2] the following result is proved.
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Lemma 2.3. Let (X; ∗, e) be a B-algebra. Then we have the following
statements.
(a) If x ∗ y = e then x = y for any x, y ∈ X.
(b) If e ∗ x = e ∗ y, then x = y for any x, y ∈ X.
(c) e ∗ (e ∗ x) = x for any x ∈ X.

J. Neggers, S. S. Ahn and H. S. Kim introduced in [10] the notion of
Q-algebra, as an algebra (X, ; ∗, e) satisfying (i), (ii) and
(iv) (x ∗ y) ∗ z = (x ∗ z) ∗ y

for any x, y, z ∈ X. It is easy to see that B-algebras and Q-algebras are
di�erent notions. For example, X = {0, 1, 2, 3} with ∗ de�ned by the
following table:

∗ 0 1 2 3
0 0 0 0 0
1 1 0 0 0
2 2 0 0 0
3 3 3 3 0

is a Q-algebra ([10]), but not a B-algebra, since (3 ∗ 2) ∗ 1 = 0 6= 3 =
3∗ (1∗ (0∗2)). Example 2.2 is a B-algebra ([13]), but not a Q-algebra, since
(5 ∗ 3) ∗ 4 = 3 6= 4 = (5 ∗ 4) ∗ 3.

Theorem 2.4. (cf. [10]) Every Q-algebra satisfying the conditions (iv) and
(vii) (x ∗ y) ∗ (x ∗ z) = z ∗ y

for any x, y, z ∈ X, is a BCI-algebra.

3. Quadratic B-algebras
Let X be a �eld with |X | > 3. An algebra (X; ∗) is said to be quadratic if
x ∗ y is de�ned by

x ∗ y = a1x
2 + a2xy + a3y

2 + a4x + a5y + a6 ,

where a1, . . . , a6 ∈ X are �xed.
A quadratic algebra (X; ∗) is said to be a quadratic B-algebra if for

some �xed e ∈ X it satis�es the conditions (i), (ii) and (iii). Similarly,
a quadratic algebra (X; ∗) is said to be a quadratic Q-algebra if for some
�xed e ∈ X it satis�es the conditions (i), (ii) and (iv).
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In [10] it is proved that in every quadratic Q-algebra (X; ∗, e) the op-
eration ∗ has the form x ∗ y = x− y + e.

We prove that the similar result is true for quadratic B-algebras.

Theorem 3.1. Let X be a �eld with |X| > 3. Then every quadratic B-
algebra (X; ∗, e), e ∈ X, has the form x ∗ y = x− y + e, where x, y ∈ X.

Proof. Let
x ∗ y = Ax2 + Bxy + Cy2 + Dx + Ey + F (1)

for some �xed A,B, C,D, E, F ∈ X.
Consider (i). Then

e = x ∗ x = (A + B + C)x2 + (D + E)x + F. (2)

Let x = 0 in (2). Then we obtain F = e. Hence (1) turns out to be

x ∗ y = Ax2 + Bxy + Cy2 + Dx + Ey + e (3)

If y = x in (3), then

e = x ∗ x = (A + B + C)x2 + (D + E)x + e,

for any x ∈ X, and hence we obtain A+B+C = 0 = D+E, i.e. E = −D
and B = −A− C. Hence (3) turns out to be

x ∗ y = (x− y)(Ax− Cy + D) + e. (4)

Let y = e in (4). Then by (ii) we have

x = x ∗ e = (x− e)(Ax− Ce + D) + e,

i.e. (Ax−Ce + D− 1)(x− e) = 0. Since X is a �eld, either x− e = 0 or
Ax− Ce + D − 1 = 0. Since |X| > 3, we have Ax− Ce + D − 1 = 0, for
any x ∈ X. This means that A = 0, 1−D + Ce = 0. Thus (4) turns out
to be

x ∗ y = (x− y) + C(x− y)(e− y) + e. (5)

To satisfy the condition (iv) we need to determine the constant C, but
its computation is so complicated that we use Lemma 2.3 (iii) instead. If
we replace e by x, and x by y respectively in (5), then



On quadratic B-algebras 71

e ∗ x = (e− x) + C(e− x)(e− x) + e. (6)

It follows that

e ∗ (e ∗ x) = e ∗ [(e− x) + C(e− x)2 + e]
= x− C(e− x)2 + C(e− x){1 + C(e− x)}2

= x + C3(e− x)4 + 2C2(e− x)3 .

Since x = e ∗ (e ∗ x), we obtain

C2(e− x)3{−Cx + 2 + Ce} = 0.

Since X is a �eld with |X| > 3, we obtain C = 0. This means that ev-
ery quadratic B-algebra (X; ∗, e) has the form x ∗ y = x − y + e, where
x, y ∈ X, completing the proof.

It follows from Theorem 3.1 that the quadratic B-algebras are medial
quasigroups (cf. [1]).

Example 3.2. Let R be the set of all real numbers. De�ne x ∗ y =
x− y +

√
2. Then (R; ∗,√2) is a quadratic B-algebra.

Example 3.3. Let K = GF (pn) be a Galois �eld. De�ne x∗y = x−y+e,
e ∈ K. Then (K; ∗, e) is a quadratic B-algebra.

As a simple consequence of Theorem 3.1 and results proved in [10] we
obtain:

Proposition 3.4. Let X be a �eld with |X| > 3. Then every quadratic
B-algebra on X is a Q-algebra, and conversely.

Proposition 3.5. Let X be a �eld with |X| > 3. If (X; ∗, e) is a quadratic
B-algebra, then (x ∗ y) ∗ (x ∗ z) = z ∗ y for any x, y, z ∈ X.

Proof. Straightforward.

Theorem 3.6. Let X be a �eld with |X| > 3. Then every quadratic
B-algebra on X is a BCI-algebra.

Proof. It is an immediate consequence of Proposition 3.5 and Theorem
2.4.
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Algebras of vector-valued functions

Valentin S. Trokhimenko

Abstract

Superpositions (compositions) of multiplace functions have various applications in the
modern mathematics, especially in the algebraic theory of automata [1], [3], [4]. It is
known that any automaton with n entrances and m exits can be de�ned by some
functions of the form f : An → Am, which are called multiplace vector-valued functions.
There are two types of compositions of such functions: serial ◦ and parallel ? which
were considered by B. Schweizer and A. Sklar in [5], [6], [7]. In this paper we �nd
the abstract characterization of algebras of the form (Φ, ◦, ?, ∆, F ), where Φ is the set
of multiplace vector-valued functions stable for compositions ◦ , ? and containing two
functions ∆(x) = x, F (x, y) = y. We also describe the case when Φ contains all vector-
valued functions de�ned on a �xed set A. Automorphisms of such algebra are described
too.

1. Introduction
Any mapping f : An → Am, where n,m ∈ N are �xed and A is a non-
empty set, is called a multiplace vector-valued function (or simply vector-
function) of degree n and rank m (cf. [5]). The degree and the rank of the
multiplace vector-valued function f is denoted by αf and βf , respectively.
γf = αf−βf is called the index of f . The set of all multiplace vector-valued
functions of degree n and rank m de�ned on a �xed set A is denoted by
T (An, Am).

According to [5], [6] and [7], on the set T (A) =
⋃

n,m∈N
T (An, Am) we

consider two binary operations: the serial composition ◦ and the parallel
composition ? , which are de�ned in the following way:

2000 Mathematics Subject Classi�cation: 20N15, 08N05
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De�nition 1. The serial composition f ◦g of vector-functions f, g ∈ T (A)
is de�ned by

(f ◦ g)(a1, . . . , ad) = f(b1, . . . , bαf )bαf+1 . . . bd−γg , (1)

where a1, . . . , ad ∈ A, d = max{αf + γg, αg}, b1, . . . , bd−γg ∈ A and
b1 . . . bd−γg = g(a1, . . . , aαg)aαg+1 . . . ad.

De�nition 2. The parallel composition of vector-functions f, g ∈ T (A) is
a vector-function f ? g de�ned by

(f ? g)(a1, . . . , ad) = f(a1, . . . , aαf )g(a1, . . . , aαg) , (2)

where a1, . . . , ad ∈ A and d = max{αf, αg}.

It is easy to see that these operations are associative. Moreover, in
the case αf = βg, serial composition reduces to ordinary composition of
functions.

Let In
i , where n ∈ N, 1 6 i 6 n, be an n-place i-th projection of A, i.e.

In
i (a1, . . . , an) = ai for all a1, . . . , an ∈ A. Obviously αIn

i = n, βIn
i = 1 for

all 1 6 i 6 n ∈ N. Putting ∆(x) = I1
1 (x) = x and F (x, y) = I2

2 (x, y) = y,
we can verify that

In
i = (F ◦ (F ? ∆))n−i ◦ F i−1

for any n ∈ N, 1 6 i 6 n and f ∈ T (A), where f0 = ∆ and fn+1 = f ◦fn.
If the subset Φ of T (A) contains ∆, F and is closed under operations

◦, ?, then a system (Φ, ◦, ?,∆, F ) is called an algebra of vector-functions.
In the case Φ = T (A) we say that this algebra is symmetrical.

2. The main result
In this section we �nd an abstract characterization of algebras of vector
valued-functions.

First we consider an algebra (G, ◦, ?, e, f) of type (2, 2, 0, 0) satisfying
the following six axioms:

Axiom 1. (G, ◦) and (G, ?) are semigroups and e is the unit of (G, ◦).

Let ep
i denotes the expression (f ◦ (f ? e))p−i ◦ f i−1, where p ∈ N,

1 6 i 6 p and (f ◦ (f ? e))0 = f0 = e.
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Axiom 2. For each g ∈ G there exist m,n ∈ N such that
g ◦ (ep ? · · · ? ep

p ) = g , (eq
1 ? · · · ? eq

q ) ◦ g = g

for all p 6 n, q 6 m, p, q ∈ N and
g ◦ (ep ? · · · ? ep

p ) 6= g , (eq
1 ? · · · ? eq

q ) ◦ g 6= g

for any p > n, q > m.

The numbers n and m are called degree and rank of g and are denoted
by αg, βg, respectively.

Axiom 3. For any g1, g2 ∈ G the following conditions
(a) αe = βe = βf = 1, αf = 2,

(b) α(g1 ? g2) = max{αg1, αg2}, β(g1 ? g2) = βg1 + βg2,

(c) α(g1◦g2) = max{αg1+γg2, αg2}, β(g1◦g2) = max{βg1, βg2−γg1},
where γg = αg − βg, hold.

Axiom 4. f ◦ (g1 ? g2) = g2 for all g1, g2 ∈ G such that αg1 = αg2 and
βg1 = βg2 = 1.

Axiom 5. For all g1, g2, g3 ∈ G

(a) g1 ◦ (g2 ? g3) = (g1 ◦ g2) ? g3, if αg1 6 βg2,

(b) (g1 ? g2) ◦ g3 = (g1 ◦ g3) ? (g2 ◦ g3), if βg3 6 min{αg1, αg2}.

Axiom 6. For all g1, g2, g3, g4 ∈ G

(a) (g1 ? g2) ◦ (g3 ? g4) = (g1 ◦ g3) ? (g2 ◦ (g3 ? g4)), if αg1 < αg2,
αg1 = βg3, αg2 = β(g3 ? g4),

(b) (g1 ? g2) ◦ (g3 ? g4) = (g1 ◦ (g3 ? g4)) ? (g2 ◦ g3), if αg1 > αg2,
αg2 = βg3, αg1 = β(g3 ? g4).

Now we can prove some auxiliary results on the algebra (G, ◦, ?, e, f).

Proposition 1. For all g1, g2 ∈ G we have
(a) γ(g1 ◦ g2) = γg1 + γg2,

(b) γ(g1 ? g2) = γg1 + γg2 −min{αg1, αg2}.
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Proof. By simple application of the above Axiom 3(c).

Proposition 2. For each n ∈ N and all 1 6 i 6 n the equations αen
i = n,

βen
i = 1 are true.

Proof. Indeed, let g be an element of G such that βg = 1. Then, by
Axiom 3(c), we obtain αgn = nαg − n + 1 and βgn = 1. Further

αen
i = α((f ◦ (f ? e))n−i ◦ f i−1) = max{α((f ◦ (f ? e))n−i) + γf i−1, αf i−1}.

But α(f ◦ (f ? e)) = 2 and β(f ◦ (f ? e)) = 1 by our Axiom 3. Thus
α((f ◦ (f ? e))n−i) = n − i + 1, β((f ◦ (f ? e))n−i) = 1, αf i−1 = i,
βf i−1 = 1. Hence αen

i = max{n, i} = n.
Similarly we can prove βen

i = 1.

Proposition 2 implies that the equation

en
i ◦ (en

1 ? · · · ? en
n) = en

i (3)

is satis�ed for all n ∈ N and 1 6 i 6 n.

Proposition 3. For all g1, . . . , gn ∈ G such that αg1 = · · · = αgn and
βg1 = · · · = βgn = 1, the equation

en
i ◦ (g1 ? · · · ? gn) = gi (4)

is satis�ed for all n ∈ N and 1 6 i 6 n.

Proof. First let n = 2. If i = 2, then, according to Axiom 4, we have

e2
2 ◦ (g1 ? g2) = f ◦ (g1 ? g2) = g2 .

If i = 1, then e2
1 ◦ (g1 ? g2) = f ◦ (f ? e) ◦ (g1 ? g2). Hence by Axioms 6(b)

and 4 we obtain

e2
1 ◦ (g1 ? g2) = f ◦

((
f ◦ (g1 ? g2)

)
? (e ◦ g1)

)
= f ◦ (g2 ? g1) = g1.

Now let n > 2, 1 6 i 6 n. Then

en
i ◦ (g1 ? · · · ? gn) = (e2

1)
n−i ◦ f i−1 ◦ (g1 ? · · · ? gn)

= (e2
1)

n−i ◦ f i−2 ◦
((

f ◦ (g1 ? g2)
)

? g3 ? · · · ? gn

)

= (e2
1)

n−i ◦ f i−2 ◦ (g2 ? · · · ? gn).
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Repeating this procedure we obtain

en
i ◦ (g1 ? · · · ? gn) = (e2

1)
n−i ◦ (gi ? · · · ? gn)

= (e2
1)

n−i−1 ◦
((

e2
1 ◦ (gi ? gi+1)

)
? gi+2 ? · · · ? gn

)

= (e2
1)

n−i−1 ◦ (gi ? gi+2 ? · · · ? gn) = · · ·
= e2

1 ◦ (gi ? gn) = gi.

This completes the proof.

Proposition 4. If x1, . . . , xk ∈ G are such that
n = βx1 + · · ·+ βxk and m = max{αx1, . . . , αxk},

then
en
i ◦ (x1 ? · · · ? xk) = e

βxp
s ◦ xp ◦ (em

1 ? · · · ? em
αxp

) (5)

for all 1 6 i 6 n, where
p−1∑
j=1

βxj < i 6
p∑

j=1
βxj and s = i−

p−1∑
j=1

βxj.

Proof. Let ni = βxi for all xi ∈ G, i = 1, . . . , k. By Axiom 3(b) we have
α(x1 ? · · · ? xk) = max{αx1, . . . , αxk} = m. Applying Axiom 2 we obtain

en
i ◦ (x1 ? · · · ? xk) =

en
i ◦

((
(en1

1 ? · · · ? en1
n1

) ◦ x1

)
? · · · ?

(
(enk

1 ? · · · ? enk
nk

) ◦ xk

))
◦ (en

1 ? · · · ? em
m ).

Further, by Axiom 5(b)

en
i ◦ (x1 ? · · · ? xk) = en

i ◦
(
(en1

1 ◦ x1) ? · · · ? (en1
n1
◦ x1) ? · · · ?

? (enk
1 ◦ xk) ? · · · ? (enk

nk
◦ xk)

)
◦ (em

1 ? · · · ? em
m ) .

This, together with Axiom 6 and Proposition 3, implies

en
i ◦ (x1 ? · · · ? xk) = en

i ◦
((

en1
1 ◦ x1 ◦ (em

1 ? · · · ? em
αx1

)
)

? · · · ?

?
(
enk
nk
◦ x1 ◦ (em

1 ? · · · ? em
αxk

)
))

= e
βxp
s ◦ xp ◦ (em

1 ? · · · ? em
αxp

) ,

which completes the proof.

Theorem 1. An algebra (G, ◦, ?, e, f) of type (2, 2, 0, 0) is isomorphic to
some algebra of vector-functions if and only if it satis�es Axioms 1− 6.



78 V. S. Trokhimenko

Proof. The necessity of Theorem is evident. We prove the su�ciency. For
this let (G, ◦, ?, e, f) be an algebra satisfying Axioms 1− 6 and let Gn be
the set of all elements g ∈ G such that αg = n and βg = 1. It is clear that
Gn 6= ∅ for every n ∈ N, because en

i ∈ Gn for all 1 6 i 6 n. Note that
Gn ∩ Gm = ∅ for n 6= m. Let G = ×

n∈N
Gn be the Cartesian power of the

family sets (Gn)n∈N.
For each g ∈ G we de�ne the vector-function Pg : G n → G m, where

n = αg, m = βg, putting Pg(x̄1, . . . , x̄n) = ȳ1 . . . ȳm if and only if

ȳi(k) = em
i ◦ g ◦

(
x̄1(k) ? · · · ? x̄n(k)

)
(6)

for every 1 6 i 6 m and k = 1, 2, . . .

We prove that the mapping P : g 7→ Pg is an isomorphism between
algebras (G, ◦, ?, e, f) and (Φ, ◦, ?, ∆, F ), where Φ = {Pg | g ∈ G}.

First observe that Pe = ∆ and Pf = F . Indeed, if Pe(x̄) = ȳ for some
x̄, ȳ ∈ G, then ȳ(k) = e1

1 ◦ e ◦ x̄(k) = x̄(k) for all k = 1, 2, . . . , because
e1
1 = e is the unit of (G, ◦). Thus ȳ(k) = x̄(k), k = 1, 2, . . . So, Pe(x̄) = x̄.
Hence Pe = ∆. Analogously, from Axiom 4, we deduce Pf = F .

Now prove that P (g1 ◦ g2) = P (g1) ◦ P (g2) for all g1, g2 ∈ G, i.e.

Pg1◦g2 = Pg1 ◦ Pg2 . (7)

Let ni = αgi, mi = βgi, i = 1, 2, n = max{n1 + γg2, n2} and m =
max{m1, m2 − γg1}. By Axiom 3(c) n = α(g1 ◦ g2), m = β(g1 ◦ g2).
Thus the degree and the rank of the function Pg1◦g2 are equal n and m,
respectively. Let

ȳ1 . . . ȳm = Pg1◦g2(x̄1, . . . , x̄n)

for some x̄1, . . . , x̄n, ȳ1, . . . , ȳm ∈ G. If n1 > m2 then m = m1. Therefore,
by (6), we have

ȳi(k) = em
i ◦ g1 ◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n(k)

)

for all 1 6 i 6 m and k = 1, 2, . . . Since the equation

n2 = β
(
x̄1(k) ? · · · ? x̄n2(k)

)

is true, Axiom 5(a) gives

ȳi(k) = em1
i ◦ g1 ◦

((
g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

))
? x̄n2+1(k) ? · · · ? x̄n(k)

)
.
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Applying to this equation Axioms 2 and 6, we obtain

ȳi(k) = em1
i ◦ g1 ◦

(((
em2
1 ? · · · ? em2

m2

)
◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

))
?

? x̄n2+1(k) ? · · · ? x̄n(k)
)

= em1
i ◦ g1 ◦

((
em2
1 ◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

))
? · · · ?

?
(
em2
m2
◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

))
? x̄n2+1(k) ? · · · ? x̄n(k)

)
.

Let z̄1 . . . z̄m2 = Pg2(x̄1, . . . , x̄n2) , i.e.

z̄i(k) = em2
i ◦ g2 ◦ (x̄1(k) ? · · · ? x̄n2(k))

for all 1 6 i 6 m2 and k = 1, 2, . . . Then

ȳi(k) = em1
i ◦ g1 ◦

(
z̄1(k) ? · · · ? z̄m2(k) ? x̄n2+1(k) ? · · · ? x̄n(k)

)

for all 1 6 i 6 m1 and k = 1, 2, . . . Thus

ȳ1 . . . ȳm1 = Pg1(z̄1, . . . , z̄m2 , x̄n2+1, . . . , x̄n).

Therefore

ȳ1 . . . ȳm1 = Pg1(Pg2(x̄1, . . . , x̄n2), x̄n2+1, . . . , x̄n),

i.e. ȳ1 . . . ȳm = (Pg1 ◦ Pg2)(x̄1, . . . , x̄n), which proves (7) for n1 > m2,
m = m1.

Now let n1 6 m2. Then n = n2 and m = m2 − γg1. Hence, for all
1 6 i 6 m, k = 1, 2, . . . we have

ȳi(k) = em
i ◦ g1 ◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n(k)

)

= em
i ◦ g1 ◦

(
em2
1 ? · · · ? em2

m2

)
◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

)

= em
i ◦ g1 ◦

((
em2
1 ◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

))
? · · · ?

?
(
em2
m2
◦ g2 ◦

(
x̄1(k) ? · · · ? x̄n2(k)

)))

= em
i ◦ g1 ◦

(
z̄1(k) ? · · · ? z̄m2(k)

)
.

Now applying Axiom 5(a) we obtain

ȳi(k) = em
i ◦

((
g1 ◦

(
z̄1(k) ? · · · ? z̄n1(k)

))
? z̄n1+1(k) ? · · · ? z̄m2(k)

)
. (8)
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If 1 6 i 6 m1, then applying Proposition 4 to (8) we get

ȳi(k) = em1
i ◦ g1 ◦

(
z̄1(k) ? · · · ? z̄n1(k)

)

for k = 1, 2, . . . Therefore

ȳ1 . . . ȳm1 = Pg1(z̄1, . . . , z̄n1).

For m1 < i 6 m we have ȳi(k) = z̄i+γg1(k), where k = 1, 2, . . . Whence
ȳm1+1 . . . ȳm = z̄n1+1 . . . z̄m2 . So,

ȳ1 . . . ȳm = Pg1(z̄1, . . . , z̄n1)z̄n1+1 . . . z̄m2 ,

which, by De�nition 1, gives ȳ1 . . . ȳm = (Pg1 ◦ Pg2)(x̄1, . . . , x̄n). Thus

Pg1◦g2(x̄1, . . . , x̄n) = (Pg1 ◦ Pg2)(x̄1, . . . , x̄n)

for all x̄1, . . . , x̄n ∈ G. This proves (7).

To verify P (g1 ? g2) = P (g1) ? P (g2) , i.e.

Pg1?g2 = Pg1 ? Pg2 (9)

for all g1, g2 ∈ G, assume that ni = αgi, mi = βgi for i = 1, 2, and n =
max{n1, n2}, m = m1 + m2. By Axiom 3(b), n = α(g1 ? g2) = α(Pg1?g2),
m = β(g1 ? g2) = β(Pg1?g2). Let

ȳ1 . . . ȳm = Pg1?g2(x̄1, . . . , x̄n)

for some x̄1, . . . , x̄n, ȳ1, . . . , ȳm ∈ G. Then, according to (6),

ȳi(k) = em
i ◦ (g1 ? g2) ◦ (x̄1(k) ? · · · ? x̄n(k)) (10)

for all 1 6 i 6 m and k = 1, 2, . . .
Assume that n1 6 n2. Then n = n2. Therefore, by Axiom 6, the

equation (10) can be written in the form

ȳi(k) = em
i ◦

((
g1◦

(
x̄1(k)?· · ·?x̄n1(k)

))
?
(
g2◦

(
x̄1(k)?· · ·?x̄n(k)

)))
. (11)

For 1 6 i 6 m1 the above equation and Proposition 4 imply

ȳi(k) = em1
i ◦ g1 ◦

(
x̄1(k), . . . , x̄n1(k)

)
, k = 1, 2, . . .
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Hence ȳ1 . . . ȳm1 = Pg1(x̄1, . . . , x̄n1).
In the same manner, for m1 + 1 6 i 6 m, we obtain

ȳi(k) = em2
i−m1

◦ g2 ◦
(
x̄1(k) ? · · · ? x̄n(k)

)
, k = 1, 2, . . .

and ȳm1+1 . . . ȳm = Pg2(x̄1, . . . , x̄n). Thus ȳ1 . . . ȳm = (Pg1?Pg2)(x̄1, . . . , x̄n).
Hence

Pg1?g2(x̄1, . . . , x̄n) = (Pg1 ? Pg2)(x̄1, . . . , x̄n)

for all x̄1, . . . , x̄n ∈ G. This proves (9) in the case n1 6 n2.
The case n2 6 n1 is analogous.

Now we prove that P is one-to-one. Let Pg1 = Pg2 for some g1, g2 ∈ G.
Then αg1 = αg2, βg1 = βg2. Therefore

em
i ◦ g1 ◦

(
x̄1(k) ? · · · ? x̄n(k)

)
= em

i ◦ g2 ◦
(
x̄1(k) ? · · · ? x̄n(k)

)
(12)

for all 1 6 i 6 m = βg1, x̄1, . . . , x̄n ∈ G, where n = αg1 and k = 1, 2, . . .
This for x̄j = ēj = (e1

1, e
2
2, . . . , e

i
i, e

i+1
i , ei+2

i , . . .) ∈ G, j = 1, . . . , n and
k = n, gives

em
i ◦ g1 ◦ (en

1 ? · · · ? en
n) = em

i ◦ g2 ◦ (en
1 ? · · · ? en

n) .

Thus em
i ◦ g1 = em

i ◦ g2 for all 1 6 i 6 m, and in the consequence

(em
1 ◦ g1) ? · · · ? (em

m ◦ g1) = (em
1 ◦ g2) ? · · · ? (em

m ◦ g2) .

Hence (em
1 ? · · · ? em

m) ◦ g1 = (em
1 ? · · · ? em

m) ◦ g2, which implies g1 = g2.

This completes the proof that P : g 7→ Pg is an isomorphism between
algebras (G, ◦, ?, e, f) and (Φ, ◦, ?,∆, F ), where Φ = {Pg | g ∈ G}.

3. Symmetrical algebras
An algebra (G, ◦, ?, e, f) of type (2, 2, 0, 0) satisfying Axioms 1−6 is called
a V -algebra.

Let G = (G, ◦, ?, e, f) be a �xed V -algebra and let G′ = (G′, ◦, ?, e′, f ′)
be some other algebra of type (2, 2, 0, 0).

De�nition 3. A homomorphism P : G → G′ is called a v-homomorphism,
if g 6= g ◦ (en

1 ? · · · ? en
n) implies P (g) 6= P (g ◦ (en

1 ? · · · ? en
n)) for any g ∈ G

and n ∈ N.
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It is easy to see that if P is a v-homomorphism of a V -algebra G onto
an algebra G′, then G′ is a V -algebra too. In this case αg = αP (g) and
βg = βP (g) for any g ∈ G. Conversely, if P is a homomorphism of a
V -algebra G onto a V -algebra G′ such that αg = αP (g) and β = βP (g) for
all g ∈ G, then P is a v-homomorphism.

De�nition 4. A subset H of a V -algebra G is called a v-ideal, if for all
x ∈ G, h1, . . . , hn ∈ H, 1 6 i 6 n, where n = αx and m = βx, the condition
em
i ◦ x ◦ (h1 ? · · · ? hn) ∈ H is satis�ed.

Generalizing the concept of dense ideals in semigroups (cf. [2]), we say
that an ideal H of a V -algebra G is dense if and only if
(a) any v-homomorphism of G, which is not an isomorphism, induces on

H a homomorphism, which is not an isomorphism,
(b) if G is a V -subalgebra of V -algebra G′ 6= G and H is a v-ideal of

G′, then there exists a v-homomorphism of G′, which is not an isomor-
phism, but induces on H an isomorphism.

Now consider the symmetrical algebra of vector-functions

T = (T (A), ◦, ?,∆, F ).

It is easy to verify that it satis�es Axioms 1− 6, i.e. it is a V -algebra.
By HA we denote the set of all functions ϕa such that a ∈ A and

ϕa(x) = a for all x ∈ A. Clearly, αϕa = βϕa = 1 for all a ∈ A and
(HA, ◦) is a semigroup of left zeros.

The following three theorems are generalizations of similar results proved
for transformation semigroups [2].

Theorem 2. The set HA is a dense v-ideal of T = (T (A), ◦, ?,∆, F ).

Proof. Let ψ ∈ T (A), ϕa1 , . . . , ϕan ∈ HA, where n = αψ and a1, . . . , an

are elements of A. Suppose that

ψ(a1, . . . , an) = b1 . . . bm

for some b1, . . . , bm ∈ A, where m = βψ. We have (Im
i ◦ψ)(a1, . . . , an) = bi

for 1 6 i 6 m, because Im
i (b1, . . . , bm) = bi. If c ∈ A, then

(Im
i ◦ ψ)(ϕa1(c), . . . , ϕan(c)) = ϕbi(c),
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i.e. (Im
i ◦ ψ ◦ (ϕa1 ? · · · ? ϕan))(c) = ϕbi(c). So,

Im
i ◦ ψ ◦ (ϕa1 ? · · · ? ϕan) = ϕbi ∈ HA.

This proves that HA is a v-ideal of T.
Now let P be a v-homomorphism of T, which is not an isomorphism.

Hence, there are ψ1, ψ2 ∈ T (A) such that ψ1 6= ψ2 and P (ψ1) = P (ψ2).
The last equation gives αP (ψ1) = αP (ψ2) and βP (ψ1) = βP (ψ2). So,
there are elements a1, . . . , an ∈ A such that

ψ1(a1, . . . , an) 6= ψ2(a1, . . . , an).

Let ψ1(a1, . . . , an) = b1 . . . bm and ψ2(a1, . . . , an) = c1 . . . cm, where n,m
are degree and rank of functions ψ1, ψ2 respectively. Thus b1 6= ci for some
1 6 i 6 m, because b1 . . . bm 6= c1 . . . cm. Whence ϕbi 6= ϕci . But

P (ϕbi) = P (Im
i ◦ ψ1 ◦ (ϕa1 ? · · · ? ϕan))

= P (Im
i ) ◦ P (ψ1) ◦ (P (ϕa1) ? · · · ? P (ϕan))

= P (Im
i ) ◦ P (ψ2) ◦ (P (ϕa1) ? · · · ? P (ϕan))

= P (Im
i ◦ ψ2 ◦ (ϕa1 ? · · · ? ϕan)) = P (ϕci).

Thus, P induces on HA a homomorphism, which is not isomorphism.
Now assume that HA is a v-ideal of V -algebra G = (G, ◦, ?, ∆, F ) and

T is a proper subalgebra of G. For each element g ∈ G we consider the
function λg ∈ T (A) de�ned in the following way:

b1 . . . bm = λg(a1, . . . , an) ⇐⇒
m∧

i=1

Im
i ◦ g ◦ (ϕa1 ? · · · ? ϕan) = ϕbi

, (13)

where n = αg, m = βg, a1, . . . , an, b1, . . . , bm ∈ A. It is not di�cult to see
that the mapping P : g 7→ λg is a v-homomorphism of G into T. Since
T (A) ⊂ G and T (A) 6= G, for g ∈ G \ T (A) we have g 6= P (g) = λg.
But P (λg) = λg, by (13). Therefore P (g) = P (λg). Thus, P is a v-
homomorphism, which is not an isomorphism, and which induces on HA

an identical isomorphism.

Theorem 3. A V -algebra G = (G, ◦, ?, e, f) is isomorphic to some symmet-
rical algebra of vector-functions if and only if it contains a dense v-ideal H,
which is a semigroup of left zeros under the operation ◦ and αh = βh = 1
for all h ∈ H.
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Proof. The necessity follows from Theorem 2. To prove the su�ciency we
consider the mapping P : G → T (H) de�ned by the formula

y1 . . . ym = P (g)(x1, . . . , xn) ⇐⇒
m∧

i=1

yi = em
i ◦ g ◦ (x1 ? · · · ? xn) (14)

for all g ∈ G and x1, . . . , xn, y1, . . . , ym ∈ H, where n = αg, m = βg. From
(14) it follows that P (e) = ∆, P (f) = F . It is not di�cult to verify that
P is a v-homomorphism, which induces on H an isomorphism. But H is a
dense v-ideal of G, therefore, according to the de�nition of a dense v-ideal,
P must be an isomorphism. Hence, a v-ideal HH is a dense v-ideal of a ho-
momorphic image of (G, ◦, ?, e, f), i.e. (P (G), ◦, ?, ∆, F ), because (HH , ◦)
is isomorphic to (H, ◦). But, by Theorem 2, a v-ideal HH is a dense v-ideal
of (T (H), ◦, ?, ∆, F ), therefore P (G) ⊂ T (H) implies P (G) = T (H). This
proves that G is isomorphic to a symmetrical algebra of vector-functions.

Let f : A → A be some one-to-one mapping. By Pf we denote the
mapping T (A) → T (A) de�ned by the condition

Pf (ϕ)(a1, . . . , an) = b1 . . . bm ⇐⇒
f−1(b1) . . . f−1(bm) = ϕ(f−1(a1), . . . , f−1(an))

for all ϕ ∈ T (A) and a1, . . . , an, b1, . . . , bm ∈ A, where n = αϕ, m = βϕ.
It is easy to see that Pf is an automorphism of T = (T (A), ◦, ?, ∆, F ).
Such de�ned automorphism is called inner.

Theorem 4. Every automorphism of T = (T (A), ◦, ?,∆, F ) is inner.

Proof. Let λ be some automorphism of T = (T (A), ◦, ?, ∆, F ), then
λ(∆) = ∆ and λ(F ) = F . Therefore λ(In

i ) = In
i for n ∈ N and any

1 6 i 6 n. This implies αϕ = αλ(ϕ) and βϕ = βλ(ϕ) for every ϕ ∈ T (A).
We have also λ(ϕa) ∈ HA for all a ∈ A. Indeed, for any ψ ∈ T (A)

such that αψ = βψ = 1, holds ϕ1 ◦ ψ = ϕa, where a ∈ A. Therefore
ϕa ◦ λ−1(ϕb) = ϕa, where b ∈ A. Thus, λ(ϕa ◦ λ−1(ϕb)) = λ(ϕa), i.e.
λ(ϕa) ◦ ϕb = λ(ϕa). Since HA is a v-ideal of T, then λ(ϕa) ◦ ϕb ∈ HA, i.e.
λ(ϕa) ∈ HA.

Now consider the one-to-one correspondence fλ : A → A such that

(a, b) ∈ fλ ⇐⇒ (ϕa, ϕb) ∈ λ

for any a, b ∈ A.
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Evidently λ(ϕa) = ϕfλ(a) and λ−1(ϕa) = ϕf−1
λ (a) for each a ∈ A.

Thus, for all ϕ ∈ T (A) and a1, . . . , an, b1, . . . , bm ∈ A, where n = αϕ,
m = βϕ, we have

b1 . . . bm = λ(ϕ)(a1, . . . , an)

⇐⇒
m∧

i=1

ϕbi = Im
i ◦ λ(ϕ) ◦ (ϕa1 ? · · · ? ϕan)

⇐⇒
m∧

i=1

ϕf−1
λ (bi)

= Im
i ◦ ϕ ◦ (ϕf−1

λ (a1) ? · · · ? ϕf−1
λ (an))

⇐⇒ f−1
λ (b1) . . . f−1

λ (bm) = ϕ(f−1
λ (a1), . . . , f−1

λ (an))

⇐⇒ b1 . . . bm = Pfλ
(ϕ)(a1, . . . , an).

So, λ = Pfλ
, i.e. λ is an inner automorphism.
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Representations of positional algebras

Valentin S. Trokhimenko

Abstract

In the paper we consider representations of positional algebras in the sense of V. D. Be-
lousov [1] by partial multiplace functions. We prove that any such representation has a
special construction.

On the sets of multiplace functions of several arities one often considers
the binary operations of superpositions, which are called positional superpo-
sitions. Such operations are used in the theory of functional equations and
in the theory of n-ary quasigroups [1]. Thus the study of positional algebras
and their representations by multiplace functions has the particular inter-
est. For descriptions of such representations we use the generalization of the
method of determining pairs, which B. M. Schein considered for semigroups
of transformations [2].

A positional algebra is a partial algebra of the form

G = (G;
1
+,

2
+, . . . ,

n
+, . . . ),

where
1
+,

2
+, . . . ,

n
+, . . . are partial binary operations on a set G satisfying

the Axioms A1 −A5.

A1 {x} 1
+ {y} 6= ∅ for all x, y ∈ G.

A2 For every x ∈ G there exists n ∈ N such that

i 6 n ⇐⇒ {x} n
+ {y} 6= ∅

for all i ∈ N and y ∈ G.
2000 Mathematics Subject Classi�cation: 20N15, 08N05
Keywords: vector valued function
The main result of this paper was announced on the Third International Algebraic
Conference in Ukraine, Sumy, 2− 8 July 2001.
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Let α be the binary relation on G×N such that (x, n) ∈ α if and only
if

(∀i ∈ N) (∀y ∈ G) ( i 6 n ⇐⇒ {x} i
+ {y} 6= ∅ ). (1)

Proposition 1. The relation α is single valued.

Proof. Let (x, n) ∈ α and (x,m) ∈ α for some x ∈ G, n,m ∈ N. Assume
that n 6= m, then we suppose, without restricting generality, that n < m.
According to (1) we have

(∀i ∈ N) (∀y ∈ G) ( i 6 n ⇐⇒ {x} i
+ {y} 6= ∅ ), (2)

(∀i ∈ N) (∀y ∈ G) ( i 6 m ⇐⇒ {x} i
+ {y} 6= ∅ ). (3)

As it is not di�cult to see (2) is equivalent to

(∀i ∈ N) (∀y ∈ G) ( i > n ⇐⇒ {x} i
+ {y} = ∅ ). (4)

From (3) it follows {x} m
+ {y} 6= ∅ for all y ∈ G. Since m > n, then, from

(4), for each y ∈ G we obtain {x} m
+ {y} = ∅. The obtained contradiction

proves that n = m.

Further by the arity of an element x ∈ G we mean the value α(x) and
we denote it by |x|. Thus, |x| = α(x). From the de�nition of α it follows
that for x, y ∈ G and i ∈ N the result of x

i
+ y is de�ned if and only if

i 6 |x|.

A3 For all x, y ∈ G, i ∈ N, if i 6 |x| , then

|x i
+ y| = |x|+ |y| − 1.

A4 For x, y, z ∈ G and n,m ∈ N such that n 6 |x|, m 6 |y| , we have

x
n
+ (y

m
+ z) = (x

n
+ y)

n+m−1
+ z .

A5 For x, y, z ∈ G and n,m ∈ N such that m < n 6 |x| , holds

(x
n
+ y)

m
+ z = (x

m
+ z)

n+|z|−1
+ y.
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Let Tn(A) = T (An, A) be the set of all full multiplace functions (i.e.
operations) on a set A. For all f, g ∈ T (A) =

⋃
n∈NFn(A) such that

|f | = n, |g| = m we de�ne a positional superposition
i
+ (i ∈ N ) putting:

(f
i
+ g)(an+m−1

1 ) = f(ai−1
1 , g(ai+m−1

i ), an+m−1
i+m ) (5)

where a1, . . . , an+m−1 ∈ A and aj
i denotes the sequence ai, ai+1, . . . , aj if

i 6 j, and the empty symbol if i > j.
An algebra (T (A),

1
+,

2
+, . . .) is called a symmetrical positional algebra

of operations, its subalgebras � positional algebras of operations.
Let Fn(A) be the set of all partial n-place transformations on A and let

Θn be an empty mapping from An into A. On the set

F(A) =
⋃

n∈N
Fn(A) ∪ {Θn}

we consider partial binary operations
i
+ (i ∈ N ) de�ned for f ∈ Fn(A),

g ∈ Fm(A) and a1, . . . , an+m−1, b, c ∈ A by the formula

(an+m−1
1 , c) ∈ f

i
+ g ⇐⇒ (∃b)

(
(ai+m−1

i , b) ∈ g ∧ (ai−1
1 ban+m−1

i+m , c) ∈ f
)
.

(6)
If f

i
+ g is an empty transformation, then we put f

i
+ g = Θn+m−1.

We assume that Θn

i
+ Θm = Θn+m−1 for all n, m ∈ N and i 6 n.

We assume also that f
i
+ Θm = Θn

i
+ g = Θn+m−1. It is clear that

the system (F(A),
1
+,

2
+, . . .) is a positional algebra. This algebra is called

a symmetrical positional algebra of multiplace functions, its subalgebras �
positional algebras of multiplace functions.

Let G1 = (G1,
1
+,

2
+, . . .) and G2 = (G2,

1
+,

2
+, . . .) be two positional

algebras. The mapping P : G1 → G2 such that

1. |g| = |P (g)| for each g ∈ G1,

2. P (g1

i
+ g2) = P (g1)

i
+ P (g2) for all g1, g2 ∈ G1 and i 6 |g1|,

We put n = |f | if and only if f ∈ T (An, A).
Analougously we de�ne the operations

i
+ on the set of all relations.
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is called a strong homomorphism of G1 into G2. A strong homomorphism
of a positional algebra G into a symmetrical positional algebra of operations
(multiplace functions) is called a representation of G by operations (or by
multiplace functions). A representation which is an isomorphism is called
faithful (or isomorphic).

Let G = (G,
1
+,

2
+, . . .) be a positional algebra, e � an element not be-

longing to G, G∗ = G ∪ {e}. We put |e| = 1, e
1
+ e = e, e

1
+ g = g,

g
i
+ e = g for every g ∈ G and i 6 |g|. It is not di�cult to see that

G∗ = (G∗,
1
+,

2
+, . . .) is a positional algebra.

The following theorem was proved by V. D. Belousov (cf. [1]).

Theorem 1. Every positional algebra is isomorphic to some positional al-
gebra of operations.

Corollary 1. Every positional algebra is isomorphic to some positional
algebra of multiplace functions and to some positional algebra of relations.

Let G = (G,
1
+,

2
+, . . .) be a positional algebra, A � a non-empty set,

Ω(A) � the set of all words on it. If ω1, . . . , ωn ∈ Ω(A), then the word
ω = ω1ω2 . . . ωn is the sum of words ω1, ω2, . . . , ωn. By l(ω) we denote
the length of ω ∈ Ω(A). For each word ω ∈ Ω(A) of length l(ω) = n by
εω we denote some equivalence relation on Gn = {g ∈ G | |g| = n}, which
corresponds to ω. So, εω ⊂ Gl(ω) ×Gl(ω).

Let E = (εω)ω∈B, where B ⊂ Ω(A), be a family of equivalence relations.

De�nition 1. A family E is called permissible for positional algebra G, if
for all g, xi, yi ∈ G, i = 1, . . . , n and n = |g|

x1 ≡ y1(εω1) ∧ . . . ∧ xn ≡ yn(εωn) =⇒ g
1
+
n

x1
n ≡ g

1
+
n

y1
n(εω1···ωn),

where g
1
+
n

x1
n denotes (. . . ((g

n
+ xn)

n−1
+ xn−1) . . .)

1
+ x1.

De�nition 2. A family W = (Wω)ω∈B, where Wω is a subset of Gl(ω),
is an l-ideal, if for all g, xk ∈ G, k 6= i, k, i = 1, . . . , n, where |g| = n and
l(ω1) = l(ω) +

∑n
k=1,k 6=i |xk| the following implication is valid:

h ∈ Wω =⇒ ((g
i+1
+
n

xi+1
n )

i
+ h)

1
+
i−1

x1
i−1 ∈ Wω1 .
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De�nition 3. By a determining pair of a positional algebra G we mean an
ordered pair (E ,W), where E is a family of equivalence relations permissible
for a positional algebra G∗, W is an l-ideal of a family of subsets Wω such
that Wω is either empty or an εω-class.

By (Hω
a )a∈Iω , where Wω 6= Hω

a for all a ∈ Iω, we denote the family of
all εω-classes (uniquely indexed by elements of some �xed set Iω) such that
the following implication, where n = |g| , holds

(. . . ((g
n
+ Hωn

an
)

n−1
+ H

ωn−1
an−1 ) . . .)

1
+ Hω1

a1
⊂ Hω1···ωn

b ,

(. . . ((g
n
+ H

ω′n
an )

n−1
+ H

ω′n−1
an−1 ) . . .)

1
+ H

ω′1
a1 ⊂ H

ω′1···ω′n
c



 =⇒ b = c . (7)

Obviously for Iω ∩ Iω′ = ∅ the condition (7) is satis�ed.
For every g ∈ G, |g| = n, we de�ne the partial n-place function

P(E,W)(g), where (E ,W) is a determining pair of a positional algebra G,
putting

(an
1 , b) ∈ P(E,W)(g) ⇐⇒ (. . . ((g

n
+ Hωn

an
)

n−1
+ Hωn−1

an−1
) . . .)

1
+ Hω1

a1
⊂ Hω1···ωn

b

(8)
for some ω1, . . . , ωn ∈ Ω(A).

Theorem 2. If (E ,W) is a determining pair of a positional algebra
G = (G;

1
+,

2
+, . . . ,

n
+, . . .),

then the mapping P(E,W) : g 7−→ P(E,W)(g), where g ∈ G, is its representa-
tion by multiplace functions.

Proof. Let g1, g2 be arbitrary elements of G such that |g1| = n, |g2| = m.
Assume that (an+m−1

1 , c) ∈ P(E,W)(g1

i
+ g2) for i 6 n. Then, by (8), we

obtain

(. . . ((g1

i
+ g2)

n+m−1
+ Hωn+m−1

an+m−1
)

n−1
+ . . .)

1
+ Hω1

a1
⊂ Hω1···ωn+m−1

c .

If xi ∈ Hωi
ai
, i = 1, . . . , n + m− 1, then

(g1

i
+ g2)

1
+

n+m−1
x1

n+m−1 ∈ Hω1...ωn+m−1
c ,

which, by the axioms of a positional algebra, gives

(g1

i
+ g2)

1
+

n+m−1
x1

n+m−1 =
((

g1

i+1
+
n

xi+m
n+m−1

) i
+

(
g2

1
+
m

xi
i+m−1

))
1
+
i−1

x1
i−1 .
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Therefore
((

g1

i+1
+
n

xi+m
n+m−1

) i
+

(
g2

1
+
m

xi
i+m−1

))
1
+
i−1

x1
i−1 ∈ Hω1...ωn+m−1

c . (9)

Hence
((

g1

i+1
+
n

xi+m
n+m−1

) i
+

(
g2

1
+
m

xi
i+m−1

))
1
+
i−1

x1
i−1 6∈ Wω1...ωn+m−1 .

Since the family W is an l-ideal, then from the last condition follows
that g2

1
+
m

xi
i+m−1 6∈ Wωi...ωi+m−1 .

Suppose that
g2

1
+
m

xi
i+m−1 ∈ H

ωi...ωi+m−1

b . (10)

This, by the permissibility of E , gives
(

. . .
(
g2

m
+ H

ωi+m−1
ai+m−1

) m−1
+ . . .

)
1
+ Hωi

ai
⊂ H

ωi...ωi+m−1

b ,

which implies
(ai+m−1

i , b) ∈ P(E,W)(g2) . (11)

Thus (9) together with (10) proves that

g1

n
+ Hωn+m−1

an+m−1

n−1
+ · · · i+1

+ H
ωi+m
ai+m

i
+ H

ωi...ωi+m−1

b

i−1
+ H

ωi−1
ai−1

i−2
+

i−2
+ · · · 1

+ Hω1
a1

is contained in H
ω1...ωn+m−1
c . Hence

(ai−1
1 b an+m−1

i+m , c) ∈ P(E,W)(g1) . (12)

Now, comparing (11) with (12) we obtain

(an+m−1
1 , c) ∈ P(E,W)(g1)

i
+ P(E,W)(g2) .

So, we have proved that

P(E,W)(g1

i
+ g2) ⊂ P(E,W)(g1)

i
+ P(E,W)(g2) .

The converse inclusion can be proved in the similar way. Thus

P(E,W)(g1

i
+ g2) = P(E,W)(g1)

i
+ P(E,W)(g2)
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for all g1, g2 ∈ G and i 6 n. Hence P(E,W) is a representation of the
positional algebra G.

The fact that P(E,W)(g) is a function is a consequence of the permissi-
bility of E .

We say that a representation P of a given positional algebra is generated
by a determining pair if there exists a determining pair (E ,W) of this algebra
such that P = P(E,W).

Theorem 3. Every representation of a positional algebra by multiplace
functions is generated by some of its determining pair.

Proof. Let P be a representation of a positional algebra G = (G;
1
+,

2
+, . . .)

by multiplace functions on a set A. For each vector an
1 = (a1, . . . , an) ∈ An

we de�ne the binary relation εan
1 ⊂ Gn × Gn and the subset W an

1 ⊂ Gn

putting (for g, g1, g2 ∈ Gn)

g1 ≡ g2(εan
1 ) ⇐⇒ P (g1)〈an

1 〉 = P (g2)〈an
1 〉 ,

g ∈ W an
1 ⇐⇒ P (g)〈an

1 〉 = ∅.

Moreover, let
I(G) = {n ∈ N | (∃g ∈ G) n = |g|} ,

EP = {εan
1 | an

1 ∈ An, n ∈ I(G)} ,

WP = {W an
1 | an

1 ∈ An, n ∈ I(G)} .

We prove that (EP ,WP ) is a determining pair of the positional algebra
G such that P = P(EP ,WP ).

It is clear that εan
1 is an equivalence relation on Gn. To prove that EP

is permissible for the positional algebra G∗, let g ∈ G, |g| = n and

x1 ≡ y1(εa
m1
1 ), x2 ≡ y2(εb

m2
1 ) , . . . , xn ≡ yn(εcmn

1 ) .

This, by the de�nition, implies

P (x1)〈am1
1 〉 = P (y1)〈am1

1 〉,
P (x2)〈bm2

1 〉 = P (y2)〈bm2
1 〉,

. . . . . . . . . . . . . . . . . . . . .

P (xn)〈cmn
1 〉 = P (yn)〈cmn

1 〉,
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which gives

P (g)
(
P (x1)〈am1

1 〉, P (x2)〈bm2
1 〉, . . . , P (xn)〈cmn

1 〉
)

= P (g)
(
P (y1)〈am1

1 〉, P (y2)〈bm2
1 〉, . . . , P (yn)〈cmn

1 〉
)
.

That is equivalent to
(
P (g)

n
+ P (xn)

n−1
+ · · · 1

+ P (x1)
)
〈am1

1 bm2
1 . . . cmn

1 〉

=
(
P (g)

n
+ P (yn)

n−1
+ · · · 1

+ P (y1)
)
〈am1

1 bm2
1 . . . cmn

1 〉.
Since P is a homomorphism, we have

P (g
1
+
n

x1
n)〈am1

1 . . . cmn
1 〉 = P (g

1
+
n

y1
n)〈am1

1 . . . cmn
1 〉,

i. e.
g

1
+
n

x1
n ≡ g

1
+
n

y1
n(εa

m1
1 ... cmn

1 ).

So, EP is permissible for the positional algebra G∗.

To prove that WP is an l-ideal, consider g, xi ∈ G, |g| = n, |xi| = mi,
i = 1, . . . , n. By the de�nition |g 1

+
n

x1
n| =

n∑
i=1

mi = m.

If g
1
+
n

x1
n 6∈ W a

n1
1 , then P (g

1
+
n

x1
n)〈am

1 〉 6= ∅ , whence
(
P (g)

n
+ P (xn)

n−1
+ · · · i

+ P (xi)
i−1
+ · · · 1

+ P (x1)
)
〈am

1 〉 6= ∅,
therefore

P (g)
(
P (x1)〈am1

1 〉, . . . , P (xi)〈asi−1+mi

si−1+1 〉, . . . , P (xn)〈am
sn−1

〉
)
6= ∅,

where si−1 =
i−1∑
k=1

mk . Hence P (xi)〈asi−1+mi

si−1+1 〉 6= ∅, i.e. xi 6∈ Wω
i+mi
i for

each i = 1, . . . , n. So, WP is an l-ideal and, in the consequence, (EP ,WP )
is a determining pair of the positional algebra G.

To prove that P = P(EP ,WP ) , let an
1 ∈ An, b ∈ A and

H
an
1

b = {g ∈ Gn |P (g)〈an
1 〉 = {b}},

i. e.
g ∈ H

an
1

b ⇐⇒ (an
1 , b) ∈ P (g) .
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It is clear that e ∈ Ha
a for any a ∈ A. Also it is not di�cult to see that

{Han
1

b | b ∈ A} is the set of εan
1 -classes, which are disjoint with W an

1 .
The set of all such classes satis�es (7). Indeed, if

g
n
+ H

cmn
1

bn

n−1
+ · · · 1

+ H
a

m1
1

b1
⊂ H

a
m1
1 ...cmn

1
c

and
g

n
+ H

c′m
′
n

1
bn

n−1
+ · · · 1

+ H
a′

m′1
1

b1
⊂ H

a′
m′1
1 ...c′m

′
n

1
d ,

then
g

1
+
n

x1
n ∈ H

a
m1
1 ...cmn

1
c and g

1
+
n

y1
n ∈ H

a′
m′1
1 ...c′m

′
n

1
c ,

where xi ∈ H
d

mi
1

bi
, yi ∈ H

d′
m′i
1

bi
, i = 1, . . . , n, d ∈ {a, . . . , c}. Since P is a

homomorphism

c = P (g)
(
P (x1)(am1

1 ), . . . , P (xn)(cmn
1 )

)
= P (g)(b1, . . . , bn)

= P (g)
(
P (y1)(a′

m′
1

1 ), . . . , P (yn)(c′m
′
n

1 )
)

= d,

i.e. c = d . So, the condition (7) is satis�ed.

Now let (bn
1 , c) ∈ P (g), where |g| = n. Therefore g ∈ H

bn
1

c . But e ∈ Hbi
bi
,

i = 1, . . . , n, and g = g
1
+
n

e imply

g
n
+ Hbn

bn

n−1
+ H

bn−1

bn−1

n−1
+ · · · 1

+ Hb1
b1
⊂ H

bn
1

c ,
which gives

(bn
1 , c) ∈ P(EP ,WP )(g). (13)

Conversely, if (13) holds, then for some am1
1 , . . . , cmn

1 we have

g
n
+ H

cmn
1

bn

n−1
+ · · · 1

+ H
a

m1
1

b1
⊂ H

a
m1
1 ...cmn

1
c .

This means that g
1
+
n

x1
n ∈ H

a
m1
1 ...cmn

1
c for x1 ∈ H

a
m1
1

b1
, . . . , xn ∈ H

cmn
1

bn
. Thus

P (x1)(am1
1 ) = b1 , . . ., P (xn)(cmn

1 ) = bn and (am1
1 . . . cmn

1 , c) ∈ P (g
1
+
n

x1
n).

But P is a homomorphism, hence

(am1
1 . . . cmn

1 , c) ∈ P (g)
n
+ P (xn)

n−1
+ · · · 1

+ P (x1).



96 V. S. Trokhimenko

Therefore

c = P (g)
(
P (x1)(am1

1 ), . . . , P (xn)(cmn
1 )

)
= P (g)(b1, . . . , bn) = P (g)(bn

1 ),

whence (bn
1 , c) ∈ P (g).

So, P (g) = P(EP ,WP )(g) for all g ∈ G, which proves P = P(EP ,WP ).

Problems
1. Describe all representations of positional algebras by n-ary relations.
2. Find an abstract characterization of symmetrical positional algebras of

operations (multiplace functions, n-ary relations).
3. Find an abstract characteristic of the class of all positional algebras of

multiplace functions ordered by the relation of the set-theoretical inclu-
sion.
(For n-ary relations this problem was solved by F. M. Sokhatsky in [3].)

4. Describe all automorphisms of the symmetrical positional algebra of ope-
rations (multiplace functions, n-ary relations).
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The abstract groups (3, 3 | 3, p),
their subgroup structure,

and their signi�cance for Paige loops

Petr Vojt¥chovský

Abstract

For most (and possibly all) non-associative �nite simple Moufang loops, three generators
of order 3 can be chosen so that each two of them generate a group isomorphic to
(3, 3 | 3, p). The subgroup structure of (3, 3 | 3, p) depends on the solvability of a certain
quadratic congruence, and it is described here in terms of generators.

1. Introduction
Moufang loops and, more generally, diassociative loops are usually an abun-
dant source of two-generated groups. In the end, this is what diassociativ-
ity is all about: every two elements generate an associative subloop, i.e. a
group. (We refer the reader not familiar with the theory of loops to [5].)
This short paper emerged as an o�shoot of our larger-scale program to fully
describe the subloop structure of all non-associative �nite simple Moufang
loops, sometimes called Paige loops.

Let M∗(q) denote the Paige loop constructed over F = GF (q) as in [4].
That is, M∗(q) consists of vector matrices

M =
(

a α
β b

)
,

where a, b ∈ F , α, β ∈ F 3, detM = ab − α · β = 1, and where M is
identi�ed with −M . The multiplication in M∗(q) coincides with the Zorn

2000 Mathematics Subject Classi�cation: 20D30, 20N10
Keywords: non-associative �nite simple Moufang loop, Paige loop, the abstract
group (3, 3 | 3, p), loop generator, quadratic congruence



98 P. Vojt¥chovský

matrix multiplication
(

a α
β b

) (
c γ
δ d

)
=

(
ac + α · δ aγ + dα− β × δ

cβ + bδ + α× γ β · γ + bd

)
,

where α ·β (resp. α×β) is the standard dot product (resp. cross product).
We have shown in [6, Theorem 1.1] that every M∗(q) is three-generated,

and when q 6= 9 is odd or q = 2 then the generators can be chosen as

g1 =
(

1 e1

0 1

)
, g2 =

(
1 e2

0 1

)
, g3 =

(
0 ue3

−u−1e3 1

)
, (1)

where u is a primitive element of F (cf. [6, Proposition 4.1]). In particular,
note that g1, g2 and g3 generate M∗(p) for every prime p. We �nd it more
convenient to use another set of generators.

Proposition 1. Let q 6= 9 be an odd prime power or q = 2. Then M∗(q)
is generated by three elements of order three.

Proof. Let us introduce

g4 = g3g1 =
(

0 (0, 0, u)
(0, u,−u−1) 1

)
,

g5 = g3g2 =
(

0 (0, 0, u)
(−u, 0,−u−1) 1

)
.

It follows from (1) that M∗(q) is generated by g3, g4, and g5. One easily
veri�es that these elements are of order 3.

The groups 〈g3, g4〉, 〈g3, g5〉 and 〈g4, g5〉 play therefore a prominent role
in the lattice of subloops of M∗(q). As we prove in Section 3, each of them
is isomorphic to the group (3, 3 | 3, p), de�ned below.

2. The abstract groups (3, 3 | 3, p)
The two-generated abstract groups (l, m | n, k) de�ned by presentations

(l, m | n, k) = 〈x, y | xl = ym = (xy)n = (x−1y)k〉 (2)

were �rst studied by Edington [3], for some small values of l, m, n and k.
The notation we use was devised by Coxeter [1] and Moser [2], and has a
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deeper meaning that we will not discuss here. From now on, we will always
refer to presentation (2) when speaking about (l, m | n, k).

The starting point for our discussion is Theorem 2, due to Edington [3,
Theorem IV and pp. 208�210]. (Notice that there is a typo concerning the
order of (3, 3 | 3, n), and a misprint claiming that (3, 3 | 3, 3) is isomorphic
to A4.). For the convenience of the reader, we give a short, contemporary
proof.

Theorem 2 (Edington). The group G = (3, 3 | 3, n) exists for every
n > 1, is of order 3n2, and is non-abelian when n > 1. It contains a
normal subgroup H = 〈x2y, xy2〉 ∼= Cn × Cn. In particular, G ∼= C3 when
n = 1, G ∼= A4 when n = 2, and G is the unique non-abelian group of order
27 and exponent 3 when n = 3.

Proof. Verify that (3, 3 | 3, 1) is isomorphic to C3. Let n > 1. Since
x(x2y)x−1 = yx−1 = y(x2y)y−1 ∈ H, and x−1(xy2)x = y2x = y−1(xy2)y ∈
H, the subgroup H is normal in G. It is an abelian group of order at most
n2 since x2y · xy2 = x(xy)2y = x(xy)−1y = xy2 · x2y. Clearly, G/H ∼= C3

(enumeration of cosets works �ne), and hence |G| = 3|H| 6 3n2.
Let N = 〈a〉 × 〈b〉 ∼= Cn × Cn, and K = 〈f〉 6 Aut(N), where f is

de�ned by f(a) = a−1b, f(b) = a−1. Let E be the semidirect product of
N and K via the natural action of K on N . We claim that E is non-
abelian, and isomorphic to (3, 3 | 3, n) with generators x = (1, f) and
y = (a, f). We have (a, f)2 = (af(a), f2) = (b, f2), (b, f2)(1, f) = (b, id),
and (1, f)(b, f2) = (a−1, id). Thus E is non-abelian, and generated by
(1, f), (a, f). A routine computation shows that (1, f)3 = (a, f)3 =
((1, f)(a, f))3 = ((1, f)−1(a, f))n = 1.

The group E proves that |G| = 3|H| = 3n2. In particular, H ∼= Cn ×
Cn.

We would like to give a detailed description of the lattice of subgroups
of (3, 3 | 3, p) in terms of generators x and y. From a group-theoretical
point of view, the groups are rather boring, nevertheless, the lattice can be
nicely visualized. The cases p = 2 and p = 3 cause troubles, and we exclude
them from our discussion for the time being.

Lemma 3. Let G and H be de�ned as before. Then H is the Sylow p-
subgroup of G, and contains p + 1 subgroups H(i) = 〈h(i)〉, for 0 6 i < p,
or p = ∞, all isomorphic to Cp. We can take

h(i) = x2y(xy2)i, for 0 6 i < p and h(∞) = xy2.
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There are p2 Sylow 3-subgroups G(k, l) = 〈g(k, l)〉, for 0 6 k, l < p, all
isomorphic to C3. We can take

g(k, l) = (x2y)−k(xy2)−lx(x2y)k(xy2)l.

Proof. The subgroup structure of H is obvious. Every element of G\H has
order 3, so there are p2 Sylow 3-subgroups of order 3 in G. The subgroup
H acts transitively on the set of Sylow 3-subgroups. (By Sylow Theorems,
G acts transitively on the copies of C3. As |G| = 3p2, the stabilizer of each
C3 under this action is isomorphic to C3. Since p and 3 are relatively prime,
no element of H can be found in any stabilizer.) This shows that our list
of Sylow 3-subgroups is without repetitions, thus complete.

For certain values of p (see below), there are no other subgroups in G.
For the remaining values of p, there are additional subgroups of order 3p.

If K 6 G has order 3p, it contains a unique normal subgroup of order p,
say L 6 H. Since L is normalized by both K and H, it is normal in G. Then
G/L is a non-abelian group of order 3p, and has therefore p subgroups of
order 3. Using the correspondence of lattices, we �nd p subgroups of order
3p containing L (the group K is one of them).
Lemma 4. The group H(i) is normal in G if and only if

i2 + i + 1 ≡ 0 (mod p). (3)

If p ≡ 1 (mod 3), there are two solutions to (3). For other values of p, there
is no solution.

Proof. We have

x−1h(i)x = x−1x2y(xy2)ix = xy2y2(xy2)ix

= (xy2)(y2x)i+1 = (x2y)−(i+1)(xy2).

Thus x−1h(i)x belongs to H(i) if and only if (x2y)−(i+1)i(xy2)i = (x2y)(xy2)i,
i.e. if and only if i satis�es (3). Similarly,

y−1h(i)y = y−1x2y(xy2)iy = (y2x)(xy2)y2(xy2)iy

= (y2x)(xy2)(y2x)i = (x2y)−(i+1)(xy2).

Then y−1h(i)y belongs to H(i) if and only if i satis�es (3).
The quadratic congruence (3) has either two solutions or none. Pick

a ∈ GF (p)∗, a 6= 1. Then a2 + a + 1 = 0 if and only if a3 = 1, since
a3 − 1 = (a − 1)(a2 + a + 1). This simple argument shows that (3) has a
solution if and only if 3 divides p− 1 = |GF (p)∗|.
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Theorem 5 (The Lattice of Subgroups of (3, 3 | 3, p)). For a prime
p > 3, let G = (3, 3 | 3, p), H = 〈x2y, xy2〉, h(i) = x2y(xy2)i for 0 6 i < p,
h(∞) = xy2, H(i) = 〈h(i)〉, g(k, l) = (x2y)−k(xy2)−lx(x2y)k(xy2)l for
0 6 k, l < p, and G(k, l) = 〈g(k, l)〉.

Then H(∞) ∼= Cp, H(i) ∼= Cp, G(k, l) ∼= C3 are the minimal subgroups
of G, and H(i) ∨ H(j) = H ∼= Cp × Cp for every i 6= j. When 3 does
not divide p − 1, there are no other subgroups in G. Otherwise, there are
additional 2p non-abelian maximal subgroups of order 3p; p for each 1 <
i < p satisfying i3 ≡ 1 (mod p). These subgroups can be listed as K(i, l) =
H(i) ∨ G(0, l), for 0 6 l < p. Then H(i) ∨ G(k′, l′) = K(i, l) if and
only if l′ − l ≡ ik′ (mod p); otherwise H(i) ∨ G(k′, l′) = G. Finally, let
(k, l) 6= (k′, l′). Then G(k, l) ∨ G(k′, l′) = H(i) ∨ G(k, l) if and only if
there is 1 < i < p satisfying i3 ≡ 1 (mod p) such that l′ − l ≡ (k′ − k)i
(mod p); otherwise G(k, l) ∨G(k′, l′) = G.

The group (3, 3 | 3, 2) is isomorphic to A4, the alternating group on
4 points, and (3, 3 | 3, 3) is the unique non-abelian group of order 27 and
exponent 3.

Proof. Check that h(i)−1g(k, l)h(i) = g(k + 1, l + i), and conclude that
H(i) ∨ G(k, l) = H(i) ∨ G(k′, l′) if and only if l′ − l ≡ i(k′ − k) (mod p).
This also implies that, for some 1 < i < p, H(i)∨G(k′, l′) equals K(i, l) if
and only if l′ − l ≡ ik′ (mod p) and i3 ≡ 1 (mod p).

Finally, if S = G(k, l) ∨ G(k′, l′) 6= G, it contains a unique H(i) E G.
Moreover, we have S = H(i) ∨ G(k, l) = H(i) ∨ G(k′, l′) solely on the
grounds of cardinality, and everything follows.

We illustrate Theorem 5 with p = 7. The congruence (3) has two solu-
tions, i = 2 and i = 4. The subgroup lattice of (3, 3 | 3, 7) is depicted in the
3D Figure 1. The 49 subgroups G(k, l) are represented by a parallelogram
that is thought to be in a horizontal position. All lines connecting the sub-
groups G(k, l) with K(2, 0) and K(4, 0) are drawn. The lines connecting
the subgroups G(k, l) with K(2, j), K(4, j), for 1 6 j < p, are omitted for
the sake of transparency. The best way to add these missing lines is by the
means of a�ne geometry of GF (p) × GF (p). To determine which groups
G(k, l) are connected to the group K(i, j), start at G(0, j) and follow the
line with slope i, drawn modulo the parallelogram.

The group A4 �ts the description of Theorem 5, too, as can be seen from
its lattice of subgroups in Figure 2. So does the group (3, 3 | 3, 3).
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Figure 1: The lattice of subgroups of (3, 3 | 3, 7)
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Figure 2: The subgroup structure of A4
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3. Three subgroups
We promised to show that each of the subgroups 〈g3, g4〉, 〈g3, g5〉, 〈g4, g5〉
of M∗(q) is isomorphic to (3, 3 | 3, p).

Proposition 3.1. Let g3, g4, g5 be de�ned as above, q = pr. Then
the three subgroups 〈g3, g4〉, 〈g3, g5〉, 〈g4, g5〉 of M∗(pr) are isomorphic to
(3, 3 | 3, p), if q 6= 9 is odd or q = 2.

Proof. We prove that G1 = 〈g3, g4〉 ∼= (3, 3 | 3, p); the argument for the
other two groups is similar. We have g3

3 = g3
4 = (g3g4)3 = (g4g3)3 =

(g−1
3 g4)p = (g2

3g4)p = e. Thus G1 6 (3, 3 | 3, p). Also, H1 = 〈g2
3g4, g3g

2
4〉 ∼=

Cp × Cp. When p 6= 3, we conclude that |G1| = 3p2, since G1 contains an
element of order 3. When p = 3, we check that g3 6∈ H1, and reach the
same conclusion.

We �nish this paper with a now obvious observation, that in order to
describe all subloops of M∗(q), one only has to study the interplay of the
isomorphic subgroups 〈g3, g4〉, 〈g3, g5〉, and 〈g4, g5〉.
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