## Valentin Danilovich Belousov (1925-1988)

## This issue is a tribute in honor of his 80th birthday



This year it has been 80 years since V. D. Belousov's birth. He was a famous scientist which made a great contribution to the theory of binary and $n$-ary quasigroups and loops, theory of algebraic nets and theory of functional equations on quasigroups. In the opinion of many famous mathematicians he was the leading specialist in theory of quasigroups during the sixties and the seventies of the previous century. A. D. Keedwell wrote about him: "V. D. Belousov, prolific as a researcher, who, like Albert, Bruck and Artzy, engaged in work which was ahead of its time."
V.D. Belousov studied many general questions on quasigroups and loops: derivative operations of loops; groups of regular mappings; nuclei of quasigroups; autotopies and antiautotopies, characterized groups of inner permutations, normal subquasigroups, isotopy and crossed isotopy and different groups associated with quasigroups.

In many papers special classes of quasigroups and loops are investigated: IPquasigroups, F-quasigroups, TS-quasigroups, CI-quasigroups, Stein quasigroups, Iquasigroups, Bol loops, G-loops etc. Belousov's articles contain definitions of new classes of quasigroups and loops, for example, PI-quasigroups, P-quasigroups, Sloops, M-loops, linear quasigroups over groups.

Very important Belousov's results are connected with distributive quasigroups. He proved that every distributive quasigroup is isotopic to a commutative Moufang loop.

In a series of papers transitive distributive quasigroups are described. Simultaneously he found a class of left-distributive quasigroups non-isotopic to groups and characterized connections between some of such quasigroups, Moufang and Bol loops. Loops isotopic to left-distributive quasigroups are studied too. The series of papers is devoted to different systems of binary operations defined on the same set. In particular, Belousov studied systems of quasigroup operations satisfying some laws of distributivity, associativity, mediality and transitivity. Positional algebras of partial quasigroup operations investigated by him are called now Belousov algebras.

A large cycle of Belousov's articles is connected with different types of functional equations on quasigroups, such as the functional equations of generalized associativity, distributivity, mediality and Moufang. Belousov had published a number of works devoted to study of $n$-ary quasigroups. Now these works form the foundation of the theory of $n$-ary quasigroups.

Quasigroups have many applications in discrete mathematics, especially in the theory of Latin squares. A similar connection between $n$-ary quasigroups and $n$ dimensional cubes holds. In connection with this fact V. D. Belousov studied the problem of extensions of quasigroups and systems of orthogonal binary and $n$-ary operations. He established the connection between orthogonal systems of operations and orthogonal systems of quasigroups (OSQ) and studied the parastrophy transformation of these OSQ.

The first description of minimal identities connected with the orthogonality of parastrophes of binary quasigroups is given too. Some interrelations between the orthogonality of quasigroups and closure operations in $k$-nets are proved.

All ideas mentioned above are now in elaboration by numerous Belousov's pupils and many other mathematicians. He was a supervisor about of 30 of $\mathrm{Ph} . \mathrm{D}$. thesis. Now these pupils work in many countries.

He was not only a famous scientist. He was a very good lecturer. As a Corresponding Member of the Academy of the Pedagogical Sciences of the USSR (section Mathematics) he was an organizer of the scientific life in Moldova.

As a person, V. D. Belousov was full of generosity and warmth. Contact with him was very pleasant. Belousov wrote epigrams, liked music, especially Moldavian folk music and music of V. A. Mozart. He had a large library of science (in many languages) and also a fiction literature.

Valentin Danilovich Belousov devoted his life to science, a life that will always be an example and inspiration to his followers.
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#### Abstract

The notions of hypercube and of the orthogonality of two hypercubes were arised in combinatorial analysis. In [11] a connection between $n$-dimensional hypercubes and algebraic $n$-ary operations was established. In this article we use an algebraic approach to the study of orthogonality of two hypercubes (pairwise orthogonality). We give a criterion of orthogonality of two finite $k$-invertible $n$-ary operations, which is used by the research of orthogonality and parastrophe-orthogonality of two $n$-ary $T$-quasigroups. Some examples are given and connection between admissibility and pairwise orthogonality of $n$-ary operations is established.


Mathematics subject classification: 20N05, 20N15.
Keywords and phrases: Hypercube, orthogonal hypercubes, $n$-ary operation, $n$-ary quasigroup, $n$-ary $T$-quasigroup, parastrophe, transversal, orthogonal $n$-ary operations.

## 1 Introduction

It is known that two binary operations $A$ and $B$, given on a set $Q$, are called orthogonal if the system of equations $\{A(x, y)=a, B(x, y)=b\}$ has exactly one solution for any $a, b \in Q$ (see [1], where such operations are called compatible). Orthogonal binary operations, in particular, orthogonal quasigroups were considered in different works (see, for example, $[1-7]$ ).

In [6] H.B. Mann proved that if $A, B, C$ are quasigroups, given on a set $Q$ and satisfying the equality

$$
C(x, B(x, y))=A(x, y)
$$

for all $x, y \in Q$, then the quasigroups $A$ and $B$ are orthogonal.
V.D. Belousov in [3, Lemma 2] gave the following criterion of orthogonality of two binary quasigroups. Let $A, B$ be binary quasigroups on a set $Q$. Then $A$ and $B$ are orthogonal if and only if the operation $A \cdot B^{-1}$ is a quasigroup, where $\left(A \cdot B^{-1}\right)(x, y)=A\left(x, B^{-1}(x, y)\right)$ and $B^{-1}$ is the right inverse quasigroup for $B$ $\left(B^{-1}(x, z)=y\right.$ if and only if $\left.B(x, y)=z\right)$.

In the case of $n$-ary operations there exist distinct versions of orthogonality (they are reflected in [11]) which correspond to different types of orthogonality of $n$-dimensional hypercubes.

[^0]In this article we consider the weakest (for $n>2$ ) case of orthogonality of $n$-ary operations, namely, pairwise orthogonality (see Definition 1). At first orthogonality of two finite $k$-invertible $n$-ary operations (pairwise orthogonality) is considered. Then, using the obtained criterion of orthogonality of finite $n$-ary operations, we give a definition of pairwise orthogonality for arbitrary $k$-invertible $n$-operations, in particular, for finite or infinite $n$-quasigroups. A connection between admissibility and pairwise orthogonality of $k$-invertible $n$-ary operations is established. In the last part of the article pairwise orthogonality of $n$-ary $T$-quasigroups ( $n-T$-quasigroups), in particular, $n-T$-quasigroups which are orthogonal to some their parastrophes are studied. Some examples of such quasigroups are given.

## 2 Necessary notions and results

We recall some notations, concepts and results which are used in the article. At first remember the following designations and notes from [10]. By $x_{i}^{j}$ we will denote the sequence $x_{i}, x_{i+1}, \ldots, x_{j}, i \leq j$. If $j<i$, then $x_{i}^{j}$ is the empty sequence, $\overline{1, n}=\{1,2, \ldots, n\}$. Let $Q$ be a finite or an infinite set, $n \geq 1$ be a positive integer and let $Q^{n}$ denote the Cartesian power of the set $Q$.

A n-ary operation $A$ (briefly, an n-operation) on a set $Q$ is a mapping $A: Q^{n} \rightarrow$ $Q$ defined by $A\left(x_{1}^{n}\right) \rightarrow x_{n+1}$, and in this case we write $A\left(x_{1}^{n}\right)=x_{n+1}$.

A finite $n$-groupoid $(Q, A)$ of order $m$ is a set $Q$ with one $n$-ary operation $A$ defined on $Q$, where $|Q|=m$.

A $n$-ary quasigroup is an $n$-groupoid such that in the equality

$$
A\left(x_{1}^{n}\right)=x_{n+1}
$$

each of $n$ elements from $x_{1}^{n+1}$ uniquely defines the $(n+1)$-th element. Usually itself quasigroup $n$-operation $A$ is considered as a $n$-quasigroup.

The $n$-operation $E_{i}, 1 \leq i \leq n$, on $Q$ with $E_{i}\left(x_{1}^{n}\right)=x_{i}$ is called the $i$-th identity operation (or the $i$-th selector) of arity $n$.

An $n$-operation $A$ on $Q$ is called $i$-invertible for some $i \in \overline{1, n}$ if the equation

$$
A\left(a_{1}^{i-1}, x_{i}, a_{i+1}^{n}\right)=a_{n+1}
$$

has a unique solution for each fixed $n$-tuple $\left(a_{1}^{i-1}, a_{i+1}^{n}, a_{n+1}\right) \in Q^{n}$.
For an $i$-invertible $n$-operation there exists the $i$-inverse $n$-operation ${ }^{(i)} A$ defined in the following way:

$$
{ }^{(i)} A\left(x_{1}^{i-1}, x_{n+1}, x_{i+1}^{n}\right)=x_{i} \Leftrightarrow A\left(x_{1}^{n}\right)=x_{n+1}
$$

for all $x_{1}^{n+1} \in Q^{n+1}$.
It is evident that

$$
A\left(x_{1}^{i-1},,^{(i)} A\left(x_{1}^{n}\right), x_{i+1}^{n}\right)={ }^{(i)} A\left(x_{1}^{i-1}, A\left(x_{1}^{n}\right), x_{i+1}^{n}\right)=x_{i}
$$

and ${ }^{(i)}\left[{ }^{(i)} A\right]=A$ for $i \in \overline{1, n}$.

Let $\Omega_{n}$ be the set of all $n$-ary operations on a finite or an infinite set $Q$. On $\Omega_{n}$ define a binary operation $\underset{i}{\oplus}$ (the $i$-multiplication) in the following way:

$$
(A \underset{i}{\oplus} B)\left(x_{1}^{n}\right)=A\left(x_{1}^{i-1}, B\left(x_{1}^{n}\right), x_{i+1}^{n}\right),
$$

$A, B \in \Omega_{n}, x_{1}^{n} \in Q^{n}$. Shortly this equality can be written as

$$
A \oplus_{i} B=A\left(E_{1}^{i-1}, B, E_{i+1}^{n}\right)
$$

where $E_{i}$ is the $i$-th selector.
In [9] it was proved that $\left(\Omega_{n} ; \underset{i}{\oplus}\right)$ is a semigroup with the identity $E_{i}$. If $\Lambda_{i}$ is the set of all $i$-invertible $n$-operations from $\Omega_{n}$ for some $i \in \overline{1, n}$, then $\left(\Lambda_{i} ; \underset{i}{\oplus}\right)$ is a group. In this group $E_{i}$ is the identity, the inverse element of $A$ is the operation ${ }^{(i)} A \in \Lambda_{i}$, since $A \underset{i}{\oplus} E_{i}=E_{i} \underset{i}{\oplus} A, A \underset{i}{{ }^{(i)}} A={ }^{(i)} A \underset{i}{\oplus} A=E_{i}$.

A $n$-ary quasigroup $(Q, A$ ) (or simply $A$ ), is an $n$-groupoid with an $i$-invertible $n$-operation for each $i \in \overline{1, n}$ [10].

Let $A$ be an $n$-quasigroup and $\sigma \in S_{n+1}$, then the $n$-quasigroup ${ }^{\sigma} A$ defined by

$$
{ }^{\sigma} A\left(x_{\sigma 1}^{\sigma n}\right)=x_{\sigma(n+1)} \Leftrightarrow A\left(x_{1}^{n}\right)=x_{n+1}
$$

is called the $\sigma$-parastrophe (or simple, parastrophe) of $A[10]$.
For any $n$-operation $A$ there exist the $\sigma$-parastrophes ${ }^{\sigma} A$, where $\sigma(n+1)=n+1$ (the principal parastrophes). The $i$-inverse operation ${ }^{(i)} A$ for $A, i \in \overline{1, n}$, is the $\sigma$-parastrophe defined by the cycle $(i, n+1)$.

Let $\left(x_{1}^{n}\right)_{k}$ denote the $(n-1)$-tuple $\left(x_{1}^{k-1}, x_{k+1}^{n}\right) \in Q^{n-1}$ and let $A$ be an $n$ operation, then the $(n-1)$-operation $A_{a}$ :

$$
A_{a}\left(x_{1}^{n}\right)_{k}=A\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right)
$$

is called the $(n-1)$-retract of $A$, defined by position $k, k \in \overline{1, n}$, with the element $a$ in this position (with $x_{k}=a$ ) [10].

An $n$-ary operation $A$ on $Q$ is called complete if there exists a permutation $\bar{\varphi}$ on $Q^{n}$ such that $A=E_{1} \bar{\varphi}$ (that is $A\left(x_{1}^{n}\right)=E_{1} \bar{\varphi}\left(x_{1}^{n}\right)$ ). If a complete $n$-operation $A$ is finite and has order $m$, then the equation $A\left(x_{1}^{n}\right)=a$ has exactly $m^{n-1}$ solutions for any $a \in Q[9]$.

Any $i$-invertible $n$-operation $A, i \in \overline{1, n}$, is complete, but there exist complete $n$-operations, which are not $i$-invertible for each $i \in \overline{1, n}[9]$.

## 3 Orthogonality of two n-ary operations

In the case of $n$-ary operations for $n>2$ it is possible to consider different versions of orthogonality. The weakest is the notion of the pairwise orthogonality.

Definition 1 [11]. Two n-ary operations $(n \geq 2) A$ and $B$ given on a set $Q$ of order $m$ are called orthogonal (shortly, $A \perp B$ ) if the system $\left\{A\left(x_{1}^{n}\right)=a, B\left(x_{1}^{n}\right)=b\right\}$ has exactly $m^{n-2}$ solutions for any $a, b \in Q$.

This concept corresponds to two orthogonal $n$-dimensional hypercubes [11, 13]. The following type of orthogonality is strongest.

Definition 2 [8]. An n-tuple $<A_{1}, A_{2}, \ldots, A_{n}>$ of $n$-operations on a set $Q$ is called orthogonal if the system $\left\{A_{i}\left(x_{1}^{n}\right)=a_{i}\right\}_{i=1}^{n}$ has a unique solution for any $a_{1}^{n} \in Q^{n}$. $A$ set $\Sigma=\left\{A_{1}^{t}\right\}, t \geq n$, of $n$-operations is called orthogonal if any $n$-tuple of distinct n-operations from $\Sigma$ is orthogonal.

This concept corresponds to an orthogonal $n$-tuple of $n$-dimensional hypercubes [11-13]. Orthogonal $n$-operations and their sets in the sense of Definition 2 were considered in many articles (see, for example, [8, 11-17, 19, 20, 22]).

In [11] intermediate types of orthogonality of $n$-operations and their sets were studied.

Definition 3 [11]. A $k$-tuple $<A_{1}^{k}>, 2 \leq k \leq n$, of distinct $n$-operations on a set $Q$ of order $m$ is called orthogonal if the system $\left\{A_{i}\left(x_{1}^{n}\right)=a_{i}\right\}_{i=1}^{k}$ has exactly $m^{n-k}$ solutions for any $a_{1}^{k} \in Q^{k}$. A set $\Sigma=\left\{A_{1}^{t}\right\}$, $t \geq k$, of $n$-operations is called $k$-wise orthogonal if any $k$-tuple of distinct $n$-operations from $\Sigma$ is orthogonal.

The following connection exists between different considered types of orthogonality.

Theorem 1 [11]. If a set $\Sigma=\left\{A_{1}^{t}\right\}, t \geq k$, of finite $n$-operations is $k$-wise orthogonal, then $\Sigma$ is l-wise orthogonal for any $l, 2 \leq l \leq k$.

Thus, every pair of different $n$-ary operations from an orthogonal $n$-tuple is orthogonal.

Let $A_{1}, A_{2}, \ldots, A_{n}$ be $n$-operations given on a set $Q$. In [14] it is proved that a $n$-tuple $<A_{1}^{n}>$ of $n$-operations is orthogonal if and only if the mapping $\bar{\theta}: x_{1}^{n} \rightarrow$ $\left(A_{1}\left(x_{1}^{n}\right), A_{2}\left(x_{1}^{n}\right), \ldots, A_{n}\left(x_{1}^{n}\right)\right)=\left(A_{1}, A_{2}, \ldots, A_{n}\right)\left(x_{1}^{n}\right)$ is a permutation on $Q^{n}$.

In [1] V.D. Belousov proved that a binary operation $A$ has an operation which is orthogonal to $A$ (an orthogonal mate) if and only if $A$ is a complete operation. This is valid and for finite $n$-operations.

Proposition 1. A finite n-operation $A$ has an orthogonal mate if and only if $A$ is complete.

Proof. By Proposition 5 of [11] $A$ is a complete $n$-operation if and only if it is a component of some permutation $\bar{\theta}=\left(A, B_{1}^{n-1}\right)$ on $Q^{n}$, where $<A, B_{1}^{n-1}>$ is an orthogonal $n$-tuple. By Theorem $1 A \perp B_{i}$ for any $i \in \overline{1, n-1}$.

Conversely, if $B$ is an orthogonal mate for $A$, that is $A \perp B$, then by Corollary 4 of [11] the pair $A, B$ can be embedded in an orthogonal $n$-tuple of $n$-operations and by Proposition 5 of [11] $A$ is a complete $n$-operation.

Now we shall consider orthogonality of $k$-invertible $n$-operations for some fixed $k, 1 \leq k \leq n$. For them the following criterion is valid.

Theorem 2. Let $k$ be a fixed number from $\overline{1, n}$. Two finite $k$-invertible n-operations $A$ and $B$ on a set $Q$ are orthogonal if and only if the $(n-1)$-retract $C_{a}$ of the $n$-operation $C=B \underset{k}{\oplus}{ }^{(k)} A$, defined by $x_{k}=a$, is complete for every $a \in Q$.

Proof. We shall prove this statement when $k=n$ for the sake of simplicity. For the rest $k \in \overline{1, n-1}$ the proof is similar.

Let $a$ be an arbitrary element of $Q,|Q|=m$ and the $(n-1)$-retract $C_{a}$ by $x_{n}=a$ of $n$-operation $C=B \underset{n}{\oplus}{ }^{(n)} A$ is complete for any $a \in Q$. Then the equation

$$
C_{a}\left(x_{1}^{n-1}\right)=C\left(x_{1}^{n-1}, a\right)=(B \underset{n}{\oplus}(n) A)\left(x_{1}^{n-1}, a\right)=B\left(x_{1}^{n-1},{ }^{(n)} A\left(x_{1}^{n-1}, a\right)\right)=b
$$

has $m^{(n-1)-1}$ solutions for any $a, b \in Q$. From the last equation we have ${ }^{(n)} B\left(x_{1}^{n-1}, b\right)={ }^{(n)} A\left(x_{1}^{n-1}, a\right)=z$, whence it follows that the system $\left\{A\left(x_{1}^{n-1}, z\right)=\right.$ $\left.a, B\left(x_{1}^{n-1}, z\right)=b\right\}$ has $m^{n-2}$ solutions. Thus, $A \perp B$.

Conversely, let $A \perp B$, that is the system $\left\{A\left(x_{1}^{n}\right)=a, B\left(x_{1}^{n}\right)=b\right\}$ has $m^{n-2}$ solutions for any $a, b \in Q$. From the first equality we have $x_{n}={ }^{(n)} A\left(x_{1}^{n-1}, a\right)$ and then the equation $B\left(x_{1}^{n-1},{ }^{(n)} A\left(x_{1}^{n-1}, a\right)\right)=b$ or $C_{a}\left(x_{1}^{n-1}\right)=\left(B \underset{n}{\oplus}{ }^{(n)} A\right)\left(x_{1}^{n-1}, a\right)=b$ has $m^{n-2}$ solutions for any $a, b \in Q$. Therefore, the ( $n-1$ )-retract of $B \underset{n}{\oplus}{ }^{(n)} A$, defined by any $a \in Q$, is complete.

For the binary case from Theorem 2 we have the following
Corollary 1. Two finite invertible from the right (that is 2-invertible) binary operations $A, B$ on $Q$ are orthogonal if and only if the operation $C(x, y)=\left(A \cdot B^{-1}\right)(x, y)=$ $A\left(x, B^{-1}(x, y)\right)$ is a quasigroup.

Proof. The operation $C=B \cdot A^{-1}\left(=B \underset{2}{\oplus}{ }^{(2)} A\right)$ is always invertible from the right. If the operation $C_{a} x=C(x, a)$ is complete for any $a \in Q$, that is the equation $C(x, a)=b$ has exactly $m^{2-2}=1$ solutions for any $a, b \in Q$, then the operation C is invertible from the left (that is 1 -invertible). Thus, C is a quasigroup.

Conversely, if C is a quasigroup, then any its (unary) retract is complete (that is a permutation).

From this corollary the criterion of V.D.Belousov [3, Lemma 2] for finite binary quasigroups follows.

Proposition 2. If $A$ and $B$ are $k$-invertible $n$-operations on a set $Q$ for some $k \in \overline{1, n}$, then the following equalities are equivalent: $C=B \underset{k}{\oplus}{ }^{(k)} A, C \underset{k}{\oplus} A=B$,
$A={ }^{(k)} C \underset{k}{\oplus} B, C \underset{k}{\oplus} A \oplus_{k}{ }^{(k)} B=E_{k},{ }^{(k)} A \underset{k}{\oplus}{ }^{(k)} C \underset{k}{\oplus} B=E_{k}, A \underset{k}{\oplus}{ }^{(k)} B \underset{k}{\oplus} C=E_{k}$,
${ }^{(k)} C \underset{k}{\oplus} B \underset{k}{\oplus}{ }^{(k)} A=E_{k}$.
Proof. It is easy to see taking into account that all $k$-invertible $n$-operations on $Q$ form a group with the identity $E_{k}$ with the respect to the $k$-multiplication of $n$-operations.

Remark 1. If $A$ and $B$ are $n$-quasigroups, then they are $k$-invertible for any $k \in \overline{1, n}$, so $A \perp B$ if and only if for some $k \in \overline{1, n}$ the $(n-1)$-retract $C_{a}$ of $C=B \underset{k}{\oplus}{ }^{(k)} A$, defined by $x_{k}=a$, is complete for any $a \in Q$. If that holds for some fixed $k \in \overline{1, n}$, then the $(n-1)$-retract of $C_{1}=B \underset{l}{\oplus}(l) A$, defined by $x_{l}=a$, is also complete for any $l \in \overline{1, n}$ and any $a \in Q$.

From Proposition 2 and Theorem 2 we have the following
Corollary 2. If $A$ and $B$ are finite $n$-quasigroups on $Q, C=B \underset{k}{\oplus}{ }^{(k)} A$ and $A \perp B$, then $C \perp{ }^{(k)} A,{ }^{(k)} C \perp{ }^{(k)} B$ for any $k \in \overline{1, n}$.

Proof. $C \perp{ }^{(k)} A\left({ }^{(k)} C \perp{ }^{(k)} B\right)$ follows from the second (from the third) equality of Proposition 2 and Theorem 2, since $A$ and $B$ are $n$-quasigroups and so any $(n-1)$ retract of $B(A)$ is an $(n-1)$-quasigroup which is always complete. Further use Remark 1.

Using the criterion of orthogonality of two finite $n$-operations from Theorem 2 we can define a pairwise orthogonality of arbitrary $k$-invertible $n$-operations (finite or infinite).

Definition 4. Two $k$-invertible $n$-operations $A$ and $B$, given on an arbitrary set $Q$, are called orthogonal if the $(n-1)$-retract of the $n$-operation $B \underset{k}{\oplus}{ }^{(k)} A$, defined by $x_{k}=a$, is complete for each $a \in Q$.

As it was noted above, an $n$-operation $A$ on $Q$ is called complete if there exists a permutation (a bijection) $\bar{\varphi}$ on $Q^{n}$ such that $A=E_{1} \bar{\varphi}$. In the case of Definition 4 each ( $n-1$ )-retract

$$
C_{a}\left(x_{1}^{n}\right)_{k}=C\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right)=B\left(x_{1}^{k-1},{ }^{(k)} A\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right), x_{k+1}^{n}\right)
$$

is complete, that is $C_{a}=E_{1} \bar{\psi}$ for some permutation $\bar{\psi}$ of $Q^{n-1}$.
Remark 2. Note that for binary case $(n=2)$ Definition 4 is equivalent to the usual definition of orthogonality of two 1- or 2-invertible operations.

Indeed, let $A, B$ be 2-invertible binary operations on a set $Q$ and $A \perp B$, that is the system $\{A(x, y)=a, B(x, y)=b\}$ has a unique solution for any $a, b \in Q$. Then $A^{-1}(x, a)=y$ and the equation $B\left(x, A^{-1}(x, a)\right)=b$ has a unique solution $x$ for any
$a, b \in Q$, that is $C_{a}(x)=B\left(x, R_{a} x\right)=E \varphi_{a} x=\varphi_{a} x$ where $R_{a} x=A^{-1}(x, a), E$ is the selector in the 1-ary case $(E x=\varepsilon x=x)$ and so $\varphi_{a}$ is a bijection $Q$ on $Q$. Thus, $C_{a}=\varphi_{a}$ is a complete 1-ary (unary) operation for any $a \in Q$.

Conversely, if $C_{a}=\varphi_{a}$ is a bijection for any $a \in Q$, then the equation $B\left(x, A^{-1}(x, a)\right)=b$ has a unique solution for any $a, b \in Q$ and the system $\{A(x, y)=$ $a, B(x, y)=b\}$ has a unique solution.

For 1-invertible binary operations the proof is similar.
Now we consider a connection between orthogonality of two $n$-operations and their admissibility.

It is known that a binary quasigroup $(Q, \cdot)$ is called admissible if it has a complete permutation (a bijection) (or a transversal).

A permutation $\theta$ on $Q$ is called complete for a quasigroup ( $Q, \cdot)$ if the mapping $\theta^{\prime}: \theta^{\prime} x=x \cdot \theta x$ is a permutation on $Q$. All elements $\theta^{\prime} x, x \in Q$, are different and form a transversal which is defined by the permutation $\theta$ [5].

A binary quasigroup of order $m$ has an orthogonal mate if and only if it has $m$ disjoint transversals $\theta_{1}^{\prime}, \theta_{2}^{\prime}, \ldots, \theta_{m}^{\prime}$ (or $m$ disjoint complete permutations $\theta_{1}, \theta_{2}, \ldots, \theta_{m}$ ), that is $\theta_{i}^{\prime} x \neq \theta_{j}^{\prime} x, i \neq j$, for any $x \in Q[5]$.

Using the criterion of Corollary 4 of orthogonality of binary 2-invertible (or 1-invertible) operations $A$ and $B$ on $Q$ of order $m$, it is easy to find in this case $m$ disjoint transversals.

Indeed, if $A \perp B$, then the operation $A \cdot B^{-1}\left(\left(A \cdot B^{-1}\right)(x, y)=A\left(x, B^{-1}(x, y)\right)\right)$ is a quasigroup. By $y=a$ we have $A\left(x, B^{-1}(x, a)\right)=A\left(x, R_{a} x\right)=C_{a} x$ and $C_{a}$ is a permutation where $R_{a}: R_{a} x=B^{-1}(x, a)$ is also permutation. Thus, in $A$ there exist $m$ disjoint complete permutations $\left\{R_{a}, a \in Q\right\}$ which define $m$ disjoint transversals $\left\{C_{a}, a \in Q\right\}$.

In $[20,22]$ the admissibility of $n$-quasigroups and their connection with orthogonality were considered. By analogue with $n$-quasigroups (see [21]) the following definition of admissible $n$-operations was given.

Definition 5. An n-operation $B$ given on a set $Q$ is called admissible if for some $k$, $1 \leq k \leq n$, on $Q$ there exists an $(n-1)$-operation $A$ such that the $(n-1)$-operation $C$ :

$$
C\left(x_{1}^{n}\right)_{k}=B\left(x_{1}^{k-1}, A\left(x_{1}^{n}\right)_{k}, x_{k+1}^{n}\right)
$$

is complete. In this case the $(n-1)$-operation $C$ is called a $k$-transversal of the $n$-operation $B$, defined by the $(n-1)$-operation $A$.

The $n$-tuples $\left(x_{1}^{k-1}, A\left(x_{1}^{n}\right)_{k}, x_{k+1}^{n}\right)$ are positions of elements of a $k$-transversal $C$. The values $C\left(x_{1}^{n}\right)_{k}$, when $(n-1)$-tuples $\left(x_{1}^{n}\right)_{k}$ run through $Q^{n-1}$, are the elements of the $k$-transversal $C$.

Two $k$-transversals of an $n$-operation $B$ defined by $(n-1)$-operations $A_{1}$ and $A_{2}$ are called disjoint if $A_{1}\left(x_{1}^{n}\right)_{k} \neq A_{2}\left(x_{1}^{n}\right)_{k}$ for all $\left(x_{1}^{n}\right)_{k} \in Q^{n-1}$.

From Theorem 2 it follows

Proposition 3. Let $A, B$ be finite $k$-invertible $n$-operations given on a set $Q$ of order $m, A \perp B$. Then the $(n-1)$-operations ${ }^{(k)} A_{a}\left(x_{1}^{n}\right)_{k}={ }^{(k)} A\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right)$, $a \in Q$, define $m$ pairwise disjoint $k$-transversals in $B$.

Proof. By Theorem $2 A \perp B$ if and only if the $(n-1)$-operation

$$
C_{a}\left(x_{1}^{n}\right)_{k}=B\left(x_{1}^{k-1},{ }^{(k)} A\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right), x_{k+1}^{n}\right)=B\left(x_{1}^{k-1},{ }^{(k)} A_{a}\left(x_{1}^{n}\right)_{k}, x_{k+1}^{n}\right)
$$

is complete for any $a \in Q$. Thus, by Definition 5 the operations ${ }^{(k)} A_{a}, a \in Q$, define $m$ transversals $C_{a}, a \in Q$. It is evident that ${ }^{(k)} A_{a}\left(x_{1}^{n}\right)_{k} \neq{ }^{(k)} A_{b}\left(x_{1}^{n}\right)_{k}$, if $a \neq b$, since $A$ is a $k$-invertible $n$-operation. Moreover, in this case we have $C_{a}\left(x_{1}^{n}\right)_{k} \neq C_{b}\left(x_{1}^{n}\right)_{k}$ by virtue of $k$-invertibility of the $n$-operation $B$.

Let $A, B$ be two $n$-operations on a set $Q$. Recall that an $n$-operation $B$ is called isotopic to an $n$-operation $A$ if there exists an $(n+1)$-tuple $T=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \gamma\right)$ of permutations (bijections) of $Q$ such that $B\left(x_{1}^{n}\right)=\gamma^{-1} A\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)$ for all $x_{1}^{n} \in Q^{n}$ (shortly, $B=A^{T}$ )[10].

It is easy to prove that the following statement is valid.

Proposition 4. Any n-operation $B$ which is isotopic to a complete finite or infinite $n$-operation $A$ is also complete.

Proof. Let $A$ be a complete $n$-operation on a set $Q, B=A^{T}, T=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \gamma\right)$, then $A=E_{1} \bar{\varphi}$ for some permutation $\bar{\varphi}=\left(C_{1}, C_{2}, \ldots, C_{n}\right)$ (where the $n$-tuple $<C_{1}, C_{2}, \ldots, C_{n}>$ of $n$-operations is orthogonal) and

$$
\begin{gathered}
B\left(x_{1}^{n}\right)=\gamma^{-1} A\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)= \\
\gamma^{-1} E_{1} \bar{\varphi}\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)=\gamma^{-1} E_{1}\left(C_{1}, C_{2}, \ldots, C_{n}\right)\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)= \\
E_{1}\left(\gamma^{-1} \bar{C}_{1}, \bar{C}_{2}, \ldots, \bar{C}_{n}\right)\left(x_{1}^{n}\right)
\end{gathered}
$$

where $\bar{C}_{i}\left(x_{1}^{n}\right)=C_{i}\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)$. It is easy to see that the $n$-tuple $<\gamma^{-1} \bar{C}_{1}, \bar{C}_{2}, \ldots, \bar{C}_{n}>$ is also orthogonal. Thus, $B=E_{1} \bar{\psi}$, where

$$
\bar{\psi}=\left(\gamma^{-1} \bar{C}_{1}, \bar{C}_{2}, \ldots, \bar{C}_{n}\right) .
$$

From Proposition 1 and Proposition 3 we obtain the following

Corollary 3. If a finite $n$-operation $A$ has an orthogonal mate and $B=A^{T}, T=$ $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \gamma\right)$, then $B$ has an orthogonal mate too.

## 4 Pairwise orthogonal n-T-quasigroups

Below we shall consider in more detail orthogonality of two $n$-ary $T$-quasigroups (briefly, $n-T$-quasigroups) which are closely connected with finite or infinite abelian groups and generalize the known binary $T$-quasigroups.

Definition 6 [18]. An n-quasigroup $(Q, A)$ is called an $n-T$-quasigroup if there exist a binary abelian group $(Q,+)$, its automorphisms $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and an element $a \in Q$ such that

$$
\begin{equation*}
A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}+a \tag{1}
\end{equation*}
$$

for all $x_{1}^{n} \in Q^{n}$.
Let $k \in \overline{1, n}$, then the $k$-inverse $n$-operation ${ }^{(k)} A$ for an $n-T$-quasigroup $A$ of (1) has the form
${ }^{(k)} A\left(x_{1}^{n}\right)=\alpha_{k}^{-1}\left(-\alpha_{1} x_{1}-\alpha_{2} x_{2}-\cdots-\alpha_{k-1} x_{k-1}+x_{k}-\alpha_{k+1} x_{k+1}-\cdots-\alpha_{n} x_{n}-a\right)$
and is also $n-T$-quasigroup, since the mapping $I: I x=-x$ is an automorphism in an abelian group.

Proposition 5. Let $(Q, A)$ and $(Q, B)$ be two finite $n-T$-quasigroups over a group $(Q,+)$ of odd order,

$$
\begin{aligned}
& A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{k-1} x_{k-1}+x_{k}+\alpha_{k+1} x_{k+1}+\cdots+\alpha_{n} x_{n} \\
& B\left(x_{1}^{n}\right)=\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{k-1} x_{k-1}+x_{k}+\beta_{k+1} x_{k+1}+\cdots+\beta_{n} x_{n}
\end{aligned}
$$

where $\beta_{i}=2 \alpha_{i}$ for each $i \in \overline{1, n}, i \neq k$, then $C=B \underset{k}{\oplus}{ }^{(k)} A=A, B=A \underset{k}{\oplus} A$ and $A \perp(A \underset{k}{\oplus} A), A \perp{ }^{(k)} A,{ }^{(k)}(A \underset{k}{\oplus} A) \perp{ }^{(k)} A$.

Proof. In this case $\beta_{i}=2 \alpha_{i}$ is an automorphism for any $i \in \overline{1, n}, i \neq k$, since in a group $(Q,+)$ of odd order the mapping $x \rightarrow 2 x$ is a permutation. Find the form of the $n$-operation $C$ using $(2): C\left(x_{1}^{n}\right)=\left(B \underset{k}{\oplus}{ }^{(k)} A\right)\left(x_{1}^{n}\right)=B\left(x_{1}^{k-1},{ }^{(k)} A\left(x_{1}^{n}\right), x_{k+1}^{n}\right)=$ $2 \alpha_{1} x_{1}+2 \alpha_{2} x_{2}+\cdots+2 \alpha_{k-1} x_{k-1}-\alpha_{1} x_{1}-\alpha_{2} x_{2}-\cdots-\alpha_{k-1} x_{k-1}+x_{k}-\alpha_{k+1} x_{k+1}-$ $\cdots-\alpha_{n} x_{n}+2 \alpha_{k+1} x_{k+1}+\cdots+2 \alpha_{n} x_{n}=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{k-1} x_{k-1}+x_{k}+$ $\cdots+\alpha_{k+1} x_{k+1}+\cdots+\alpha_{n} x_{n}=A\left(x_{1}^{n}\right)$. Any $(n-1)$-retract of $C=A$ is a $(n-1)$ quasigroup, so is complete and $A \perp B$ by Definition 4 (or by Theorem 2). Since $C=B \underset{k}{\oplus}{ }^{(k)} A=A$, then $B=A \underset{k}{\oplus} A$. Orthogonality of the rest $n$-operations pointed in the proposition follows from Corollary 2.

The following useful criterion of orthogonality of two $n-T$-quasigroups is valid.

Theorem 3. Two $n-T$-quasigroups $(Q, A)$ and $(Q, B)$ where

$$
A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}+a, B\left(x_{1}^{n}\right)=\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}+b
$$

are orthogonal if and only if the $(n-1)$-operation $\bar{C}$ :

$$
\begin{equation*}
\bar{C}\left(x_{1}^{n}\right)_{k}=\gamma_{1} x_{1}+\gamma_{2} x_{2}+\cdots+\gamma_{k-1} x_{k-1}+\gamma_{k+1} x_{k+1}+\cdots+\gamma_{n} x_{n} \tag{3}
\end{equation*}
$$

is complete, where

$$
\gamma_{i} x_{i}=\beta_{i} x_{i}-\beta_{k} \alpha_{k}^{-1} \alpha_{i} x_{i}=\left(\beta_{i}-\beta_{k} \alpha_{k}^{-1} \alpha_{i}\right) x_{i}, \quad i \in \overline{1, n}, i \neq k .
$$

Proof. By Remark 1 and Definition 4 we need to prove that $\bar{C}$ is complete if and only if the $(n-1)$-retract $C_{c}$ of $C=B \underset{k}{\oplus}{ }^{(k)} A$ defined by $x_{k}=c$, for some $k \in \overline{1, n}$ and $c \in Q$, is complete. Using (2) we have $C\left(x_{1}^{n}\right)=\left(B \underset{k}{\oplus}{ }^{(k)} A\right)\left(x_{1}^{n}\right)=$ $B\left(x_{1}^{k-1},{ }^{(k)} A\left(x_{1}^{n}\right), x_{k+1}^{n}\right)=\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{k-1} x_{k-1}+\beta_{k} \alpha_{k}^{-1}\left(-\alpha_{1} x_{1}-\alpha_{2} x_{2}-\right.$ $\left.\cdots-\alpha_{k-1} x_{k-1}+x_{k}-\alpha_{k+1} x_{k+1}-\cdots-\alpha_{n} x_{n}-a\right)+\beta_{k+1} x_{k+1}+\cdots+\beta_{n} x_{n}+b=$ $\left(\beta_{1}-\beta_{k} \alpha_{k}^{-1} \alpha_{1}\right) x_{1}+\left(\beta_{2}-\beta_{k} \alpha_{k}^{-1} \alpha_{2}\right) x_{2}+\cdots+\left(\beta_{k-1}-\beta_{k} \alpha_{k}^{-1} \alpha_{k-1}\right) x_{k-1}+\beta_{k} \alpha_{k}^{-1} x_{k}+$ $\left(\beta_{k+1}-\beta_{k} \alpha_{k}^{-1} \alpha_{k+1}\right) x_{k+1}+. .+\left(\beta_{n}-\beta_{k} \alpha_{k}^{-1} \alpha_{n}\right) x_{n}-\beta_{k} \alpha_{k}^{-1} a+b=\bar{C}\left(x_{1}^{n}\right)_{k}+\beta_{k} \alpha_{k}^{-1} x_{k}-$ $\beta_{k} \alpha_{k}^{-1} a+b($ see (3)).

Let $x_{k}=c$ be an arbitrary element of $Q$, then we have

$$
C\left(x_{1}^{k-1}, c, x_{k+1}^{n}\right)=C_{c}\left(x_{1}^{n}\right)_{k}=\bar{C}\left(x_{1}^{n}\right)_{k}+d=R_{d} \bar{C}\left(x_{1}^{n}\right)_{k}
$$

where $d=\beta_{k} \alpha_{k}^{-1} c-\beta_{k} \alpha_{k}^{-1} a+b, R_{d} x=x+d$. Thus, the $(n-1)$-retract $C_{c}\left(x_{1}^{n}\right)_{k}$ of $C$, defined by $x_{k}=c$, is isotopic to the ( $n-1$ )-ary operation $\bar{C}: C_{c}=\bar{C}^{T}$, $T=\left(\varepsilon, \varepsilon, \ldots, \varepsilon, R_{d}^{-1}\right)(\varepsilon$ denotes the identity permutation on $Q)$ and by Proposition $4 C_{c}$ is complete if and only if $\bar{C}$ is complete.

Remark 3. Note that if the conditions of Theorem 3 hold for some $k \in \overline{1, n}$, then they hold for any $k \in \overline{1, n}$ (see Remark 1 for $n$-quasigroups).

Corollary 4. If in Theorem $3 \gamma_{i_{0}}=\beta_{i_{0}}-\beta_{k} \alpha_{k}^{-1} \alpha_{i_{0}}$ is a permutation for some $i_{0} \in \overline{1, n}, i_{0} \neq k$, then $A \perp B$.

Proof. In this case the $(n-1)$-operation $\bar{C}$ of (3) is $i_{0}$-invertible, so it is complete.

From Theorem 3 and Corollary 4 a number of useful statements follow.
Corollary 5. Let in Theorem $3 \alpha_{k}=\beta_{k}$ for some $k \in \overline{1, n}$. Then
(i) if $\beta_{i_{0}}-\alpha_{i_{0}}$ is a permutation for some $i_{0} \in \overline{1, n}, i_{0} \neq k$, then $A \perp B$;
(ii) if $(Q,+)$ is an (abelian) group of odd order and $\beta_{i_{0}}=2 \alpha_{i_{0}}$ for some $i_{0} \in \overline{1, n}$, $i \neq k$, then $A \perp B$.

Proof. By $\alpha_{k}=\beta_{k}$ we have $\beta_{k} \alpha_{k}^{-1}=\varepsilon$ and $\gamma_{i}=\beta_{i}-\alpha_{i}$ for all $i \in \overline{1, n}, i \neq k$. In (i) use Corollary 4. Item (ii) is a particular case of (i), since $\beta_{i_{0}}=2 \alpha_{i_{0}}$ is a permutation (and so an automorphism) in a group of odd order.

Corollary 6. Let $\Sigma=\left\{A_{1}^{t}\right\}$ be a set of $n-T$-quasigroups on a set $Q$ over the same group $(Q,+)$ :

$$
\begin{equation*}
A_{i}\left(x_{1}^{n}\right)=\alpha_{i 1} x_{1}+\alpha_{i 2} x_{2}+\cdots+\alpha_{i n} x_{n}, i \in \overline{1, t} \tag{4}
\end{equation*}
$$

where $\alpha_{1 k}=\alpha_{2 k}=\cdots=\alpha_{t k}$ for some $k \in \overline{1, n}$. If for all $i, j \in \overline{1, t}, i \neq j$ there exists one number $s \in \overline{1, n}, s \neq k$ such that $\alpha_{i s}-\alpha_{j s}$ is a permutation, then the set $\Sigma$ is pairwise orthogonal.

Proof. In this case $A_{i} \perp A_{j}$ for each $i, j \in \overline{1, t}, i \neq j$ by virtue of item (i) of Corollary 5 since $\alpha_{i k}=\alpha_{j k}$ for all $i, j \in \overline{1, t}, i \neq j$.

Example 1. Let $\Sigma=\left\{A_{1}^{p-1}\right\}$ be a set of $n-T$-quasigroups over a group $(Q,+)$ (with the identity 0 ) of a prime order $p$, where $n-T$-quasigroups of (4) have the form

$$
\begin{gathered}
A_{1}\left(x_{1}^{n}\right)=a_{1} x_{1}+a_{12} x_{2}+\cdots+a_{1, n-1} x_{n-1}+a x_{n} \\
A_{2}\left(x_{1}^{n}\right)=a_{2} x_{1}+a_{22} x_{2}+\cdots+a_{2, n-1} x_{n-1}+a x_{n} \\
\cdots \\
A_{p-1}\left(x_{1}^{n}\right)=a_{p-1} x_{1}+a_{p-1,2} x_{2}+\cdots+a_{p-1, n-1} x_{n-1}+a x_{n}
\end{gathered}
$$

$\alpha_{i 1} x=a_{i} x, a_{i} \neq a_{j}$, if $i \neq j, i, j \in \overline{1, p-1}, \alpha_{i k} x=a_{i k} x$, if $k \neq 1$ and $k \neq n, a_{i n}=a$, $i \in \overline{1, p-1}, a, a_{i}, a_{i k} \in Q \backslash 0$ for all $i \in \overline{1, p-1}$.

By Corollary 6 the set $\Sigma$ is pairwise orthogonal by $s=1$ since $a_{i 1}-a_{j 1}=$ $a_{i}-a_{j} \neq 0$, so the mapping $x \rightarrow\left(a_{i}-a_{j}\right) x$ is a permutation by $i \neq j$ and by $\alpha_{1 n} x=\alpha_{2 n} x=\cdots=\alpha_{p-1, n} x=a x($ here $k=n)$.

Further we shall establish some conditions for orthogonality of an $n-T$ quasigroup to some its parastrophes, using Theorem 3. Parastrophe-orthogonality of binary quasigroups and minimal identities connected with such orthogonality were in detail studied by V.D.Belousov in [4].

At first we recall that an automorphism $\alpha$ of a group $(Q,+)$ is called complete if the mapping $x \rightarrow x+\alpha x$ is a permutation of $Q$, that is if $\alpha$ is a complete permutation [5].

Proposition 6. If an $n-T$-quasigroup $(Q, A), A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}+a$ where $\alpha_{l}$ is a complete automorphism of the group $(Q,+)$ for some $l \in \overline{1, n}$, then $A \perp{ }^{(l)} A$.

Proof. Using expression (2) for ${ }^{(l)} A$ and taking in Theorem $3 k \neq l, B={ }^{(l)} A$ we obtain $\beta_{l}=\alpha_{l}^{-1}$ and $\beta_{k}=-\alpha_{l}^{-1} \alpha_{k}$. Then $\gamma_{l}=\beta_{l}-\beta_{k} \alpha_{k}^{-1} \alpha_{l}=\alpha_{l}^{-1}+\alpha_{l}^{-1} \alpha_{k} \alpha_{k}^{-1} \alpha_{l}=$ $\alpha_{l}^{-1}\left(\varepsilon+\alpha_{l}\right)$ is a permutation and so $A \perp^{(l)} A$ by Corollary 4 .

Corollary 7. An $n-T$-quasigroup $(Q, A)$ over a group $(Q,+)$ with $A\left(x_{1}^{n}\right)=\alpha x_{1}+$ $\alpha x_{2}+\cdots+\alpha x_{n}+a$, where $\alpha$ is a complete automorphism of $(Q,+)$, is orthogonal to ${ }^{(l)}$ A for each $l \in \overline{1, n}$. Moreover, if, in addition, $n \geq 3$, then the set $\Sigma=$ $\left\{A,{ }^{(1)} A, \ldots,{ }^{(n)} A\right\}$ is pairwise orthogonal.

Proof. The first statement follows immediately from Proposition 6. Prove that ${ }^{(i)} A \perp{ }^{(j)} A$ for each $i, j \in \overline{1, n}, i \neq j$. By (2) we have

$$
\begin{gathered}
{ }^{(i)} A\left(x_{1}^{n}\right)=\alpha^{-1}\left(-\alpha x_{1}-\alpha x_{2}-\cdots-\alpha x_{i-1}+x_{i}-\alpha x_{i+1}-\cdots-\alpha x_{n}-a\right)= \\
-x_{1}-x_{2}-\cdots-x_{i-1}+\alpha^{-1} x_{i}-x_{i+1}-\cdots-x_{n}-\alpha^{-1} a= \\
I x_{1}+I x_{2}+\cdots+I x_{i-1}+\alpha^{-1} x_{i}+I x_{i+1}+\cdots+I x_{n}+b= \\
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}+b, b=-\alpha^{-1} a \\
{ }^{(j)} A\left(x_{1}^{n}\right)=I x_{1}+I x_{2}+\cdots+I x_{j-1}+\alpha^{-1} x_{j}+I x_{j+1}+\cdots+I x_{n}+b= \\
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}+b .
\end{gathered}
$$

Since $i \neq j$ and $n \geq 3$ then there exists $k \in \overline{1, n}$ such that $\alpha_{k}=\beta_{k}(k \neq i, j)$. In this case we have $\alpha^{-1} x_{j}-\left(I x_{j}\right)=\left(\alpha^{-1}+\varepsilon\right) x_{j}$, so the map $\beta_{j}-\alpha_{j}=\alpha^{-1}+\varepsilon$ is a permutation since $\alpha$ is a complete automorphism. By item (i) of Corollary 5 (if $\left.\left.i_{0}=j\right)\right)^{(i)} A \perp{ }^{(j)} A$. Taking into account that $A \perp{ }^{(l)} A$ for any $l \in \overline{1, n}$, we obtain that $\Sigma$ is a pairwise orthogonal set.

From Corollary 7, in particular, it follows that if $A$ is an $n-T$-quasigroup $(n \geq 3)(Q, A): A\left(x_{1}^{n}\right)=x_{1}+x_{2}+\cdots+x_{n}+a$ over a group of odd order, then $\Sigma=\left\{A,{ }^{(1)} A, \ldots,{ }^{(n)} A\right\}$ is pairwise orthogonal set, since the identity automorphism $\varepsilon$ in such group is complete.

A direct corollary of Theorem 3 for an $n-T$-quasigroup which is orthogonal to some its principal $\sigma$-parastrophe is the following

Proposition 7. Let $(Q, A)$ be an $n-T$-quasigroup over a group $(Q,+): A\left(x_{1}^{n}\right)=$ $\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n}+a, \sigma(n+1)=n+1$. Then $A \perp{ }^{\sigma} A$ if and only if for some $k \in \overline{1, n}$ the $(n-1)$-operation $\bar{C}$ :

$$
\begin{gathered}
\bar{C}\left(x_{1}^{n}\right)_{k}=\left(\alpha_{\sigma 1}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{1}\right) x_{1}+\left(\alpha_{\sigma 2}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{2}\right) x_{2}+\cdots+\left(\alpha_{\sigma(k-1)}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{k-1}\right) x_{k-1}+ \\
\left(\alpha_{\sigma(k+1)}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{k+1}\right) x_{k+1}+\cdots+\left(\alpha_{\sigma n}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{n}\right) x_{n}
\end{gathered}
$$

is complete.
Proof. By the definition of a principal parastrophe ${ }^{\sigma} A(\sigma(n+1)=n+1)$ of $A$

$$
\begin{gathered}
{ }^{\sigma} A\left(x_{1}^{n}\right)=A\left(x_{\sigma^{-1} 1}^{\sigma^{-1} n}\right)=\alpha_{1} x_{\sigma^{-1} 1}+\alpha_{2} x_{\sigma^{-1}}+\cdots+\alpha_{n} x_{\sigma^{-1} n}+a= \\
\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}+a
\end{gathered}
$$

where $\beta_{i} x_{i}=\alpha_{\sigma i} x_{i}, i \in \overline{1, n}$. Further use Theorem 3 with $\gamma_{i}=\beta_{i}-\beta_{k} \alpha_{k}^{-1} \alpha_{i}=$ $\alpha_{\sigma i}-\alpha_{\sigma k} \alpha_{k}^{-1} \alpha_{i}$.

Corollary 8. If $(Q, A)$ is an $n-T$-quasigroup, $n \geq 3, A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+$ $\cdots+\alpha_{n} x_{n}+a, \sigma(n+1)=n+1, \sigma k=k$ for some $k \in \overline{1, n}$ and $\alpha_{\sigma i_{0}}-\alpha_{i_{0}}$ is a
permutation for some $i_{0} \in \overline{1, n}, i_{0} \neq k$, then $A \perp{ }^{\sigma} A$. If, in addition, $(Q,+)$ has odd order and $\alpha_{\sigma i_{0}}=2 \alpha_{i_{0}}$, then $A \perp{ }^{\sigma} A$.

Proof. We have ${ }^{\sigma} A\left(x_{1}^{n}\right)=\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{k-1} x_{k-1}+\alpha_{k} x_{k}+\beta_{k+1} x_{k+1}+\cdots+$ $\beta_{n} x_{n}+a$, where $\beta_{i}=\alpha_{\sigma i}$, so $\beta_{k}=\alpha_{k}$, as $\sigma k=k$ and we can use items (i) and (ii) of Corollary 5 , respectively.

Note that for $n=2$ we have $\sigma=\varepsilon$ (that is ${ }^{\sigma} A=A$ ) by the conditions of this corollary (if $\sigma 3=3, \sigma 1=1$, then $\sigma=(1, \sigma 2,3) \Rightarrow \sigma 2=2$ ).

Example 2. Let $(Q, A)$ be an $n-T$-quasigroup, $n \geq 3$, over a group of odd order with $A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+2 \alpha_{1} x_{2}+\cdots+\alpha_{n} x_{n}+a, i_{0}=1, \sigma(n+1)=n+1, \sigma 1=2$ and $\sigma k=k$ for some $k \in \overline{1, n}, k \neq 1$. Then $\alpha_{\sigma 1}-\alpha_{1}=\alpha_{2}-\alpha_{1}=2 \alpha_{1}-\alpha_{1}=\alpha_{1}$. By Corollary $8 A \perp{ }^{\sigma} A$ for any $\alpha_{i} \neq 0, i \in \overline{1, n}, \quad i \neq 2$.

Corollary 9. If $(Q, A)$ is an $n-T$-quasigroup, $n \geq 3$, over a group of a prime order, $A\left(x_{1}^{n}\right)=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}+a, a_{i} \neq 0, a_{i} \neq a_{j}$, if $i \neq j, \sigma(n+1)=n+1$, $\sigma k=k$ for some $k \in \overline{1, n}$ and $\sigma i_{0} \neq i_{0}$ for some $i_{0} \neq k$, then $A \perp{ }^{\sigma} A$.

Proof. In a group of a prime order all mappings $x \rightarrow a x$, where $a \neq 0$ are automorphisms. If $\sigma i_{0} \neq i_{0}$, then the mapping $x \rightarrow\left(a_{\sigma i_{0}}-a_{i_{0}}\right) x$ is a permutation (an automorphism), so by Corollary $8 A \perp{ }^{\sigma} A$.

Example 3. Let $(Q,+)=\left(Z_{p},+\right)$ be a group of a prime order $p \geq 7, Q=$ $\{0,1,2, \ldots, p-1\}, A\left(x_{1}^{5}\right)=3 x_{1}+5 x_{2}+4 x_{3}+2 x_{4}+x_{5}$ and $\sigma=(2,3)$, then $\sigma 3=2 \neq 3$, $\sigma 4=4 \quad\left(k=4, i_{0}=3\right), \quad{ }^{\sigma} A\left(x_{1}^{5}\right)=A\left(x_{\sigma^{-1}}^{\sigma_{1}^{-1}}\right)=3 x_{1}+5 x_{3}+4 x_{2}+2 x_{4}+x_{5}=$ $3 x_{1}+4 x_{2}+5 x_{3}+2 x_{4}+x_{5}$. By Corollary $9 A \perp{ }^{\sigma} A$.
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#### Abstract
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## 1 Introduction

It is known that the concept of a quasi-identity (or a conditional identity $[1,11$, 12]) in an algebraic system is a generalization of the concept of an identity and is used by the study of different algebraic systems, in particular, groups, semigroups.

A quasi-identity (or a conditional identity) is a formula of the form

$$
\left(\forall x_{1}\right) \ldots\left(\forall x_{n}\right)\left(u_{1}=v_{1} \& \ldots \& u_{m}=v_{m} \Rightarrow u=v\right)
$$

where $u, v, u_{i}, v_{i}(i=1,2, \ldots, m)$ are words in the alphabet $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$.
By writing of quasi-identities the quantor prefix usually is omitted. Each identity $u=v$ can be changed by the quasi-identity $x=x \Rightarrow u=v$.

Some classes of algebraic systems are given by means of quasi-identities. So, groupoids, in particular semigroups ( $Q, \cdot$ ) with the left (right) cancelation are defined by the quasi-identity $c a=c b \Rightarrow a=b(a c=b c \Rightarrow a=b)$ in a groupoid (in a semigroup) $(Q, \cdot)$. The known class of separative semigroups is defined by the following quasi-identity: $a^{2}=a b=b^{2} \Rightarrow a=b$. The class of finite groups is simply the class of semigroups with left and right cancelation.

The concept of a quasi-identity lies in the base of definition of a quasi-variety of algebraic systems. So, the class of semigroups with the two-sided cancelation (the class of separative semigroups) forms a quasi-variety [1].

[^1]Different quasi-identities arise also in quasigroups and loops. So, a definition and some properties of finite quasigroups can be given by means of quasi-identities.

So, a finite quasigroup $(Q, \cdot)$ can be defined as a groupoid with the right and the left cancelations, that is with the quasi-identities:

$$
x z=y z \Rightarrow x=y \text { and } z x=z y \Rightarrow x=y .
$$

For a finite qroupoid the right (left) cancelation is equivalent to left (right) invertibility.

A quasigroup $(Q, \cdot)$ is called diagonal [9] if the mapping $x \rightarrow x \cdot x=x^{2}$ is a permutation (bijection) on $Q$. In the case of a finite quasigroup this means that in such quasigroup the quasi-identity $x^{2}=y^{2} \Rightarrow x=y$ holds.

A quasigroup $(Q, \cdot)$ is called anti-commutative $[3]$ if $x y \neq y x$ for $x \neq y$, that is the quasi-identity $x y=y x \Rightarrow x=y$ holds.

A quasigroup of Stein $(Q, \cdot)$ (that is a quasigroup with the identity $x \cdot x y=y x$ ) is an example of anti-commutative quasigroup: if $x y=y x$, then $x \cdot x y=x y, x y=y$, $x=y$, since a quasigroup of Stein is idempotent (that is $x^{2}=x$ for each $x \in Q$ ). A quasigroup is called anti-abelian if $x y=z t$ and $y x=t z$ imply $x=z$ and $y=t$. Such a quasigroup is anti-commutative also [15].

In this article we consider some other quasi-identities in quasigroups, in particular, quasi-identities connected with parastrophic orthogonality of a quasigroup. We also research some quasi-identities in quasigroups (in loops) with one parameter $\delta$ ( $\delta$-quasi-identities), which arose by the study of coding systems such as check character systems in $[6]$ (see also $[5,7]$ ), establish equivalence of such quasi-identities, connection of some of them with orthogonality of quasigroups and give a number of examples of finite quasigroups with these $\delta$-quasi-identities.

## 2 Some necessary notions and results

A binary quasigroup is a particular case of a groupoid.
A groupoid $(Q, \cdot)$ is a set $Q$ with some binary operation $(\cdot)$.
A groupoid $(Q, \cdot)$ with the right (left) cancelation is a groupoid such that in it the following quasi-identities hold: $x a=y a \Rightarrow x=y(a x=a y \Rightarrow x=y)$.

A quasigroup $(Q, \cdot)$ is a groupoid in which every of the equations $a x=b$ and $x a=b$ has a unique solution for any $a, b \in Q$. In other words, a quasigroup is a groupoid which is invertible to the right and to the left.

A quasigroup $(Q, \cdot)$ is finite of order $n$ if the set $Q$ is finite and $|Q|=n$.
A quasigroup $(Q, \cdot)$ with a left identity $f$ (right identity e) is a quasigroup such that $f x=x(x e=x)$ for every $x \in Q$.
$A$ loop $(Q, \cdot)$ is a quasigroup with the identity $e: x e=e x=x$ for each $x \in Q$.

A loop $(Q, \cdot)$ is called a loop Moufang if it satisfies the identity $(z x \cdot y) \cdot x=$ $z(x \cdot y x)$.

The primitive quasigroup $(Q, \cdot, \backslash, /$, where $x \cdot y \Leftrightarrow z / y=x, x \backslash z=y$, corresponds to every quasigroup $(Q, \cdot)$.

If for the designation of a quasigroup operation $(\cdot)$ the letter $A$ is used, then a primitive quasigroup $\left(Q, A, A^{-1},{ }^{-1} A\right)$, where $A(x, y)=z \Leftrightarrow A^{-1}(x, z)=y$, ${ }^{-1} A(z, y)=x$ corresponds to a quasigroup $(Q, A)$. The operations $A^{-1},{ }^{-1} A$ (or $(\backslash),(/))$ are also quasigroup operations which are called the right, left inverse operations for $A$ (for $(\cdot))$ respectively.

A quasigroup $(Q, B)$ is isotopic to a quasigroup $(Q, A)$ if there exists a tuple $T=(\alpha, \beta, \gamma)$ of permutations on $Q$ such that $B(x, y)=\gamma^{-1} A(\alpha x, \beta x)$ (shortly, $\left.B=A^{(\alpha, \beta, \gamma)}=A^{T}\right)$.

With any quasigroup operation $A$ five parastrophes (or conjugate operations) are connected

$$
A^{-1},{ }^{-1} A,\left({ }^{-1} A\right)^{-1},{ }^{-1}\left(A^{-1}\right) \text { and } A^{*}\left(=^{-1}\left(\left({ }^{-1} A\right)^{-1}\right)=\left({ }^{-1}\left(A^{-1}\right)\right)^{-1}\right)
$$

where $A^{*}(x, y)=A(y, x)[3]$.
Definition 1 [2]. Two operations $A$ and $B$, given on a set $Q$, are called orthogonal (shortly, $A \perp B$ ) if the system of equations $\{A(x, y)=a, B(x, y)=b\}$ has a unique solution for all $a, b \in Q$.

Let $Q$ be a finite or infinite set, $A$ and $B$ be operations on $Q$, then the right (left) multiplication $A \cdot B(A \circ B)$ of Mann is defined in the following way:

$$
(A \cdot B)(x, y)=A(x, B(x, y)),(A \circ B)(x, y)=A(B(x, y), y)
$$

All invertible to the right (to the left) operations on a set $Q$ form a group with respect to the right (left) multiplication of Mann [13].

According to the criterion of Belousov [4] two quasigroups $(Q, A)$ and $(Q, B)$ are orthogonal if and only if the operation $A \cdot B^{-1}\left(A \circ^{-1} B\right)$ is a quasigroup.

## 3 Parastrophic orthogonality of quasigroups and quasi-identities

A quasigroup $(Q, A)$ can be orthogonal with some its parastrophes. As it was proved by G. Mullen and V. Shcherbacov in [14], conditions for this orthogonality of finite quasigroups can be expressed by quasi-identities in the corresponding primitive quasigroup $\left(Q, A^{-1},{ }^{-1} A\right)$. We shall give some his quasi-identities and other ones obtained with the help of the Belousov's criterion of orthogonality of two quasigroups.

Proposition 1. Let $(Q, A)$ be a finite quasigroup, $\left(Q, \cdot, A^{-1},{ }^{-1} A\right)$ be the corresponding primitive quasigroup. Then

$$
\begin{equation*}
A \perp A^{-1} \Leftrightarrow A(x, A(x, z))=A(y, A(y, z)) \Rightarrow x=y \tag{1}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
A \perp^{-1} A \Leftrightarrow A(A(z, x), x)=A((z, y), y) & \Rightarrow x=y \\
A \perp\left({ }^{-1} A\right)^{-1} & \Leftrightarrow A\left(x,^{-1} A(x, z)\right)=A\left(y,,^{-1} A(y, z)\right)
\end{array} \Rightarrow x=y, ~=x+A^{-1}(z, y), y\right) \Rightarrow x=y, ~ m\left(A^{-1}(z, x), x\right)=A\left(A^{-1}\right) \Leftrightarrow A\left(A^{-1}(y, z), y\right) \Rightarrow x=y .
$$

Proof. By the criterion of Belousov $A \perp A^{-1}$ if and only if the operation ( $A$. $\left.\left(A^{-1}\right)^{-1}\right)=A \cdot A$ is a quasigroup. It is valid if and only if the quasi-identity (1) holds, since the operation $A \cdot A$ is always invertible from the right.
$A \perp^{-1} A$ if and only if $A \circ^{-1}\left({ }^{-1} A\right)=A \circ A$ is a quasigroup, that is the quasiidentity (2) is valid if we take into account that the operation $A \circ A$ is always invertible to the left.

By the criterion, $A \perp\left({ }^{-1} A\right)^{-1}$ if and only if the invertible from the right operation $A \cdot\left(\left({ }^{-1} A\right)^{-1}\right)^{-1}=A \cdot{ }^{-1} A$ is a quasigroup, that is invertible from the left. It is valid if and only if the quasi-identity (3) holds.

Analogously, $A \perp^{-1}\left(A^{-1}\right)$ if and only if the invertible from the left operation $A \circ^{-1}\left({ }^{-1}\left(A^{-1}\right)\right)=A \circ A^{-1}$ is a quasigroup, that is the quasi-identity (4) holds.

At last, $A \perp A^{*}$ if and only if $A^{*} \cdot A^{-1}$ is a quasigroup, that is the quasi-identity (5) holds.

Proposition 2. Let $(Q, \cdot, \backslash, /)$ be a finite primitive quasigroup. Then the quasi-identity (1) is equivalent to the quasi-identity

$$
\begin{equation*}
A\left({ }^{-1} A(x, z), x\right)=A\left({ }^{-1} A(y, z), y\right) \Rightarrow x=y \tag{6}
\end{equation*}
$$

the quasi-identity (2) is equivalent to the quasi-identity

$$
\begin{equation*}
A\left(x, A^{-1}(z, x)\right)=A\left(y, A^{-1}(z, y) \Rightarrow x=y\right. \tag{7}
\end{equation*}
$$

the quasi-identity (3) is equivalent to the quasi-identity

$$
\begin{equation*}
A(A(x, z), x)=A(A(y, z), y) \Rightarrow x=y \tag{8}
\end{equation*}
$$

the quasi-identity (4) is equivalent to the quasi-identity

$$
\begin{equation*}
A(x, A(z, x))=A(y, A(z, y)) \Rightarrow x=y \tag{9}
\end{equation*}
$$

the quasi-identity (5) is equivalent to the quasi-identity

$$
\begin{equation*}
A\left(x,,^{-1} A(z, x)\right)=A\left(y,,^{-1} A(z, y)\right) \Rightarrow x=y \tag{10}
\end{equation*}
$$

Proof. Indeed, $A \perp A^{-1}$ by the criterion of Belousov if and only if $A \circ^{-1}\left(A^{-1}\right)$ is a quasigroup. But $\left(A \circ^{-1}\left(A^{-1}\right)\right)(z, x)=A\left({ }^{-1}\left(A^{-1}\right)(z, x), x\right)=A\left({ }^{-1} A(x, z), x\right)$, since ${ }^{-1}\left(A^{-1}\right)(z, x)={ }^{-1} A(x, z)$. So $A \circ^{-1}\left(A^{-1}\right)$ is a quasigroup if and only if (6) holds.
$A \perp^{-1} A$ if and only if $A \cdot\left({ }^{-1} A\right)^{-1}$ is a quasigroup. Taking into account that $\left(^{-1} A\right)^{-1}(x, z)=A^{-1}(z, x)$ we have $\left(A \cdot\left({ }^{-1} A\right)^{-1}\right)(x, z)=A\left(x,\left({ }^{-1} A\right)^{-1}(x, z)\right)=$ $A\left(x, A^{-1}(z, x)\right)$. So $A \cdot\left({ }^{-1} A\right)^{-1}$ is a quasigroup if and only if (7) holds.
$A \perp\left({ }^{-1} A\right)^{-1}$ if and only if $A \circ^{-1}\left(\left({ }^{-1} A\right)^{-1}\right)=A \circ A^{*}$ is a quasigroup, that is the quasi-identity $A\left(A^{*}(z, x), x\right)=A\left(A^{*}(z, y), y\right) \Rightarrow x=y$ or (8) holds.
$A \perp^{-1}\left(A^{-1}\right)$ if and only if $A \cdot\left({ }^{-1}\left(A^{-1}\right)\right)^{-1}=A \cdot A^{*}$ is a quasigroup. This condition is equivalent to the quasi-identity (9).
$A^{*} \perp A$ if and only if $A^{*} \circ^{-1} A$ is a quasigroup if and only if the quasi-identity $A^{*}\left({ }^{-1} A(z, x), x\right)=A^{*}\left({ }^{-1} A(z, y), y\right) \Rightarrow x=y$ or (10) holds.

Using the designation $(\cdot)$ for an operation $A$ we can write the quasi-identities (1)-(10),respectively, in the following way (we use the same numeration for them) :

$$
\begin{align*}
x \cdot x z & =y \cdot y z \Rightarrow x=y,  \tag{1}\\
z x \cdot x & =z y \cdot y \Rightarrow x=y,  \tag{2}\\
x \cdot(x / z) & =y \cdot(y / z) \Rightarrow x=y,  \tag{3}\\
(z \backslash x) \cdot x & =(z \backslash y) \cdot y \Rightarrow x=y,  \tag{4}\\
(x \backslash z) \cdot x & =(y \backslash z) \cdot y \Rightarrow x=y,  \tag{5}\\
(x / z) \cdot x & =(y / z) \cdot y \Rightarrow x=y,  \tag{6}\\
x \cdot(z \backslash x) & =y \cdot(z \backslash y) \Rightarrow x=y,  \tag{7}\\
x z \cdot x & =y z \cdot y \Rightarrow x=y,  \tag{8}\\
x \cdot z x & =y \cdot z y \Rightarrow x=y,  \tag{9}\\
x \cdot(z / x) & =y \cdot(z / y) \Rightarrow x=y . \tag{10}
\end{align*}
$$

Note that the quasi-identities (1), (2), (8) and (9) were obtained in [14].
From Proposition 1 and 2 it follows at once
Theorem 1. Let $(Q, \cdot)$ be a finite quasigroup. Then

$$
\begin{aligned}
& (\cdot) \perp(\cdot)^{-1} \Leftrightarrow x \cdot x z=y \cdot y z \Rightarrow x=y \Leftrightarrow(x / z) \cdot x=(y / z) \cdot y \Rightarrow x=y \\
& (\cdot) \perp^{-1}(\cdot) \Leftrightarrow z x \cdot x=z y \cdot y \Rightarrow x=y \Leftrightarrow x \cdot(z \backslash x)=y \cdot(z \backslash y) \Rightarrow x=y \\
& (\cdot) \perp\left(^{-1}(\cdot)\right)^{-1} \Leftrightarrow x \cdot(x / z)=y \cdot(y / z) \Rightarrow x=y \Leftrightarrow x z \cdot x=y z \cdot y \Rightarrow x=y \\
& (\cdot) \perp^{-1}\left((\cdot)^{-1}\right) \Leftrightarrow(z \backslash x) \cdot x=(z \backslash y) \cdot y \Rightarrow x=y \Leftrightarrow x \cdot z x=y \cdot z y \Rightarrow x=y \\
& (\cdot) \perp(\cdot)^{*} \Leftrightarrow(x \backslash z) \cdot x=(y \backslash z) \cdot y \Rightarrow x=y \Leftrightarrow x \cdot(z / x)=y \cdot(z / y) \Rightarrow x=y .
\end{aligned}
$$

Corollary 1. Let $(Q, A)$ be a finite commutative quasigroup. Then
(i) all quasi-identities (1)-(4),(6)-(9) are equivalent;
(ii) each one of the first four parastrophic orthogonalities of Theorem 1 implies the rest of these orthogonalities.
Proof. In the case of a commutative quasigroup (that is $x y=y x$ for all $x, y \in Q$ ) it is easy to see that

$$
(1) \Leftrightarrow(2) \Leftrightarrow(8) \Leftrightarrow(9) .
$$

Item (ii) follows from this fact and Theorem 1.
In a finite commutative quasigroup the quasi-identities (5) and (10) do not hold, since $(\cdot)$ and $(\cdot)^{*}=(\cdot)$ are not orthogonal.

Corollary 2. Let $(Q, \cdot)$ be a finite loop Moufang (in particular, a finite group). Then
(i) if in $(Q, \cdot)$ one of the quasi-identities (1)-(4), (6)-(9) holds, then $(Q, \cdot)$ is diagonal;
(ii) if $(Q, \cdot)$ is diagonal, then $(1) \Leftrightarrow(2) \Leftrightarrow(8) \Leftrightarrow(9)$ and $(Q, \cdot)$ is orthogonal to each of its parastrophes, except $\left(Q,(\cdot)^{*}\right)$;
(iii) $(Q, \cdot)$ is not orthogonal to $\left(Q,(\cdot)^{*}\right)$;
(iv) a loop Moufang $(Q, \cdot)$ of odd order is orthogonal to each of its parastrophes, except $\left(Q,(\cdot)^{*}\right)$.
Proof. (i) Let (1) ((2), (8) or (9)) hold in a finite loop Moufang, then by $z=e(e$ is the identity of the loop) we have that $x^{2}=y^{2} \Rightarrow x=y$. The rest quasi-identities, except (5) and (10), are equivalent to one of these quasi-identities by Theorem 1.
(ii) Let $(Q, \cdot)$ be diagonal, that is $x^{2}=y^{2} \Rightarrow x=y$, then (1) and (2) also hold, since a loop Moufang is diassociative (that is each two elements generate a subgroup) [3]. Show that from $x^{2}=y^{2} \Rightarrow x=y$ it follows (9):

$$
\begin{gathered}
x \cdot x=y \cdot y \Leftrightarrow z(x \cdot x)=z(y \cdot y) \Leftrightarrow z x \cdot x= \\
=z y \cdot y \Leftrightarrow x \cdot L_{z}^{-1} x=y \cdot L_{z}^{-1} y \Leftrightarrow x \cdot z_{1} x=y \cdot z_{1} y
\end{gathered}
$$

where $L_{z} x=z x, z_{1}=z^{-1}$, since in a loop Moufang $L_{z}^{-1}=L_{z^{-1}}$ (see, for example,[3]). Thus, $x^{2}=y^{2} \Rightarrow x=y$ implies $x \cdot z_{1} x=y \cdot z_{1} y \Rightarrow L_{z}^{-1} x=$ $L_{z}^{-1} y \Rightarrow x=y$. Analogously, have for (8):

$$
x \cdot x=y \cdot y \Leftrightarrow x \cdot x z=y \cdot y z \Leftrightarrow R_{z}^{-1} x \cdot x=R_{z}^{-1} y \cdot y \Leftrightarrow x z_{2} \cdot x=y z_{2} \cdot x
$$

where $R_{z} x=x z$, $z_{2}=z^{-1}$, since in a loop Moufang $R_{z}^{-1}=R_{z^{-1}}$. Hence, from $x^{2}=y^{2} \Rightarrow x=y$ it follows $x z_{2} \cdot x=y z_{2} \cdot y \Rightarrow R_{z}^{-1} x=R_{z}^{-1} y \Rightarrow x=y$.
(iii) If $(Q, \cdot)$ is a loop Moufang, then $x \backslash z=x^{-1} z, z / x=z x^{-1}$, so the quasiidentity (5) becomes $x^{-1} z \cdot x=y^{-1} z \cdot y \Rightarrow x=y$. But by $z=e$ this quasiidentity does not hold (we have $e=e$ by $x \neq y$ ).
(iv) Is a corollary of (ii) if to take into account that a loop Moufang (see, for example,[6]), as in the case of a group (see [3]), of odd order is diagonal.

## 4 Some quasi-identities with one parameter

In different cases in a quasigroup ( $Q, \cdot$ ) quasi-identities ( $\delta$-quasi-identities) in which one permutation $\delta$ of $Q$ presents, arise. For example, a quasigroup $(Q, \cdot)$ is called admissible if there exists a permutation $\delta$ (it is called complete for the quasigroup $(Q, \cdot))$ such that the mapping $x \rightarrow x \cdot \delta x$ is also a permutation of $Q$. If a quasigroup $(Q \cdot)$ is finite, then a permutation $\delta$ is complete if and only if in $(Q, \cdot)$ the $\delta$-quasi-identity $x \cdot \delta x=y \cdot \delta y \Rightarrow x=y$ with the permutation $\delta$ holds.

In some applications of the quasigroups and loops these quasi-identities also arise. So, by the study of such detecting coding systems as check character systems with one control symbol arose a number of quasi-identities with one parameter $\delta$.

A check character (or digit) system with one check character is an error detecting code over an alphabet $Q$ which arises by appending a check digit $a_{n}$ to every word $a_{1} a_{2} \ldots a_{n-1} \in Q^{n-1}$ :

$$
a_{1} a_{2} \ldots a_{n-1} \rightarrow a_{1} a_{2} \ldots a_{n-1} a_{n}
$$

(see surveys $[7,8,10,17]$ ).
The control digit $a_{n}$ can be calculated by different check formulas, in particular, with the help of a quasigroup (a loop, a group) $(Q, \cdot)$. One of such formulas with a quasigroup $(Q, \cdot)$ is

$$
\begin{equation*}
\left(\ldots\left(\left(\left(a_{1} \cdot \delta a_{2}\right) \cdot \delta^{2} a_{3}\right) \cdot \ldots\right) \cdot \delta^{n-2} a_{n-1}\right) \cdot \delta^{n-1} a_{n}=c \tag{11}
\end{equation*}
$$

where $\delta$ is a fixed permutation on $Q, c$ is a fixed element of $Q$.
This system can detect the most prevalent errors such as single errors $(a \rightarrow b)$, adjacent errors $(a b \rightarrow b a)$, jump transpositions $(a c b \rightarrow b c a)$, twin errors $(a a \rightarrow b b)$ and jump twin errors $(a c a \rightarrow b c b)$ if the parameter $\delta$ satisfies some conditions.

In [6] the following statement ([6, Theorem 1]) was proved.
Theorem 2 [6]. A check character system using a quasigroup $(Q, \cdot)$ and coding (11) for $n>4$ is able to detect all

I single errors;
II transpositions if and only if for all $a, b, c, d \in Q$ with $b \neq c$ in the quasigroup $(Q, \cdot)$ the inequalities

$$
\left(\alpha_{1}\right) \quad b \cdot \delta c \neq c \cdot \delta b \quad \text { and } \quad a b \cdot \delta c \neq a c \cdot \delta b \quad\left(\alpha_{2}\right)
$$

hold;
III jump transpositions if and only if $(Q, \cdot)$ has the properties
$\left(\beta_{1}\right) \quad b c \cdot \delta^{2} d \neq d c \cdot \delta^{2} b \quad$ and $\quad(a b \cdot c) \cdot \delta^{2} d \neq(a d \cdot c) \cdot \delta^{2} b$
for all $a, b, c, d \in Q, b \neq d$;

IV twin errors if and only if $(Q, \cdot)$ satisfies the inequalities

$$
\begin{equation*}
\left(\gamma_{1}\right) \quad b \cdot \delta b \neq c \cdot \delta c \quad \text { and } \quad a b \cdot \delta b \neq a c \cdot \delta c \tag{2}
\end{equation*}
$$

for all $a, b, c, d \in Q, b \neq c ;$
V jump twin errors if and only if in $(Q, \cdot)$ the inequalities

$$
\left(\sigma_{1}\right) \quad b c \cdot \delta^{2} b \neq d c \cdot \delta^{2} d \quad \text { and } \quad(a b \cdot c) \cdot \delta^{2} b \neq(a d \cdot c) \cdot \delta^{2} d
$$

hold for all $a, b, c, d \in Q, \quad b \neq d$.
The following quasi-identities correspond to the inequalities of Theorem 2:

$$
\begin{gathered}
\left(a_{1}\right): x \cdot \delta y=y \cdot \delta x \Rightarrow x=y, \quad\left(a_{2}\right): z x \cdot \delta y=z y \cdot \delta x \Rightarrow x=y \\
\left(b_{1}\right): x y \cdot \delta^{2} z=z y \cdot \delta^{2} x \Rightarrow x=z, \quad\left(b_{2}\right):(u x \cdot y) \cdot \delta^{2} z=(u z \cdot y) \cdot \delta^{2} x \Rightarrow x=z \\
\left(c_{1}\right): x \cdot \delta x=y \cdot \delta y \Rightarrow x=y, \\
\left(c_{1}\right): x y \cdot \delta^{2} x=z y \cdot \delta^{2} z \Rightarrow x=z, \quad\left(d_{2}\right):(u x \cdot y) \cdot \delta^{2} x=z y \cdot \delta y \Rightarrow x=y \\
(u z \cdot y) \cdot \delta^{2} z \Rightarrow x=z
\end{gathered}
$$

Below we shall assume that all these quasi-identities depend on a permutation $\delta$ and shall sometimes call them $\delta$-quasi-identities.

In a loop $(Q, \cdot)$ (in a quasigroup with the left identity) $\left(a_{2}\right) \Rightarrow\left(a_{1}\right),\left(b_{2}\right) \Rightarrow\left(b_{1}\right)$, $\left(c_{2}\right) \Rightarrow\left(c_{1}\right),\left(d_{2}\right) \Rightarrow\left(d_{1}\right)$. In a group these pairs of quasi-identities are equivalent (see Proposition 2 of [6]).

In [6] some properties of quasigroups with the pointed inequalities were established. In accordance with Proposition 3 and Corollaries 3 and 4 of [6] in a loop $(Q, \cdot)$ the following statements are valid if $\delta=\varepsilon(\varepsilon$ is the identity permutation):

1) $\varepsilon$-quasi-identities $\left(a_{2}\right)$ and $\left(b_{2}\right)$ do not hold;
2) from $\varepsilon$-quasi-identity $\left(d_{2}\right) \varepsilon$-quasi-identity $\left(c_{2}\right)$ follows;
3) in a loop Moufang (in particular, in a group) all $\varepsilon$-quasi-identities $\left(d_{1}\right),\left(d_{2}\right)$, $\left(c_{1}\right)$ and $\left(c_{2}\right)$ are equivalent;
4) in a finite Moufang loop (in a finite group) $\varepsilon$-quasi-identity $\left(c_{1}\right)\left(\left(c_{2}\right),\left(d_{1}\right)\right.$ ,$\left.\left(d_{2}\right)\right)$ holds if and only if $x^{2}=y^{2} \Rightarrow x=y ;$
$5)$ in a finite Moufang loop of odd order $\varepsilon$-quasi-identities $\left(c_{1}\right),\left(c_{2}\right),\left(d_{1}\right)$ and $\left(d_{2}\right)$ always hold.

From Corollary 2 and items 3) and 4) it follows
Corollary 3. If in a finite Moufang loop (in a finite group) $(Q, \cdot) \varepsilon$-quasi-identity $\left(c_{1}\right)\left(\left(c_{2}\right),\left(d_{1}\right)\right.$ or $\left.\left(d_{2}\right)\right)$ holds, then this loop is orthogonal to every its parastrophes, except $\left(Q,(\cdot)^{*}\right)$.

As it was said above, in a loop (a group) $\varepsilon$-quasi-identities $\left(a_{2}\right)$ and $\left(b_{2}\right)$ can not hold. But in a quasigroup with the left identity these $\varepsilon$-quasi-identities can hold.

All examples given below were checked by computer research.
Example 1. The quasigroup $(Q, \cdot)$ of order 4 on the set $Q=\{1,2,3,4\}$ with the left identity 1 in Table 1 satisfies all $\varepsilon$-quasi-identities $\left(a_{2}\right),\left(b_{2}\right),\left(c_{2}\right),\left(d_{2}\right)$ (and $\left(a_{1}\right)$, $\left(b_{1}\right),\left(c_{1}\right),\left(d_{1}\right)$ also $)$.

Table 1:

| $(\cdot)$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 |
| 2 | 3 | 4 | 1 | 2 |
| 3 | 4 | 3 | 2 | 1 |
| 4 | 2 | 1 | 4 | 3 |

Table 2:

| $(\cdot)$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 4 | 2 | 5 | 1 |
| 3 | 4 | 1 | 5 | 3 | 2 |
| 4 | 5 | 3 | 1 | 2 | 4 |
| 5 | 2 | 5 | 4 | 1 | 3 |

Table 3:

| $(\cdot)$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 4 | 5 | 2 |
| 3 | 2 | 5 | 1 | 3 | 4 |
| 4 | 5 | 4 | 2 | 1 | 3 |
| 5 | 4 | 3 | 5 | 2 | 1 |

The quasigroup of order 5 with the left identity 1 given in Table 2 satisfies only $\varepsilon$-quasi-identities $\left(a_{2}\right),\left(b_{2}\right),\left(c_{2}\right)$ (and $\left(a_{1}\right),\left(b_{1}\right),\left(c_{1}\right)$ also).

In the quasigroup of order 5 with the left identity 1 in Table $3 \delta$-quasi-identities $\left(a_{2}\right),\left(b_{2}\right),\left(c_{2}\right)\left(\right.$ and $\left.\left(a_{1}\right),\left(b_{1}\right),\left(c_{1}\right)\right)$ hold with $\delta=(14532)$.

Note that here and below we do not write the first row of permutations in the natural order.

A loop (a group) can satisfy $\delta$-quasi-identities $\left(a_{2}\right),\left(b_{2}\right)\left(\right.$ and $\left.\left(a_{1}\right),\left(b_{1}\right)\right)$ if $\delta \neq \varepsilon$ as the following example shows.

Example 2. The group of order 4 (of order 5) in Table 4 (in Table 5) satisfies $\delta$-quasi-identities $\left(a_{1}\right),\left(a_{2}\right),\left(b_{1}\right),\left(b_{2}\right),\left(c_{1}\right),\left(c_{2}\right),\left(d_{1}\right)$ and $\left(d_{2}\right)$ with $\delta=(1342)$ ( $\delta$-quasi-identities $\left(a_{1}\right),\left(a_{2}\right),\left(b_{1}\right),\left(b_{2}\right),\left(c_{1}\right),\left(c_{2}\right)$ with $\left.\delta=(13524)\right)$.

The loop of order 6 in Table 6 satisfies $\delta$-quasi-identities $\left(a_{1}\right),\left(a_{2}\right)$ with $\delta=$ (213456).

Table 4:
Table 5:

| $(\cdot)$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 |
| 2 | 2 | 1 | 4 | 3 |
| 3 | 3 | 4 | 1 | 2 |
| 4 | 4 | 3 | 2 | 1 |


| $(\cdot)$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 |
| 2 | 2 | 3 | 4 | 5 | 1 |
| 3 | 3 | 4 | 5 | 1 | 2 |
| 4 | 4 | 5 | 1 | 2 | 3 |
| 5 | 5 | 1 | 2 | 3 | 4 |

Table 6:

| $(\cdot)$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 |
| 2 | 2 | 6 | 5 | 3 | 4 | 1 |
| 3 | 3 | 5 | 6 | 1 | 2 | 4 |
| 4 | 4 | 3 | 2 | 6 | 1 | 5 |
| 5 | 5 | 4 | 1 | 2 | 6 | 3 |
| 6 | 6 | 1 | 4 | 5 | 3 | 2 |

In [6, Corollary 1] it was also proved that if a finite quasigroup $(Q, \cdot)$ satisfies conditions $\left(\gamma_{2}\right)\left(\left(\sigma_{1}\right)\right.$ or $\left.\left(\sigma_{2}\right)\right)$, then this quasigroup has orthogonal mate. This means that if in a finite quasigroup $(Q, \cdot) \delta$-quasi-identity $\left(c_{2}\right)\left(\left(d_{1}\right)\right.$ or $\left.\left(d_{2}\right)\right)$ holds, then it has orthogonal mate.

In addition now we shall establish some other orthogonalities which are connected with a quasigroup $(Q, A)$ with $\delta$-quasi-identity $\left(c_{2}\right)\left(\left(d_{1}\right)\right.$ or $\left.\left(d_{2}\right)\right)$.

Proposition 3. In a finite quasigroup $(Q, A)$
(i) $\delta$-quasi-identity ( $c_{2}$ ) holds if and only if $A^{(\varepsilon, \delta, \varepsilon)} \perp^{-1} A$;
(ii) $\delta$-quasi-identity $\left(d_{1}\right)$ holds if and only if $A^{\left(\varepsilon, \delta^{2}, \varepsilon\right)} \perp\left({ }^{-1} A\right)^{-1}$;
(iii) $\delta$-quasi-identity $\left(d_{2}\right)$ holds if and only if $A^{\left(\varepsilon, \delta^{2} L_{u}^{-1}, \varepsilon\right)} \perp\left({ }^{-1} A\right)^{-1}$ for any $u \in Q$.

Proof. (i) Let $B=A^{(\varepsilon, \delta, \varepsilon)}$, that is $B(x, y)=A(x, \delta y)$ by the definition of isotopic quasigroups. By the criterion of Belousov $B \perp^{-1} A$ if and only if $B \circ A$ is a quasigroup. But $(B \circ A)(z, x)=B(A(z, x), x)=A(A(z, x), \delta x)$, so $B \circ A$ is a quasigroup if and only if $(B \circ A)(z, x)=(B \circ A)(z, y) \Rightarrow x=y$ or $A(A(z, x), \delta x)=$ $A(A(z, y), \delta y) \Rightarrow x=y$. It is $\delta$-quasi-identity $\left(c_{2}\right)$.
(ii) Let $B(x, y)=A\left(x, \delta^{2} y\right)$, then $B \perp\left({ }^{-1} A\right)^{-1}$ if and only if $B \circ A^{*}$ is a quasigroup, that is if and only if $B(A(x, y), x)=B(A(z, y), z) \Rightarrow x=z$ or $\left(d_{1}\right)$ holds.
(iii) Let $C=A^{\left(\varepsilon, \delta^{2} L_{u}^{-1}, \varepsilon\right)}$, that is $C(x, y)=A\left(x, \delta^{2} L_{u}^{-1} y\right)$, then $C \perp\left({ }^{-1} A\right)^{-1}$ if and only if $C \circ^{-1}\left(\left({ }^{-1} A\right)^{-1}\right)=C \circ A^{*}$ is a quasigroup. This is valid if and only if $\left(C \circ A^{*}\right)(y, x)=\left(C \circ A^{*}\right)(y, z) \Rightarrow x=z$ or $C(A(x, y), x)=C(A(z, y), z) \Rightarrow$ $x=z$, that is $A\left(A(x, y), \delta^{2} L_{u}^{-1} x\right)=A\left(A(z, y), \delta^{2} L_{u}^{-1} z\right) \Rightarrow x=z$ or $A\left(A\left(L_{u} x, y\right), \delta^{2} x\right)=A\left(A\left(L_{u} z, y\right), \delta^{2} z\right) \Rightarrow L_{u} x=L_{u} z \Rightarrow x=z$. It is $\delta$ -quasi-identity $\left(d_{2}\right)$.

From Proposition 3 it immediately follows (see also Theorem 1 concerning quasiidentities (2) and (8))

Corollary 4. In a finite quasigroup $(Q, A)$
(i) $\varepsilon$-quasi-identity $\left(c_{2}\right)$ holds if and only if $A \perp^{-1} A$;
(ii) $\delta$-quasi-identity $\left(d_{1}\right)$ with $\delta^{2}=\varepsilon$ holds if and only if $A \perp\left({ }^{-1} A\right)^{-1}$;
(iii) $\delta$-quasi-identity $\left(d_{2}\right)$ with $\delta^{2}=\varepsilon$ holds if and only if $A^{\left(\varepsilon, L_{u}^{-1}, \varepsilon\right)} \perp\left({ }^{-1} A\right)^{-1}$ for any $u \in Q$.
As it was said above, in a loop from the $\varepsilon$-quasi-identity $\left(d_{2}\right)$ the quasi-identity $\left(c_{2}\right)$ follows, so from Corollary 4 it follows

Corollary 5. If in a finite loop $(Q, A) \varepsilon$-quasi-identity $\left(d_{2}\right)$ holds, then $A \perp^{-1} A$ and $A \perp\left({ }^{-1} A\right)^{-1}$.

Proposition 4. Let $(Q, \cdot)$ be a finite group. Then
(i) if $\delta$ is a complete permutation of $(Q, \cdot)$ then ${ }^{-1}(\cdot) \perp(\cdot)^{T_{a}}$ for every $a \in Q$, where $T_{a}=\left(\varepsilon, \delta L_{a}, \varepsilon\right)$;
(ii) if in $(Q, \cdot)\left(d_{1}\right)$ holds, then ${ }^{-1}(\cdot) \perp(\cdot)^{T_{a, b, c}}$ for all $a, b, c \in Q$, where $T_{a, b, c}=$ $\left(\varepsilon, \delta^{2} L_{a} R_{b} L_{c}, \varepsilon\right)$.

Proof. (i) By the condition of (i) in a group ( $Q, \cdot$ ) the $\delta$-quasi-identity $\left(c_{1}\right)$ holds, but then $\left(c_{2}\right)$ also holds for any $z=I a\left(I: x \rightarrow x^{-1}\right)$, since in a group $\delta$-quasi-identity $\left(c_{1}\right)$ is equivalent to $\left(c_{2}\right)$, that is $L_{I a} x \cdot \delta x=L_{I a} y \cdot \delta y \Rightarrow x=y$ or $x \cdot \delta L_{a} x=y \cdot \delta L_{a} y \Rightarrow$ $L_{a} x=L_{a} y$ (or $x=y$ ), since in a group $L_{a}^{-1}=L_{I a}$. Thus, $x \cdot \delta_{1} x=y \cdot \delta_{1} y \Rightarrow x=y$, where $\delta_{1}=\delta L_{a}$. By Proposition $3^{-1}(\cdot) \perp(\cdot)^{T_{a}}$, where $T_{a}=\left(\varepsilon, \delta_{1}, \varepsilon\right)$.
(ii) Let in $(Q, \cdot)\left(d_{1}\right)$ hold, then $\left(d_{2}\right)$ is valid also, so for any $a, b \in Q$ we have $((I a \cdot x) \cdot I b) \cdot \delta^{2} x=((I a \cdot z) \cdot I b) \cdot \delta^{2} z \Rightarrow x=z$ or $R_{I b} L_{I a} x \cdot \delta^{2} x=R_{I b} L_{I a} z \cdot \delta^{2} z \Rightarrow x=z$, whence it follows that $x \cdot \delta^{2} L_{a} R_{b} x=z \cdot \delta^{2} L_{a} R_{b} z \Rightarrow x=z$ or $x \cdot \bar{\delta} x=z \cdot \bar{\delta} z \rightarrow x=z$, where $\bar{\delta}=\delta^{2} L_{a} R_{b}$. By item (i) of this Proposition ${ }^{-1}(\cdot) \perp(\cdot)^{T_{a, b, c}}$ with $T_{a, b, c}=$ $\left(\varepsilon, \delta^{2} L_{a} R_{b} L_{c}, \varepsilon\right)$ for any $a, b, c \in Q$.

## 5 Equivalence of some quasi-identities with one parameter

A quasigroup $(Q, \cdot)$ can satisfy some $\delta$-quasi-identities from $\left(a_{1}\right)-\left(d_{2}\right)$ with distinct permutations $\delta$. A part of such permutations can be obtained from the permutation $\delta$ of a $\delta$-quasi-identity with the help of the group of automorphisms of a quasigroup.

In [5] for quasigroups by analogy with groups (see [16]) the following transformation of $\delta$ with the help of an automorphism was introduced.

Definition 1 [5]. A permutation $\delta_{1}$ is called automorphism equivalent to a permutation $\delta\left(\delta_{1} \sim \delta\right)$ for a quasigroup $(Q, \cdot)$ if there exists an automorphism $\alpha$ of $(Q, \cdot)$ such that $\delta_{1}=\alpha \delta \alpha^{-1}$.

Proposition 1 of [5] can be reformulated for $\delta$-quasi-identities in the following way taking into account Theorem 1.

Proposition 5. (i) Automorphism equivalence of permutations is an equivalence relation (that is reflexive, symmetric and transitive).
(ii) If a quasigroup $(Q, \cdot)$ satisfies the $\delta$-quasi-identity $\left(a_{1}\right)\left(\left(a_{2}\right),\left(b_{1}\right),\left(b_{2}\right),\left(c_{1}\right)\right.$, $\left(c_{2}\right),\left(d_{1}\right)$ or $\left.\left(d_{2}\right)\right)$ and a permutation $\delta_{1}$ is an automorphism equivalent to $\delta$, then in $(Q, \cdot)$ the respective $\delta_{1}$-quasi-identity holds.

More general transformation of permutations can be considered in a loop with a nonempty nucleus. So, in [5] for a loop a weak equivalence was introduced by analogy with a group (see [16]).

Recall that the nucleus $N$ of a loop is the intersection of the left, right and middle nuclei:

$$
N=N_{l} \cap N_{r} \cap N_{m},
$$

where

$$
\begin{aligned}
& N_{l}=\{a \in Q \mid a x \cdot y=a \cdot x y \text { for all } x, y \in Q\}, \\
& N_{r}=\{a \in Q \mid x \cdot y a=x y \cdot a \text { for all } x, y \in Q\}, \\
& N_{m}=\{a \in Q \mid x a \cdot y=x \cdot a y \text { for all } x, y \in Q\} .
\end{aligned}
$$

All these nuclei are subgroups in a loop [3]. In a group $(Q, \cdot)$ the nucleus $N$ coincides with $Q$.

Definition 3. $A$ permutation $\delta_{1}$ of a set $Q$ is called weakly equivalent to a permutation $\delta\left(\delta_{1} \stackrel{w}{\sim} \delta\right)$ for a loop $(Q, \cdot)$ with the nucleus $N$ if there exist an automorphism $\alpha(\alpha \in \operatorname{Aut}(Q, \cdot))$ of the loop and elements $p, q \in N$ such that $\delta_{1}=R_{p} \alpha \delta \alpha^{-1} L_{q}$, where $R_{p} x=x p, L_{q} x=q x$
(the permutations act to the left from the right).
Note that if $\delta$ is a complete permutation in a loop with nucleus $N$, then $\delta_{1}=R_{p} \alpha \delta \alpha^{-1} L_{q}$ is also complete, where $\alpha \in \operatorname{Aut}(Q, \cdot), p, q \in N$.

Proposition 2 of [5] can be reformulated for the $\delta$-quasi-identities in the following way.

Proposition 6. a) Weak equivalence is an equivalence relation for a loop.
b) If in a loop $(Q, \cdot)$ the $\delta$-quasi-identity $\left(a_{1}\right)\left(\left(a_{2}\right),\left(c_{1}\right)\right.$ or $\left.\left(c_{2}\right)\right)$ holds and the $\delta_{1} \stackrel{w}{\sim} \delta$, then this loop satisfies the respective $\delta_{1}$-quasi-identities also.
c) If, in addition, $\delta$ is an automorphism of $(Q, \cdot)$ and $\delta$-quasi-identity $\left(a_{1}\right)\left(\left(a_{2}\right)\right.$, $\left(b_{1}\right),\left(b_{2}\right),\left(c_{1}\right),\left(c_{2}\right),\left(d_{1}\right)$ or $\left.\left(d_{2}\right)\right)$ holds, then the corresponding $\delta_{1}$-quasiidentity holds too.

According to Corollary 2 of [5] in a Moufang loop of odd order with the nucleus $N$ the $\delta$-quasi-identities $\left(c_{1}\right),\left(c_{2}\right),\left(d_{1}\right),\left(d_{2}\right)$ by $\delta=R_{p} L_{q}, p, q \in N$, always hold (the respective $\varepsilon$-quasi-identities hold too).

In [5] an example of a loop of order 8 with the nucleus of four elements and with the group of automorphisms of order 4, some permutations and weak equivalent permutations to these permutations which satisfy the quasi-identities $\left(c_{2}\right)$ were given. Here we give a loop of order 9 with the nucleus of three elements and with the group of automorphisms of order 6 .

Example 3. The loop ( $Q, \cdot$ ) of order 9 on the set $Q=\{1,2,3,4,5,6,7,8,9\}$ with the identity 1 is given in Table 7 .

Table 7:

| $(\cdot)$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 2 | 2 | 3 | 1 | 5 | 6 | 4 | 8 | 9 | 7 |
| 3 | 3 | 1 | 2 | 6 | 4 | 5 | 9 | 7 | 8 |
| 4 | 4 | 5 | 6 | 8 | 9 | 7 | 2 | 3 | 1 |
| 5 | 5 | 6 | 4 | 9 | 7 | 8 | 3 | 1 | 2 |
| 6 | 6 | 4 | 5 | 7 | 8 | 9 | 1 | 2 | 3 |
| 7 | 7 | 8 | 9 | 2 | 3 | 1 | 5 | 6 | 4 |
| 8 | 8 | 9 | 7 | 3 | 1 | 2 | 6 | 4 | 5 |
| 9 | 9 | 7 | 8 | 1 | 2 | 3 | 4 | 5 | 6 |

A computer research has shown that this loop has the following group of automorphisms of order 6:

$$
\begin{gathered}
\text { Aut } Q=\{(123456789),(123789456),(123645897),(123897645) \\
(123564978),(123978564)\}
\end{gathered}
$$

and the nucleus $N=N_{r}=\{1,2,3\}$.
This loop satisfies the quasi-identities $\left(c_{2}\right)$ and $\left(d_{2}\right)$ with the permutation $\delta_{0}=$ (123456897) and with the following permutations which are weakly equivalent to $\delta_{0}$ (that is have the form $R_{p} \alpha \delta_{0} \alpha^{-1} L_{q}$, where $\left.\alpha \in \operatorname{Aut}(Q, \cdot), p, q \in N\right):(123456897)$, (231564978), (312645789), (123564789), (231645897), (312456978).
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# On a small quasi-compactness 
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#### Abstract

The notion of small quasi-compactness is introduced and studied. Let $P$ be a small quasi-compactness. We prove that the classes of equivalence of $P$-compactifications of a given space $X$ form a lattice with maximal and minimal elements. Some properties of maximal elements are studied.
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## 1 Introduction

Compactness is one of the most important notions.
A quasi-compactness is a class of spaces which is multiplicative, hereditary with respect to closed subspaces and contains an infinite $\mathrm{T}_{0}$-space.

A $g$-extension of a space $X$ is a pair $(Y, f)$, where $Y$ is a $T_{0}$-space, $f: X \rightarrow Y$ is a continuous mapping and the set $f(X)$ is dense in $Y$. If $f$ is an embedding of $X$ into $Y$, then $(Y, f)$ is an extension of the space $X$.

Denote by $E(X)$ the class of all extensions of a space $X$ and by $G E(X)$ the class of all $g$-extensions of the space $X$. If $e_{X}(x)=x$ for every $x \in X$, then $\left(X, e_{X}\right) \in E(X)$. Thus $\Phi \neq E(X) \subseteq G E(X)$.

In the family $G E(X)$ there exists a binary relation $\leq:\left(Y_{1}, f_{1}\right) \leq\left(Y_{2}, f_{2}\right)$ if there exists a continuous mapping $\varphi: Y_{2} \rightarrow Y_{1}$ such that $f_{1}=\varphi \circ f_{2}$, i. e. $f_{1}(x)=\varphi\left(f_{2}(x)\right)$ for each $x \in X$.

If $\left(Y_{1}, f_{1}\right) \leq\left(Y_{2}, f_{2}\right)$ and $\left(Y_{2}, f_{2}\right) \leq\left(Y_{1}, f_{1}\right)$ then we say that the $g$-extensions $\left(Y_{1}, f_{1}\right)$ and $\left(Y_{2}, f_{2}\right)$ are equivalent and we denote $\left(Y_{1}, f_{1}\right) \approx\left(Y_{2}, f_{2}\right)$.

We say that $(Y, f)$ is a $g$-extension with a $T_{1}$-remainder if for every point $x \in Y \backslash f(X)$ the set $\{x\}$ is closed in $Y$.
1.1. Example. Let $X$ be an infinite $T_{0}$-space, $A$ and $B$ be two non-empty sets, $Y_{1}=X \cup A, \quad Y_{2}=X \cup B, \quad f_{1}(x)=f_{2}(x)=x$ for every $x \in X, X$ is an open subspace of $Y_{1}$ and $Y_{2}$, the neighborhoods of the point $x \in A$ are of the form $Y_{1} \backslash(F \cup \Phi)$, where $F$ is a closed compact subset of $X$ and $\Phi$ is a finite subset of $A$, the neighborhoods of the points $x \in B$ are of the form $Y_{2} \backslash(F \cup \Phi)$, where $F$ is a closed compact subset of $X$ and $\Phi$ is a finite subset of $B$. The pairs ( $Y_{1}, f_{1}$ ) and ( $Y_{2}, f_{2}$ ) are equivalent compactifications of the space $X$. Let $(Y, f)$ be a $g$-compactification of the space $X$ with a $T_{1}$-remainder and $Y \backslash f(X) \neq \emptyset$. Fix a non-empty set $A$. We put $Z=Y \cup A$. Consider some mapping $\varphi: A \rightarrow Y \backslash f(X)$. On $Z$ we consider the

[^2]topology with the base $\{U \subseteq Y: U$ is open in $Y\} \cup\left\{\varphi^{-1}(U) \backslash F\right) \cup(U \backslash \Phi): U$ is an open subset of $Y, F$ is a finite subset of $A$ and $\Phi$ is a finite subset of $Y \backslash f(X)\}$. Then $(Z, f)$ is a $g$-compactification of the space $X$ with a $T_{1}$-remainder and the $g$-compactifications $(Y, f)$ and $(Z, f)$ are equivalent. Thus the class of equivalence of some $g$-compactification of $X$ is not a set.

For every $g$-extension $(Y, f)$ of a space $X$ by $e(Y, f, X)$ we denote the class of all $g$-extensions of $X$ equivalent to the $g$-extension $(Y, f)$.
1.2. Definition. $A$ class $L$ of $g$-extensions of a space $X$ is a lattice of $g$-extensions if the following conditions are fulfilled:

- there exists a set $e(L) \subseteq L$ such that $L \subseteq \cup\{e(Y, f, X):(Y, f) \in e(L)\}$;
- there exists a g-extension $\left(m_{L} X, m_{L}\right) \in L$ such that $\left(m_{L} X, m_{L}\right) \leq(Y, f)$ for every $(Y, f) \in L$;
- for every non-empty set $A \subseteq L$ there exists a $g$-extension $(Z, g) \in L$ such that $(Z, g)=\vee A$ and $(Y, f) \leq(Z, g)$ for every $(Y, f) \in L$.

If $L$ is a lattice of $g$-extensions of a space $X$, then by $\left(\beta_{L} X, \beta_{L}\right)$ we denote some maximal element of the class $L$.
1.3. Example. M. Hušec $[6,7]$ constructed an infinite non-compact $T_{1}$ - space $X$ such that the class of all $T_{1}-g$-compactifications of $X$ is not a lattice.

Let $P$ be a quasi-compactness.
A $g$-extension $(Y, f)$ of a space $X$ is called a $g-P$-extension of $X$ if $Y \in P$. Let $P G E(X)=\{(Y, f) \in G E(X): Y \in P\}$ be the class of all $g-P$-extensions and $P E(X)=E(X) \cap P G E(X)$ be the class of all $P$-extensions of the space $X$.

If $\operatorname{PGE}(X)$ is a lattice of $g$-extensions of the space $X$, then $\left(\beta_{P} X, \beta_{P}\right)$ is one of the maximal elements of the class $P G E(X)$.

First General Problem. To find the methods of construction and of study of the $P$-extensions and of special $P$-extensions of a given space $X$.

Second General Problem. Under which conditions the class $\operatorname{PGE}(X)$ is a lattice?

Third General Problem. Let $P$ be a compactness and $K$ be a class of spaces. Under which conditions there exists a set valued functor $F: K \rightarrow P$ such that:

- $F(X)$ is a non-empty lattice of $g-P$-extensions of the space $X$ for every space X;
$-F(X) \cap P E(X) \neq \emptyset$ for every $X \in K_{B}$ and the maximal element $\left(\beta_{F} X, \beta_{F}\right)$ of the lattice $F(X)$ is an extension of $X$;
- for every closed continuous mapping $f: X \rightarrow Y$ of a space $X \in K$ onto a space $Y \in K$ there exists a continuous extension $g=\beta f: \beta_{F} X \rightarrow \beta_{F} Y$ such that $f=g \mid X$ ?

The functor $F$ with these properties is called a functor of the Wallman type.
Fourth General Problem. Let $P$ be a compactness and $K$ be a class of spaces. Under which conditions there exists a set-valued functor $F: K \rightarrow P$ such that:

- $F(X) \cap P E(X) \neq \emptyset$ and $F(X)$ is a lattice of $g-P$-extensions of the space $X$ for every space $X \in K$;
- for every continuous mapping $f: X \rightarrow Y$ of a space $X \in K$ into a space $Y \in K$ there exists a continuous extension $g=\beta f: \beta_{F} X \rightarrow \beta_{F} Y$ of the mapping $f$ onto the maximal extensions?

A functor with these properties is called a functor of the Stone-Čech type. Every functor of the Stone-Čech type is a functor of the Wallman type.
1.4. Example. If $P$ is a compactness, i.e. $P$ is a quasi-compactness and every space $X \in P$ is a Hausdorff space, then for every space $X$ the class $\operatorname{PGE}(X)$ is a set.

If $K=\{X: E(X) \cap \operatorname{PGE}(X) \neq \emptyset\}$, then $F: K \rightarrow P G E(X)$, where $F(X)=$ $P G(X)$, is a functor of the Stone-Čech type.
1.5. Example. Let $K$ be the class of all $T_{0}$-spaces, $\omega X$ be the Wallman extension of the $T_{0}$-space $X$ (see [1]). A $g$-compactification $(Y, f)$ of a space $X$ is called a regular $g$-compactification of $X$ if $\left\{c l_{Y} A: A \subseteq f(X)\right\}$ is a closed base of $Y$ and there exists a continuous mapping $g: \omega X \rightarrow Y$ such that $g(x)=f(x)$ for every $x \in X$. If the mapping $g$ is closed, then the $g$-compactification $(Y, f)$ is called a $g-\omega \alpha$-compactification of $X$ (see [9]). Let $F(X)=\{(Y, f):(Y, f)$ is a regular $g$-compactification of $X\}$ and $\Phi(X)=\{(Y, f):(Y, f)$ is a $g-\omega \alpha$-compactification of $X\}$. Then $F$ and $\Phi$ are functors of the Wallman type.
1.6. Example. Let $K$ be the class of all $T_{0}$-spaces and $P G E(X)$ be the set of all spectral $g$-compactifications of the $T_{0}$-space $X$. Then the correspondence $X \rightarrow P G E(X)$ is a functor of the Stone-Čech type (see [1]).
1.7. Example. Let $K$ be the class of all completely regular spaces and $P G E(X)$ be the set of all Hausdorff $g$-compactifications of the space $X$. Then the correspondence $X \rightarrow P G E(X)$ is a functor of the Stone-Čech type.

The purpose of the present paper is to investigate the class of $P$-extensions of topological spaces.

In this article we shall use the following notations:

- we denote by $c l_{X} A$ or $c l A$ the closure of a set $A$ in a space $X$;
- we denote by $|A|$ the cardinality of a set $A$;
- we denote by $w(X)$ the weight of a space $X$.
$-R$ is the space of reals, $N=\{1,2, \ldots\}, \quad I=[0,1]$;
- every space is considered to be a $T_{0}$-space.

We use the terminology from $[3,1]$.

## 2 Small quasi-compactness

Let $K$ be a class of $T_{0}$-spaces and $2 \leq|X|$ for some $X \in K$. Then there exists a minimal quasi-compactness $P(K)$ such that $K \subseteq P(K)$. We put $K G E(X)=$ $P(K) G E(X)$ for every non-empty $T_{0}$-space $X$.
2.1. Definition. A quasi-compactness $P$ is called a small quasi-compactness if there exists a set $K$ of spaces such that $P=P(K)$.
2.2. Proposition. Let $P$ be a small quasi-compactness and for every space $X \in P$ there exists a point $b_{X} \in X$ such that the set $\left\{a_{X}\right\}$ is closed in $X$. Then $P=P(\{E\})$ for some space $E \in P$.

Proof. There exists a non-empty set $K \subseteq P$ of spaces such that $P=P(K)$. Suppose that $K=\left\{X_{\alpha}: \alpha \in A\right\}$. For every $\alpha \in A$ there exists a point $b_{\alpha} \in X_{\alpha}$ such that the set $\left\{b_{\alpha}\right\}$ is closed in $X_{\alpha}$. We put $E=\Pi\left\{X_{\alpha}: \alpha \in A\right\}$ and $E_{\beta}=\left\{\left(x_{\alpha}: \alpha \in\right.\right.$ $A) \in E: x_{\alpha}=b_{\alpha}$ for every $\alpha \in A \backslash\{\beta\}$ and $\left.x_{\beta} \in X_{\beta}\right\}$. Then $E_{\beta}$ is a closed subspace of the space $E$. For every $\beta \in A$ the spaces $E_{\alpha}$ and $X_{\alpha}$ are homeomorphic. Thus $P(K)=P(\{E\})$.
2.3. Lemma. Let $F$ be a non-empty compact subset of $T_{0}$-space $X$. Then there exists a point $b \in F$ such that the set $\{b\}$ is closed in $X$.

Proof. Let $\xi$ be a maximal family of closed subsets of the space $X$ such that:

1. $\emptyset \notin \xi$ and $H \subseteq F$ for every $H \in \xi$;
2. If $H, M \in \xi$, then $H \cap M \in \xi$.

We put $\Phi=\cap \xi$. The set $\Phi$ is non-empty and closed in $X$. There exists a unique point $b \in F$ such that $\Phi=\{b\}$. Really, if $x_{1}, x_{2} \in \Phi$ and $x_{1} \neq x_{2}$, then there exists an open subset $U$ of $X$ such that $U \cap\left\{x_{1}, x_{2}\right\}$ is a singleton set. Then $\Phi \backslash U \in \xi$ and $\left\{x_{1}, x_{2}\right\} \backslash \Phi \neq \emptyset$, a contradiction. The proof is complete.
2.4. Corollary. Let $P$ be a small quasi-compactness and every space $X \in P$ be a compact $T_{0}$-space. Then $P=(\{E\})$ for some space $E \in P$.

Fix a quasi-compactness $P$ and a non-empty space $X$. For every $Y \in P$ denote by $C(X, Y)$ the set of all continuous mappings of the space $X$ into the space $Y$. Let $\Phi=\left\{f_{\alpha}: X \rightarrow Y_{\alpha}: \alpha \in A\right\} \subseteq \cup\{C(X, Y): Y \in P\}$ be a set of mappings. We put $f_{\Phi}(x)=\left\{f_{\alpha}(x): \alpha \in A\right\} \in \Pi\left\{Y_{\alpha}: \alpha \in A\right\}$ for every $x \in X$. Denote by $e_{\Phi} X$ the closure of the set $f_{\Phi}(X)$ in the space $\Pi\left\{Y_{\alpha}: \alpha \in A\right\}$. Then $\left(e_{\Phi} X, f_{\Phi}\right) \in P G E(X)$.
2.5. Theorem. Let $K$ be a class of $T_{0}$-spaces and $P=P(K)$. For every $T_{0}$-space $X$ and every $g-P$-extension $(Y, f) \in P G E(X)$ there exists a set $\Phi=\left\{f_{\alpha}: X \rightarrow\right.$ $\left.Y_{\alpha}: \alpha \in A\right\} \subseteq \cup\{C(X, Z): Z \in K\}$ such that the $g-P$-extensions $(Y, f)$ and $\left(e_{\Phi} X, f_{\Phi}\right)$ are equivalent. Moreover, $f_{\alpha} \neq f_{\beta}$ for every $\alpha, \beta \in A$ and $\alpha \neq \beta$.

Proof. There exists a set $\left\{E_{\beta}: \beta \in B\right\} \subseteq K$ such that $Y$ is homeomorphic to a closed subset of the space $E=\Pi\left\{E_{\beta}: \beta \in B\right\}$. We assume that $Y$ is a closed subspace of the space $E$. Let $p_{\beta}: E \rightarrow E_{\beta}$ be the continuous projections of $E$ onto $E_{\beta}: p_{\beta}\left(\left(x_{\mu}: \mu \in B\right)\right)=x_{\beta}$ for every point $\left(x_{\mu} \in E_{\mu}: \mu \in B\right) \in E$. For every $\beta \in B$ we put $g_{\beta}=p_{\beta} \circ f$. Then $g_{\beta}: X \rightarrow E_{\beta}$ is a continuous mapping. There exists a minimal set of mappings $\Phi=\left\{f_{\alpha}: X \rightarrow Y_{\alpha}: \alpha \in A\right\}$ such that:

1. For every $\alpha \in A$ there exists a $\beta \in B$ such that $f_{\alpha}=g_{\beta}$.
2. For every $\beta \in B$ there exists a unique $\alpha=i(\beta) \in A$ such that $f_{\alpha}=g_{\beta}$.

Thus there exists a mapping $i: B \rightarrow A$ of $B$ onto $A$ such that $f_{\alpha}=g_{\beta}$ for all $\alpha \in A$ and $\beta \in i^{-1}(\alpha)$. If $\alpha, \lambda \in A$ and $\alpha \neq \lambda$, then $f_{\alpha} \neq f_{\lambda}$.

We put $B_{\alpha}=i^{-1}(\alpha)$ for each $\alpha \in A$. By construction, $E_{\beta}=E_{\mu}$ for all $\alpha \in A$ and $\beta, \mu \in B_{\alpha}$. We may consider that $E_{\beta}=X_{\alpha}$ for all $\alpha \in A$ and $\beta \in B_{\alpha}$. For every $\beta \in B_{\alpha}$ we consider the mapping $\delta_{\alpha \beta}: X_{\alpha} \rightarrow E_{\beta}$ such that $\delta_{\alpha \beta}(x)=x$ for every $x \in X_{\alpha}$. We put $\delta_{\alpha}(x)=\left(\delta_{\alpha \beta}(x): \beta \in B_{\alpha}\right) \in \Pi\left\{E_{\beta}: \beta \in B_{\alpha}\right\}$ for every $\alpha \in A$ and every $x \in X_{\alpha}$. Then $\delta_{\alpha}: X_{\alpha} \rightarrow \Pi\left\{E_{\beta}: \beta \in B_{\alpha}\right\}$ is an embedding. The set $\Delta_{\alpha}\left(X_{\alpha}\right)=\delta_{\alpha}\left(X_{\alpha}\right)$ is the diagonal of the space $X_{\alpha}$ in $\Pi\left\{E_{\beta}: \beta \in B_{\alpha}\right\}$. Fix $\beta(\alpha) \in$ $B_{\alpha}$. Let $h_{\alpha}: \Pi\left\{E_{\beta}: \beta \in B_{\alpha}\right\} \rightarrow X_{\alpha}$ be the projection $h_{\alpha}\left(x_{\beta}: \beta \in B_{\alpha}\right)=x_{\beta(\alpha)}$ for every point ( $x_{\beta}: \beta \in B_{\alpha}$ ) $\in \Pi\left\{E_{\beta}: \beta \in B_{\alpha}\right\}$.

Now we consider the continuous mapping $h: \Pi\left\{E_{\beta}: \beta \in B\right\}=\Pi\left\{\Pi\left\{E_{\beta}: \beta \in\right.\right.$ $\left.\left.B_{\alpha}\right\}: \alpha \in A\right\} \rightarrow \Pi\left\{X_{\alpha}: \alpha \in A\right\}$, where $h\left(x_{\beta}: \beta \in B\right)=\left(h_{\alpha}\left(x_{\beta}: \beta \in B_{\alpha}\right): \alpha \in A\right)$ for every point $\left(x_{\beta}: \beta \in B\right) \in \Pi\left\{E_{\beta}: \beta \in B\right\}$. The mapping $\delta: \Pi\left\{X_{\alpha}: \alpha \in\right.$ $A\} \rightarrow \Pi\left\{\Delta_{\alpha}\left(X_{\alpha}\right): \alpha \in A\right\}$, where $\delta\left(x_{\alpha}: \alpha \in A\right)=\left(\delta_{\alpha}\left(x_{\alpha}\right): \alpha \in A\right)$ for every $\left(x_{\alpha}: \alpha \in A\right) \in \Pi\left\{X_{\alpha}: \alpha \in A\right\}$, is a homeomorphism of the space $\Pi\left\{X_{\alpha}: \alpha \in A\right\}$ onto the subspace $\Pi\left\{\Delta_{\alpha}\left(X_{\alpha}\right): \alpha \in A\right\}$ of the space $\Pi\left\{E_{\beta}: \beta \in B\right\}$.

Let $f_{\Phi}(x)=\left(f_{\alpha}(x): \alpha \in A\right)$ for every $x \in X$ and $e_{\Phi} X$ be the closure of the subspace $f_{\Phi}(X)$ in $\Pi\left\{X_{\alpha}: \alpha \in A\right\}$. Let $\varphi=\delta \mid e_{\Phi} X: e_{\Phi} X \rightarrow \Pi\left\{E_{\beta}: \beta \in B\right\}$. Then $\varphi\left(f_{\Phi}(x)\right)=\left(g_{\beta}(x): \beta \in B\right)=f(x)$ for every $x \in X$. Thus $(Y, f) \leq\left(e_{\Phi} X, f_{\Phi}\right)$. Let $\Psi=h \mid Y$. Then $\Psi(f(x))=f_{\Phi}(x)$ for every $x \in X$. Thus $\left(e_{\Phi} X, f_{\Phi}\right) \leq(Y, f)$. The proof is complete.
2.6. Remark. By construction, $\varphi: e_{\Phi} X \rightarrow Y$ is an embedding and $\Psi: Y \rightarrow e_{\Phi} X$ is a retract, i.e. $\varphi(\Psi(y))=y$ for every $y \in \varphi\left(e_{\Phi} X\right)$.
2.7. Theorem. Let $\Phi=\left\{f_{\alpha}: X \rightarrow Y_{\alpha}: \alpha \in A\right\} \subseteq \cup\{C(X, Y): Y \in P\}$ and $G=\left\{g_{\beta}: X \rightarrow Z_{\beta}: \beta \in B\right\} \subseteq \cup\{C(X, Y): Y \in P\}$ be two sets of mappings, $A \subseteq B$ and $Y_{\alpha}=Z_{\alpha}, \quad f_{\alpha}=g_{\alpha}$ for each $\alpha \in A$. Then $\left(e_{\Phi} X, f_{\Phi}\right) \leq\left(e_{G} X, f_{G}\right)$.
Proof. Consider the projection $p: \Pi\left\{Z_{\beta}: \beta \in B\right\} \rightarrow \Pi\left\{Y_{\alpha}: \alpha \in A\right\}=\Pi\left\{Z_{\alpha}: \alpha \in\right.$ $A\}$, where $p\left(z_{\beta}: \beta \in B\right)=\left(z_{\beta}: \beta \in A\right)$. Then $p\left(f_{G}(x)\right)=f_{\Phi}(x)$ for every $x \in X$. Thus $p\left(e_{G} X\right) \subseteq e_{\Phi} X$ and $\left(e_{\Phi} X, f_{\Phi}\right) \leq\left(e_{G} X, f_{G}\right)$. The proof is complete.
2.8. Corollary. Let $A$ be a set, $\Phi_{\alpha}=\left\{g_{\beta}: X \rightarrow Z_{\beta}: \beta \in B_{\alpha}\right\} \subseteq \cup\{C(X, Y): Y \in$ $P\}$ be a set of continuous mappings for every $\alpha \in A, \quad B=\cup\left\{B_{\alpha}: \alpha \in A\right\}$ and $\Phi=\left\{g_{\beta}: X \rightarrow Z_{\beta}: \beta \in B\right\}$. Then $\left(e_{\Phi} X, f_{\Phi}\right)=\vee\left\{\left(e_{\Phi_{\alpha}} X, f_{\Phi_{\alpha}}\right): \alpha \in A\right\}$.
2.9. Corollary. Let $P$ be a small quasi-compactness. Then there exists a set $K \subseteq P$ of spaces such that:

1. For every $(Y, f) \in P G E(X)$ there exist a set $\Phi \subseteq \cup\{C(X, Y): Y \in K\}$, an embedding $\varphi: e_{\Phi} X \rightarrow Y$ and a retraction $\Psi: Y \rightarrow e_{\Phi} X$ such that $\varphi(\Psi(y))=y$ for every $y \in \varphi\left(e_{\Phi} X\right)$ and $(Y, f) \sim\left(e_{\Phi} X, f_{\Phi}\right)$.
2. The class $P G E(X)$ is a lattice provided $P E(X) \neq \emptyset$.
3. For every space $X$ there exists a maximal element $\left(\beta_{p} X, \beta_{p}\right)$, where $\left(\beta_{p} X, \beta_{p}\right)=$ $\left(e_{\Phi} X, f_{\Phi}\right)$ for $\Phi=\cup\{C(X, Y): Y \in K\}$.
2.10. Definition. A quasi-compactness $P$ is called a virtual small quasicompactness if for every space $X$ the class $\operatorname{PGE}(X)$ is a lattice.

Every small quasi-compactness is a virtual small quasi-compactness
2.11. Corollary. Let $P$ be a virtual small quasi-compactness. Then:

1. For every space $X$ there exists some maximal element $\left(\beta_{P} X, \beta_{P}\right)$ in $P G E(X)$.
2. For every continuous mapping $f: X \rightarrow Y$ there exists a continuous mapping $\beta f: \beta_{P} X \rightarrow \beta_{P} Y$ such that $\beta f\left(\beta_{P}(x)\right)=\beta_{P}(f(x))$ for every $x \in X$.
3. For every continuous mapping $f: X \rightarrow Y$ into a space there exists a continuous mapping $\beta f: \beta_{P} X \rightarrow Y$ such that $\beta f\left(\beta_{P}(x)\right) \rightarrow f(x)$ for every $x \in X$.
2.12. Remark. If $Y \in P$ and $i_{\varphi}: Y \rightarrow Y$ is the identical mapping, then $\left(Y, i_{\varphi}\right)=$ $\left(\beta_{P} Y, \beta_{P}\right)$ is one of the maximal elements from $\operatorname{PGE}(X)$ and $P E(X) \neq \emptyset$.

## 3 On E-compact spaces

Let $E$ be a space and $|E| \geq 2$. Consider the small compactness $P=P(E)=$ $P(\{E\})$. We put $E G E(X)=P(E) G E(X)$ and $E E(X)=P(E) E(X)$. If $(Y, f) \in$ $E G E(X)$, then $(Y, f)$ is called a $g-E$-compactification of the space $X$. If $(Y, f) \in$ $E E(X)$, then $(Y, f)$ or $Y$ is called a $E$-compactification of the space.

The notion of $E$-compactification was introduced by S. Mrovka [7,4]. From Theorems 2.5, 2.7, 2.10 and Corollary 2.9 follow the next assertions.
3.1. Corollary. For every space $X$ the class $E G E(X)$ is a lattice with the maximal element $\left(\beta_{E} X, \beta_{E}\right)=\left(e_{C(X, E)} X, f_{C(X, E)}\right)$.
3.2. Corollary. For every $(Y, f) \in E G E(X)$ there exists a set $\Phi \subseteq C(X, E)$ such that:

1. $\left(e_{\Phi} X, f_{\Phi}\right) \approx(Y, f)$.
2. There exist a continuous mapping $\varphi: Y \rightarrow e_{\Phi} X$ and an embedding $\Psi: e_{\Phi} X \rightarrow$ $Y$ such that $\Psi\left(f_{\Phi}(x)\right)=\varphi(f(x))$ and $\varphi(\Psi(y))=y$ for all $x \in X$ and $y \in e_{\Phi} X$.
3.3. Corollary. For every continuous mapping $\varphi: X \rightarrow Y$ there exists a continuous mapping $\beta \varphi: \beta_{E} X \rightarrow \beta_{E} Y$ such that the diagram

is commutative.
3.4. Corollary. If Ind $X=0$, then $E E(X) \neq \emptyset$ and $\left(\beta_{E} X, \beta_{E}\right) \in E E(X)$.
3.5. Corollary. If $E$ is a $T_{1}$-space, then there exists a regular space $X$ such that $E E(X)=\emptyset$.
3.6. Corollary. If $E$ is a $T_{0}$-space and $E$ is not a $T_{1}$-space, then $E E(X) \neq \emptyset$ and $\left(\beta_{E} X, \beta_{E}\right) \subseteq E E(X)$ for every $T_{0}$-space $X$.

## 4 Examples

4.1. Example. Let $F=\{0,1\}$ with the topology $\{\emptyset,\{0\},\{0,1\}\}$. Then $F$ is a $T_{0}$-space and $F$ is not a $T_{1}$-space. In this case $F E(X) \neq \emptyset$ for every $T_{0}$-space $X$. The class $F E(X)$ is not a set and the class $F G E(X)$ is a lattice.The assertions of the preceding section are true for $F G E(X)$.

The space $F^{m}$ is called the Alexandroff cube (see [3]).
Denote by $\left(m a X, m_{X}\right)$ the maximal element of the lattice $F G E(X)$ of a space $X$. We may suppose that $m a X=e_{C(X, F)} X$. We identify $x \in X$ and $m_{X}(x) \in m a X$. In this case $X$ is a dense subspace of the $T_{0}$-compact space $m a X$. If $\varphi: X \rightarrow Y$ is a continuous mapping, then there exists a continuous mapping $m \varphi: m a X \rightarrow m a Y$ such that $\varphi=m \varphi \mid X$.
4.2. Example. Let $D=\{0,1\}$ with the discrete topology $\{\emptyset,\{0\},\{1\},\{0,1\}\}$. In this case:

- $E G E(X)$ is a set for every space $X$;
- $E G E(X)$ is a lattice for every space $X$;
$-E E(X) \neq \emptyset$ if and only if ind $X=0$.
4.3. Example. Let $I=[0,1]$ be a subspace of reals. In this case:
- $E G E(X)$ is a set for every space $X$;
- $E G E(X)$ is a lattice for every space $X$;
$-E E(X) \neq \emptyset$ if and only if $X$ is a completely regular space;
- for every completely regular space the compactification $\beta_{E} \in X$ is the StoneČech compactification $\beta E$ of the space $X$.
4.4. Example. Let $\tau$ be an infinite cardinal and $E$ be a space of cardinality $\tau$ with the topology $\{\emptyset, E\} \cup\{E \backslash F: F$ is a finite subset $\}$. The space $E$ is a compact $T_{1}$-space and $E$ is not a Hausdorff space. In this case:
- $E G E(X)$ is not a set for some $T_{1}$-space;
- $E G E(X)$ is a lattice for every space $X$;
- If $X$ is a $T_{1}$-space and $|X| \leq \tau$, then $E E(X) \neq \emptyset ;$
- If $c \leq \tau$, then $E E(X) \neq \emptyset$ for every completely regular space $X$.
4.5. Example. A class $P$ of topological $T_{0}$-spaces is called a double compactness if the following conditions are fulfilled:

1. There exists a space $X \in D$ such that $|X| \geq 2$.
2. If $\Gamma$ is the topology of the space $X \in P$, then there is determined the Hausdorff topology $d \Gamma$ on $X$ such that $(X, d \Gamma) \in P, \quad \Gamma \subseteq d \Gamma$ and $d d \Gamma=d \Gamma$. We say that $d \Gamma$ is the strong topology and $\Gamma$ is the weak topology on $X$.
3. If $\left\{\left(X_{\alpha}, \Gamma_{\alpha}\right) \in P: \alpha \in A\right\}$ is a non-empty set of spaces, $X=\Pi\left\{X_{\alpha}: \alpha \in A\right\}$, $\Gamma$ is the product of topologies $\Gamma_{\alpha}$ on $X$ and $\Gamma^{\prime}$ is the product of topologies $d \Gamma_{\alpha}$ on $X$, then $\Gamma^{\prime} \subseteq d \Gamma$.
4. If $(X, \quad \Gamma) \in P, Y \subseteq X$ and $Y$ is a closed subset of the space $(X, d \Gamma)$, then $(Y, \Gamma) \in P$ and $d \Gamma \mid Y \subseteq d(\Gamma \mid Y)$, where $\Gamma \mid Y=\{U \cap Y: U \in \Gamma\}$ for the topology $\Gamma$ on $X$.

Every double compactness is a quasi-compactness.
Let $P$ be a double compactness. Then $\operatorname{PGE}(X)$ is a set for every space $X$. Moreover, for every non-empty subset $L \subseteq P G E(X)$ there exists the supremum $\vee L \in P G E(X)$. In particular, there exists the maximal element $\left(\beta_{p} X, \beta_{P}\right)$.

A mapping $f: X \rightarrow Y$ of a space $(X, \Gamma) \in P$ into a space $\left(Y, \Gamma^{\prime}\right) \in P$ is double continuous if $f^{-1} \Gamma^{\prime} \subseteq \Gamma$ and $f^{-1} d \Gamma^{\prime} \subseteq d \Gamma$. For every continuous mapping $f: X \rightarrow Y$ of a space $X$ into a space $Y \in P$ there exists a unique double continuous mapping $\beta f: \beta_{p} X \rightarrow P$ such that $f(x)=\beta f\left(\beta_{P}(x)\right)$ for every point $x \in X$. In particular, for every continuous mapping $f: X \rightarrow Y$ there exists a unique double continuous mapping $\beta f: \beta_{p} X \rightarrow \beta_{p} Y$ such that $\beta_{p}(f(x))=\beta f\left(\beta_{P}(x)\right)$ for every $x \in X$.
4.6. Example. Let $K$ be a class of triples $\left(X, T_{X}, T_{X}^{\prime}\right)$, where $X$ is a non-empty set, $T_{X}$ and $T_{X}^{\prime}$ are topologies on $X, T_{X} \subseteq T_{X}^{\prime}$ and $T_{X}^{\prime}$ is a Hausdorff topology. Then there exists a minimal double compactness $P$ such that $\left(X, T_{X}\right) \in P$ and $T_{X}^{\prime}=d T_{X}$ for every triple $\left(X, T_{X}, T_{X}^{\prime}\right) \in K$. We say that the double compactness is generated by the class $K$. If $P^{\prime}$ is the quasi-compactness generated by the class $\left\{\left(X, T_{X}\right),\left(X, T_{X}^{\prime}\right):\left(X, T_{X}, T_{X}^{\prime}\right) \in K\right\}$, then $P^{\prime} \subseteq P$.
4.7. Example. Let $X_{0}=\{0,1\}, T_{X_{0}}=\{\emptyset,\{0\},\{0,1\}\}, T_{X_{0}}^{\prime}=\{\emptyset,\{0\},\{1\},\{0,1\}\}$, then there exists the minimal double compactness $S$ such that $\left(X_{0}, T_{X_{0}}\right) \in S$ and $d T_{X_{0}}=T_{X_{0}}^{\prime}$. The class $S$ is the class of all spectral spaces (see [1]).

The class $S$ satisfies the following properties:

1. For every $T_{0}$-space $X$ the class $S G E(X)$ is a set, is a lattice, $S E(X) \neq \emptyset$ and the maximal element $\left(\beta_{S} X, \beta_{S}\right)$ is a compactification of $X$. We may consider that $X$ is a subspace of $\beta_{S} X$ and $X$ is dense in $\beta_{S} X$ in the strong topology on $\beta_{S} X$.
2. The class $S$ is a virtual small quasi-compactness.
3. The class $S$ is not a small quasi-compactness.

## 5 Non-existence of universal compactification

5.1. Definition. A compactification $(b X, \varphi)$ of a space $X$ is called a universal compactification of a space $X$ if $(Y, f) \leq(b X, \varphi)$ for every compactification $(Y, f)$ of $X$.
5.2. Definition. Let $i \in\{0,1,2\}$ and $X$ be a $T_{i}$-space. A compactification ( $b X, \varphi$ ) of the space $X$ is called a universal $T_{i}$-compactification of $X$ if $b X$ is a $T_{i}$-space and $(Y, f) \leq(b X, \varphi)$ for every $T_{i}-g$-compactification $(Y, f)$ of the space $X$.

If $X$ is a completely regular space, then the Stone-Čech compactification $\beta X$ of $X$ is a universal $T_{2}$-compactification of the space $X$.
5.3.Theorem. Let $X$ be a $T_{1}$-space. The following assertions are equivalent:

1. For a space $X$ there exists a universal compactification.
2. For a space $X$ there exists a universal $T_{0}$-compactification.
3. For a space $X$ there exists a universal $T_{1}$-compactification.

Proof. Part 1. Let $Z$ be a space with the topology $T$. Denote by $n T$ the topology on $Z$ generated by the open base $\{U \backslash H: U \in T, H$ is finite subset of $Z\}$. The
topology $n T$ is called the $T_{1}$-modification of the topology $T$. Denote by $n Z$ the set $Z$ with the topology $n T$. The space $Z$ is compact if and only if the space $n Z$ is compact.

Part 2. Let $(Y, f)$ be a compactification of the $T_{1}$-space $X$. Then $f: X \rightarrow Y$ is an embedding. It is obvious that the mapping $f: X \rightarrow n Y$ is an embedding too. Thus $(n Y, f)$ is a $T_{1}$-compactification of the space $X$. By construction, $(Y, f) \leq(n Y, f)$.

Part 3. For every $g$-compactification $(Y, f)$ of the space $X$ there exists a $T_{1}{ }^{-}$ compactification $(Z, g)$ of $X$ such that $(Y, f) \leq(Z, g)$.

Let $\left(Y_{1}, f_{1}\right)$ be some compactification of $X$. Consider the mapping $g: X \rightarrow$ $Y \times Y_{1}$, where $g(x)=\left(f(x), f_{1}(x)\right)$ for every $x \in X$. Then $g$ is an embedding. Denote by $Y_{2}$ the closure of the set $g(X)$ in the space $Y \times Y_{1}$. Then $\left(Y_{2}, g\right)$ is a compactification of $X$. We put $Z=n Y_{2}$. Then $(Z, g)$ is a $T_{1}$-compactification of $X$ and $(Y, f) \leq\left(Y_{2}, g\right) \leq(Z, g)$.

Part 4. Let $(Z, \varphi)$ be a universal compactification of the space $X$. Then $(m Z, \varphi)$ is a universal compactification, a universal $T_{0}$-compactification and a universal $T_{1}$ compactification. The implications $1 \rightarrow 2$ and $1 \rightarrow 3$ are proved.

Part 5. Let $(Z, \varphi)$ be a universal $T_{0}$-compactification. Then $(Z, g) \leq(Z, \varphi) \leq$ $(n Z, \varphi)$ for every $T_{1}-g$-compactification of $X$. Thus $(n Z, \varphi)$ is a universal $T_{0^{-}}$ compactification, universal $T_{1}$-compactification. From Part 3 it follows that ( $n Z, \varphi$ ) is a universal compactification. The implications $2 \rightarrow 1$ and $2 \rightarrow 3$ are proved.

Part 6. Let $(Z, \varphi)$ be a universal $T_{1}$-compactification. From Part 3 it follows that $(Z, \varphi)$ is a universal compactifiction and a universal $T_{0}$-compactification, too. The implications $3 \rightarrow 1$ and $3 \rightarrow 2$ and the theorem are proved.
5.4. Corollary. There exists a $T_{1}$-space $X$ such that:

1. For $X$ a universal $T_{1}$-compactification does not exist.
2. For $X$ a universal $T_{0}$-compactification does not exist.
3. For $X$ a universal compactification does not exist.

Proof. The existence of $T_{1}$-space $X$ without universal $T_{1}$-compactification was proved by M. Hušec [5, 6]. Theorem 5.2. completes the proof.

## 6 The minimality of the compactification maX

Fix a $T_{0}$-space $X$. Let $F$ be the space from Example 4.1.
6.1. Theorem. Let $P$ be a quasi-compactness and $F$ be a subspace of some space from P. Then:

1. There exists a compactification $(Y, f) \in P E(X)$ such that $\left(m a X, m_{X}\right) \leq$ $(Y, f)$.
2. If $P$ is a small quasi-compactness then $\left(m a X, m_{X}\right) \leq\left(\beta_{p} X, \beta_{p}\right)$.

Proof. Let $E \in P$ and $F$ be a subspace of the space $E$. There exists an open subset $U$ of $E$ such that $0 \in U$ and $1 \notin U$. Consider the mapping $r: E \rightarrow F$, where $r^{-1}(0)=U$ and $r^{-1}(1)=E \backslash U$. The mapping $r$ is a continuous retraction. By construction, $C(X, F) \subseteq C(X, E)$. We put $\Phi=C(X, F)$. Consider the mapping
$f_{\Phi}: X \rightarrow F^{\Phi} \subseteq E^{\Phi}$. By construction, $m a X$ is the closure of the set $f_{\Phi}(X)$ in the space $F^{\Phi}$. Let $Y$ be the closure of the set $f_{\Phi}(X)$ in the space $E^{\Phi}$. Then $\left(Y, f_{\Phi}\right) \in$ $P(E) E(P) \subseteq P E(X)$. Consider the continuous mapping $h: E^{\Phi} \rightarrow F^{\Phi}$, where $h\left(x_{f}: f \in \Phi\right)=\left(r\left(x_{f}\right): f \in \Phi\right)$ for every point $x=\left(x_{f}: f \in \Phi\right) \in E^{\Phi}$. The mapping $h$ is a retraction and $m a X \subseteq h(Y)$. Thus $m a X$ is a subspace of the space $Y$ and $\left(m a X, m_{X}\right)=\left(m a X, f_{\Phi}\right) \leq\left(Y, f_{\Phi}\right)$. The assertion 1 is proved. If $P$ is a small quasi-compactness, then we may consider that $P=P(E)$. In this case $\left(Y, f_{\Phi}\right) \leq\left(\beta_{p} X, \beta_{p}\right)$. The proof is complete.
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#### Abstract

Some properties of the Gödel space-metric and its Riemann extension are studied. The spectrum of de Rham operator acting on 1-forms is studied. The examples of translation surfaces of the Gödel space-metric are constructed.
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## 1 Introduction

The notion of the Riemann extension of nonriemannian spaces was introduced first in [1]. Main idea of this theory is application of the methods of Riemann geometry for studying properties of nonriemaniann spaces.

For example the system of differential equations of the form

$$
\begin{equation*}
\frac{d^{2} x^{k}}{d s^{2}}+\Pi_{i j}^{k} \frac{d x^{i}}{d s} \frac{d x^{j}}{d s}=0 \tag{1}
\end{equation*}
$$

with arbitrary coefficients $\Pi_{i j}^{k}\left(x^{l}\right)$ can be considered as a system of geodesic equations of affinely connected space with local coordinates $x^{k}$.

For $n$-dimensional Riemannian spaces with the metrics

$$
{ }^{n} d s^{2}=g_{i j} d x^{i} d x^{j}
$$

the system of geodesic equations looks similarly but the coefficients $\Pi_{i j}^{k}\left(x^{l}\right)$ now have very special form and depend on the choice of the metric $g_{i j}$;

$$
\Pi_{k l}^{i}=\Gamma_{k l}^{i}=\frac{1}{2} g^{i m}\left(g_{m k, l}+g_{m l, k}-g_{k l, m}\right)
$$

In order that methods of Riemann geometry can be applied for studying properties of spaces with equations (1) the construction of $2 n$-dimensional extension of the space with local coordinates $x^{i}$ was introduced.

The metric of extended space is constructed with the help of coefficients of equation (1) and looks as follows

$$
\begin{equation*}
{ }^{2 n} d s^{2}=-2 \Pi_{i j}^{k}\left(x^{l}\right) \Psi_{k} d x^{i} d x^{j}+2 d \Psi_{k} d x^{k} \tag{2}
\end{equation*}
$$

[^3]where $\Psi_{k}$ are the coordinates of additional space.
An important property of such type metric is that the geodesic equations of metric (2) decompos into two parts
\[

$$
\begin{equation*}
\ddot{x}^{k}+\Gamma_{i j}^{k} \dot{x}^{i} \dot{x}^{j}=0, \tag{3}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\frac{\delta^{2} \Psi_{k}}{d s^{2}}+R_{k j i}^{l} \dot{x}^{j} \dot{x}^{i} \Psi_{l}=0 \tag{4}
\end{equation*}
$$

where

$$
\frac{\delta \Psi_{k}}{d s}=\frac{d \Psi_{k}}{d s}-\Gamma_{j k}^{l} \Psi_{l} \frac{d x^{j}}{d s}
$$

The first part (3) of the full system is the system of equations for geodesics of basic space with local coordinates $x^{i}$ and it does not contain coordinates $\Psi_{k}$.

The second part (4) of system of geodesic equations has the form of linear $4 \times 4$ matrix system of second order ODE's for coordinates $\Psi_{k}$

$$
\begin{equation*}
\frac{d^{2} \vec{\Psi}}{d s^{2}}+A(s) \frac{d \vec{\Psi}}{d s}+B(s) \vec{\Psi}=0 \tag{5}
\end{equation*}
$$

with the matrix

$$
A=A\left(x^{i}(s), \dot{x}^{i}(s)\right), \quad B=B\left(x^{i}(s), \dot{x}^{i}(s)\right) .
$$

From this point of view we have the case of geodesic extension of the basic space $\left(x^{i}\right)$. It is important to note that the geometry of extended space is connected with geometry of basic space.

For example the property of the space to be a Ricci-flat

$$
R_{i j}=0, \quad R_{i j ; k}+R_{k i ; j}+R_{j k ; i}=0,
$$

or symmetrical

$$
R_{i j k l ; m}=0
$$

keeps also for the extended space.
This fact givs us the possibility to use the linear system of equation (5) for studying properties of basic space.

In particular the invariants of $4 \times 4$ matrix-function

$$
E=B-\frac{1}{2} \frac{d A}{d s}-\frac{1}{4} A^{2}
$$

under change of coordinates $\Psi_{k}$ can be used for that.
For example the condition

$$
E=B-\frac{1}{2} \frac{d A}{d s}-\frac{1}{4} A^{2}=0
$$

for a given system means that it is equivalent to the simplest system

$$
\frac{d^{2} \vec{\Phi}}{d s^{2}}=0
$$

and corresponding extended space is a flat space.
Other cases of integrability of the system (5) are connected with non-flat spaces having special form of the curvature tensor.

Remark that for extended spaces all scalar invariants constructed with the help of curvature tensor and its covariant derivatives are vanishing.

The first applications of the notion of extended spaces to the studying of nonlinear second order differential equations and the Einstein spaces were done in the works of author [2-11]

Here we consider properties of the Gödel space-time and its Riemann extension.

## 2 The Gödel space-time metric

The line element of the metric of the Gödel space-time in coordinates $x, y, z, t$ has the form

$$
\begin{equation*}
d s^{2}=-d t^{2}+d x^{2}-2 e^{\frac{x}{a}} d t d y-1 / 2 e^{2 \frac{x}{a}} d y^{2}+d z^{2} . \tag{6}
\end{equation*}
$$

Here the parameter $a$ is the velocity of rotation [12].
The geodesic equations of the metric (6) are given by

$$
\begin{gather*}
2\left(\frac{d^{2}}{d s^{2}} x(s)\right) a+\left(e^{\frac{x(s)}{a}}\right)^{2}\left(\frac{d}{d s} y(s)\right)^{2}+2 e^{\frac{x(s)}{a}}\left(\frac{d}{d s} t(s)\right) \frac{d}{d s} y(s)=0,  \tag{7}\\
\left(\frac{d^{2}}{d s^{2}} y(s)\right) e^{\frac{x(s)}{a}} a-2\left(\frac{d}{d s} t(s)\right) \frac{d}{d s} x(s)=0,  \tag{8}\\
\frac{d^{2}}{d s^{2}} z(s)=0,  \tag{9}\\
\left(\frac{d^{2}}{d s^{2}} t(s)\right) a+e^{\frac{x(s)}{a}}\left(\frac{d}{d s} y(s)\right) \frac{d}{d s} x(s)+2\left(\frac{d}{d s} t(s)\right) \frac{d}{d s} x(s)=0 . \tag{10}
\end{gather*}
$$

The first integral of geodesics satisfies the condition

$$
\begin{gathered}
-\left(\frac{d}{d s} t(s)\right)^{2}+\left(\frac{d}{d s} x(s)\right)^{2}-2 e^{\frac{x(s)}{a}}\left(\frac{d}{d s} t(s)\right) \frac{d}{d s} y(s)-1 / 2 e^{2 \frac{x(s)}{a}}\left(\frac{d}{d s} y(s)\right)^{2}+ \\
+\left(\frac{d}{d s} z(s)\right)^{2}-\mu=0 .
\end{gathered}
$$

The symbols of Christoffel of the metric (6) are

$$
\begin{gathered}
\Gamma_{12}^{4}=\frac{\exp (x / a)}{2 a}, \quad \Gamma_{14}^{2}=-\frac{\exp (-x / a)}{a}, \quad \Gamma_{14}^{4}=\frac{1}{a}, \quad \Gamma_{22}^{1}=\frac{\exp (2 x / a)}{2 a}, \\
\Gamma_{24}^{1}=\frac{\exp (x / a)}{2 a} .
\end{gathered}
$$

To find solutions of the equations of geodesics (7)-(10) we present the metric (6) in equivalent form [13]

$$
\begin{equation*}
d s^{2}=-\left(d t+\frac{a \sqrt{2}}{y} d x\right)^{2}+\frac{a^{2}}{y^{2}}\left(d x^{2}+d y^{2}\right)+d z^{2} . \tag{11}
\end{equation*}
$$

The correspondence between the both forms of the metrics is given by the relations

$$
y=a \sqrt{2} \exp (-x / a), \quad x=y .
$$

The equations of geodesics of the metric (11) are defined by

$$
\begin{gather*}
\left(\frac{d^{2}}{d s^{2}} x(s)\right) a+\sqrt{2}\left(\frac{d}{d s} t(s)\right) \frac{d}{d s} y(s)=0  \tag{12}\\
\left(\frac{d^{2}}{d s^{2}} y(s)\right) y(s) a-\left(\frac{d}{d s} x(s)\right)^{2} a-\sqrt{2}\left(\frac{d}{d s} t(s)\right)\left(\frac{d}{d s} x(s)\right) y(s)-\left(\frac{d}{d s} y(s)\right)^{2} a=0  \tag{14}\\
\left(\frac{d^{2}}{d s^{2}} t(s)\right)(y(s))^{2}-\sqrt{2} a\left(\frac{d}{d s} y(s)\right) \frac{d}{d s} x(s)-2\left(\frac{d}{d s} t(s)\right)\left(\frac{d}{d s} y(s)\right) y(s)=0,  \tag{13}\\
\frac{d^{2}}{d s^{2}} z(s)=0 . \tag{15}
\end{gather*}
$$

The geodesic equations admit the first integral

$$
\begin{array}{cc}
\frac{d t}{d s}=\frac{\left(-c_{2} / \sqrt{2}+\sqrt{2} y\right)}{c_{0}}, & \frac{d x}{d s}=\frac{y\left(c_{2}-y\right)}{a c_{0}} \\
\frac{d y}{d s}=\frac{y\left(x-c_{1}\right)}{a c_{0}}, & \frac{d z}{d s}=\frac{c_{3}}{c_{0}} \tag{16}
\end{array}
$$

where $c_{i}, a_{0}$ are parameters.
Remark 1. In the theory of varieties the Chern-Simons characteristic class is constructed from a matrix gauge connection $A_{j k}^{i}$ as

$$
W(A)=\frac{1}{4 \pi^{2}} \int d^{3} x \epsilon^{i j k} \operatorname{tr}\left(\frac{1}{2} A_{i} \partial_{j} A_{k}+\frac{1}{3} A_{i} A_{j} A_{k}\right) .
$$

This term can be translated into a three-dimensional geometric quantity by replacing the matrix connection $A_{j k}^{i}$ with the Christoffel connection $\Gamma_{j k}^{i}$.

For the density of Chern-Simons invariant the expression can be obtained [14]

$$
C S(\Gamma)=\epsilon^{i j k}\left(\Gamma_{i q}^{p} \Gamma_{k p ; j}^{q}+\frac{2}{3} \Gamma_{i q}^{p} \Gamma_{j r}^{q} \Gamma_{k p}^{r}\right) .
$$

For the metric (11) by the condition $z=$ const

$$
d s^{2}=-a^{2} / y^{2} d x^{2}-2 \sqrt{2} a / y d x d t+a^{2} / y^{2} d y^{2}-d t^{2}
$$

we find the quantity

$$
C S(\Gamma)=-\frac{\sqrt{2}}{a y^{2}}
$$

For the spatial metric

$$
{ }^{3} d s^{2}=-g_{\alpha \beta}+\frac{g_{0 \alpha} g_{0 \beta}}{g_{00}}
$$

of the metric (11)

$$
-d s^{2}=\frac{a^{2}}{y^{2}}\left(d x^{2}+d y^{2}\right)+d z^{2}
$$

the quantity $C S(\Gamma)=0$.

## 3 The Riemann extension of the Gödel metric

The Christofell symbols of the metric (11) are

$$
\Gamma_{11}^{2}=-\frac{1}{y}, \quad \Gamma_{22}^{2}=-\frac{1}{y}, \quad \Gamma_{14}^{2}=-\frac{\sqrt{2}}{2 a}, \quad \Gamma_{24}^{1}=\frac{\sqrt{2}}{2 a}, \quad \Gamma_{12}^{4}=-\frac{a \sqrt{2}}{2 y^{2}}, \quad \Gamma_{14}^{4}=-\frac{1}{y} .
$$

Now with the help of the formulae (2) we construct eight-dimensional extension of the metric (11).

It has the form

$$
\begin{gather*}
{ }^{8} d s^{2}=\frac{2}{y} Q d x^{2}+\frac{2 a \sqrt{2}}{y^{2}} V d x d y+\frac{2 \sqrt{2}}{a} Q d x d t+\frac{2}{y} Q d y^{2}+\left(\frac{4}{y} V-2 \frac{\sqrt{2}}{a} P\right) d y d t+ \\
+2 d x d P+2 d y d Q+2 d z d U+2 d t d V \tag{17}
\end{gather*}
$$

where $(P, Q, U, V)$ are additional coordinates.
The Ricci tensor of the four-dimensional Gödel space with the metric (11) or (6) satisfies the condition

$$
{ }^{4} R_{i k ; l}+{ }^{4} R_{l i ; k}+{ }^{4} R_{k l ; i}=0
$$

This property is valid for the eight-dimensional space in local coordinates ( $x, y, z, t, P, Q, U, V$ ) with the metric (11)

$$
{ }^{8} R_{i k ; l}+{ }^{8} R_{l i ; k}+{ }^{8} R_{k l ; i}=0
$$

The full system of geodesic equations for the metric (7) decomposes into two parts.

The first part coincides with the equations (12)-(15) on the coordinates $(x, y, z, t)$ and second part forms the linear system of equations for coordinates $P, Q, U, V$.

They are defined as

$$
\frac{d^{2}}{d s^{2}} P(s)=-\frac{\left(\sqrt{2} a^{2}\left(\frac{d}{d s} x\right)^{2}+2\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} x\right) y a-\sqrt{2} a^{2}\left(\frac{d}{d s} y\right)^{2}\right) V(s)}{(y)^{3} a}-
$$

$$
\begin{gather*}
\frac{\left(2\left(\frac{d}{d s} x\right)(y)^{2} a+\sqrt{2}\left(\frac{d}{d s} t\right)(y)^{3}\right) \frac{d}{d s} Q(s)}{(y)^{3} a}-\frac{\sqrt{2} a\left(\frac{d}{d s} V(s)\right) \frac{d}{d s} y}{(y)^{2}},  \tag{18}\\
\frac{d^{2}}{d s^{2}} Q(s)=\frac{\left(-3\left(\frac{d}{d s} x\right)^{2} y a-2 \sqrt{2}\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} x\right)(y)^{2}-\left(\frac{d}{d s} y\right)^{2} y a\right) Q(s)}{(y)^{3} a}+ \\
+\frac{\left(2 a\left(\frac{d}{d s} y\right)\left(\frac{d}{d s} x\right) y+2\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} y\right)(y)^{2} \sqrt{2}\right) P(s)}{(y)^{3} a}+ \\
+\frac{\left(-2\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} y\right) y a-2 \sqrt{2} a^{2}\left(\frac{d}{d s} y\right) \frac{d}{d s} x\right) V(s)}{(y)^{3} a}+\frac{\sqrt{2}\left(\frac{d}{d s} t\right) \frac{d}{d s} P(s)}{a}- \\
-2 \frac{\left(\frac{d}{d s} y\right) \frac{d}{d s} Q(s)}{y}+\frac{\left(-\sqrt{2} a^{2}\left(\frac{d}{d s} x\right) y-2\left(\frac{d}{d s} t\right)(y)^{2} a\right) \frac{d}{d s} V(s)}{(y)^{3} a},  \tag{19}\\
\frac{d^{2}}{d s^{2}} U(s)=0,  \tag{20}\\
\frac{d^{2}}{d s^{2}} V(s)=\frac{\left(\left(\frac{d}{d s} x\right)^{2} a \sqrt{2} y+2\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} x\right)(y)^{2}+\sqrt{2}\left(\frac{d}{d s} y\right)^{2} a y\right) P(s)}{a^{2}(y)^{2}}+ \\
+\frac{\left(-2 \sqrt{2}\left(\frac{d}{d s} t\right)\left(\frac{d}{d s} x\right) y(s) a-2 a^{2}\left(\frac{d}{d s} x\right)^{2}\right) V(s)}{a^{2}(y)^{2}}+\frac{\sqrt{2}\left(\frac{d}{d s} y\right) \frac{d}{d s} P(s)}{a}- \\
+\frac{\sqrt{2}\left(\frac{d}{d s} x\right) \frac{d}{d s} Q(s)}{a}-2 \frac{\left(\frac{d}{d s} y\right) \frac{d}{d s} V(s)}{y}+2 \frac{Q(s)\left(\frac{d}{d s} t\right) \frac{d}{d s} y}{a^{2}} . \tag{21}
\end{gather*}
$$

In result we have got a linear matrix-second order ODE for the coordinates $U, V, P, Q$

$$
\begin{equation*}
\frac{d^{2} \Psi}{d s^{2}}=A(x, \phi, z, t) \frac{d \Psi}{d s}+B(x, \phi, z, t) \Psi \tag{22}
\end{equation*}
$$

where

$$
\Psi(s)=\left(\begin{array}{c}
P(s) \\
Q(s) \\
U(s) \\
V(s)
\end{array}\right)
$$

and $A, B$ are some $4 \times 4$ matrix-functions depending on the coordinates $x(s), y(s)$, $z(s), t(s)$ and their derivatives.

Now we shall investigate properties of the matrix system of equations (18)-(21).

To integrate this system we use the relation

$$
\begin{equation*}
\dot{x}(s) P(s)+\dot{y}(s) Q(s)+\dot{z}(s) U(s)+\dot{t}(s) V(s)-\frac{s}{2}-\mu=0, \tag{23}
\end{equation*}
$$

which is valid for every Riemann extensions of affinely connected space and which is a consequence of the well known first integral of geodesic equations $g_{i k} \dot{x}^{i} \dot{x}^{k}=\nu$ of arbitrary Riemann space.

Using the expressions for the first integrals of geodesic (16) and $U(s)=\alpha s+\beta$ from the equation (20) the system of equations (18)-(21) may be simplified.

In result we get the system of equations for additional coordinates

$$
\begin{gather*}
\frac{d^{2}}{d s^{2}} P(s)=\frac{\left(\sqrt{2} c_{0} a c_{1}-\sqrt{2} c_{0} a x\right) \frac{d}{d s} V(s)}{y c_{0}{ }^{2} a}+ \\
+\frac{\left(-\sqrt{2} c_{2} y-2 \sqrt{2} x c 1+\sqrt{2} c_{1}{ }^{2}+\sqrt{2}(y)^{2}+\sqrt{2}(x)^{2}\right) V(s)}{y c_{0}{ }^{2} a}-\frac{\left(\frac{d}{d s} Q(s)\right) c_{2}}{c_{0} a} \tag{24}
\end{gather*}
$$

$$
\begin{gather*}
\frac{d^{2}}{d s^{2}} Q(s)=-\frac{\left(2(y)^{2} c_{1}-2(y)^{2} x\right) P(s)}{y a^{2} c_{0}{ }^{2}}- \\
-\frac{\left(y(x)^{2}-(y)^{3}+y c_{1}^{2}+y c_{2}^{2}-2 y x c_{1}\right) Q(s)}{y a^{2} c_{0}^{2}}- \\
-\frac{\left(2 a c_{0} y x-2 a c_{0} y c_{1}\right) \frac{d}{d s} Q(s)}{y a^{2} c_{0}{ }^{2}}-\frac{\left(a c_{0} y c_{2}-2 a c_{0}(y)^{2}\right) \frac{d}{d s} P(s)}{y a^{2} c_{0}^{2}}-\frac{\sqrt{2} \frac{d}{d s} V(s)}{c_{0}}- \\
-\frac{\left(\sqrt{2} c_{2} a x-\sqrt{2} c_{2} a c_{1}\right) V(s)}{y a^{2} c_{0}^{2}} \tag{25}
\end{gather*}
$$

$$
\frac{d^{2}}{d s^{2}} V(s)=\frac{\left((y)^{2} \sqrt{2} c_{2}-(y)^{3} \sqrt{2}+y \sqrt{2}(x)^{2}-2 y \sqrt{2} x c_{1}+y \sqrt{2} c_{1}{ }^{2}\right) P(s)}{c_{0}{ }^{2} a^{3}}+
$$

$$
+\frac{\left(-\sqrt{2} y x c_{2}+\sqrt{2} y c_{1} c_{2}+2 \sqrt{2}(y)^{2} x-2 \sqrt{2}(y)^{2} c_{1}\right) Q(s)}{c_{0}{ }^{2} a^{3}}+
$$

$$
+\frac{\left(-\sqrt{2} y a c_{0} c_{2}+\sqrt{2}(y)^{2} a c_{0}\right) \frac{d}{d s} Q(s)}{c_{0}{ }^{2} a^{3}}+\frac{\left(\sqrt{2} \text { gac }_{0} x-\sqrt{2} y a c_{0} c_{1}\right) \frac{d}{d s} P(s)}{c_{0}{ }^{2} a^{3}}+
$$

$$
\begin{equation*}
+\frac{\left(-2 a^{2} c_{0} x+2 a^{2} c_{0} c_{1}\right) \frac{d}{d s} V(s)}{c_{0}{ }^{2} a^{3}}+\frac{\left(-2 a c_{2} y+2 a(y)^{2}\right) V(s)}{c_{0}{ }^{2} a^{3}} \tag{26}
\end{equation*}
$$

The relation (23) in this case takes the form

$$
\begin{gather*}
-1 / 2 \frac{\left(-2 \alpha c 3 a+c_{0} a\right) s}{c_{0} a}-1 / 2 \frac{\left(c_{2} \sqrt{2} a-2 y \sqrt{2} a\right) V(s)}{c_{0} a}- \\
-1 / 2 \frac{\left(2 c_{1} y-2 x y\right) Q(s)}{c_{0} a}-1 / 2 \frac{\left(2(y)^{2}-2 c_{2} y\right) P(s)}{c_{0} a}-\nu=0 \tag{27}
\end{gather*}
$$

and the system from three equations (24)-(26) can be reduced to the system of two coupled equations.

As example the substitution of the expression

$$
\begin{aligned}
Q(s)=1 / 2 & \frac{\left(-2 \alpha c_{3} a+c_{0} a\right) s}{y\left(x-c_{1}\right)}+1 / 2 \frac{\left(c_{2} \sqrt{2} a-2 y \sqrt{2} a\right) V(s)}{y\left(x-c_{1}\right)}+ \\
& +1 / 2 \frac{\left(2(y)^{2}-2 c_{2} y\right) P(s)}{y\left(x(s)-c_{1}\right)}+\frac{\nu c_{0} a}{y\left(x-c_{1}\right)}
\end{aligned}
$$

into the equation for $Q(s)$ give us the identity and in result our system takes the form

$$
\begin{gather*}
\frac{d^{2}}{d s^{2}} P(s)=-\frac{\left(-c_{2}+y\right) c_{2} \frac{d}{d s} P(s)}{c_{0} a\left(x-c_{1}\right)}- \\
-1 / 2 \frac{\left(2(x)^{2}-4 x c_{1}-2 c_{2} y+c_{2}^{2}+2 c_{1}^{2}\right) \sqrt{2} \frac{d}{d s} V(s)}{c_{0}\left(x-c_{1}\right) y}- \\
-\frac{c_{2} y\left((y)^{2}+c_{2}^{2}-2 c_{2} y+c_{1}^{2}-2 x c_{1}+(x)^{2}\right) P(s)}{a^{2} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+L(s) V(s)- \\
-1 / 2 \frac{\left(-2 \alpha c_{3} a c_{2}+c_{0} a c_{2}\right) s y(s)}{a^{2} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}-1 / 2 \frac{\left(-c_{0} a c_{2}^{2}+2 \alpha c_{3} a c_{2}^{2}\right) s}{a^{2} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}- \\
-1 / 2 \frac{\left(\left(2 \alpha c_{3} a c_{2}-c_{0} a c_{2}\right)(x)^{2}+\left(2 c_{1} c_{0} a c_{2}-4 \alpha c_{3} c_{1} a c_{2}\right) x\right) s}{a^{2} c_{0}^{2} y\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}- \\
-1 / 2 \frac{\left(2 \alpha c_{3} c_{1}^{2} a c_{2}-c_{1}^{2} c_{0} a c_{2}\right) s}{a^{2} c_{0}^{2} y\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}, \tag{28}
\end{gather*}
$$

where

$$
L(s)=\frac{(y)^{2} \sqrt{2} c_{2}}{a c_{0}{ }^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+1 / 2 \frac{\sqrt{2}\left(2(x)^{2}-3 c_{2}^{2}-4 x c_{1}+2 c_{1}^{2}\right) y}{a c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+
$$

$$
\begin{gathered}
+1 / 2 \frac{\sqrt{2}\left(-2 c_{2}(x)^{2}-2 c_{1}{ }^{2} c_{2}+c_{2}{ }^{3}+4 c_{2} c_{1} x\right)}{a c_{0}{ }^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+ \\
+1 / 2 \frac{\sqrt{2}\left(2(x)^{4}-8(x)^{3} c_{1}+\left(c_{2}^{2}+12 c_{1}^{2}\right)(x)^{2}+\left(-2 c_{2}^{2} c_{1}-8 c_{1}^{3}\right) x\right)}{a c_{0}^{2} y\left((x(s))^{2}-2 x c_{1}+c_{1}^{2}\right)}+ \\
+1 / 2 \frac{\sqrt{2}\left(c_{1}^{2} c_{2}^{2}+2 c_{1}^{4}\right)}{a c_{0}^{2} y\left((x(s))^{2}-2 x c_{1}+c_{1}^{2}\right)},
\end{gathered}
$$

and

$$
\begin{gather*}
\frac{d^{2}}{d s^{2}} V(s)=-\frac{\left(2(x)^{2}-4 x c_{1}-3 c_{2} y+2(y)^{2}+2 c_{1}^{2}+c_{2}{ }^{2}\right) \frac{d}{d s} V(s)}{a c_{0}\left(x-c_{1}\right)}+ \\
+\frac{\left((y)^{2}+c_{2}^{2}-2 c_{2} y+c_{1}^{2}-2 x c_{1}+(x)^{2}\right) \sqrt{2} y \frac{d}{d s} P(s)}{c_{0} a^{2}\left(x-c_{1}\right)}+ \\
+M(s) V(s)+N(s) P(s)+1 / 2 \frac{\sqrt{2}\left(c_{0}-2 \alpha c_{3}\right) s(y)^{3}}{a^{2} c_{0}{ }^{2}\left(x-c_{1}{ }^{2}\right)}+ \\
+1 / 2 \frac{\sqrt{2}\left(-2 c_{0} c_{2}+4 \alpha c_{3} c_{2}\right) s(y)^{2}}{a^{2} c_{0}{ }^{2}\left(x-c_{1}^{2}\right)}+ \\
+1 / 2 \frac{\sqrt{2}\left(-2 \alpha c_{3} c_{2}^{2}+c_{2}^{2} c_{0}+c_{1}^{2} c_{0}+x^{2}\left(c_{0}-2 \alpha c_{3}\right)-2 \alpha c_{3} c_{1}^{2}\right) s y}{a^{2} c_{0}{ }^{2}\left(x-c_{1}^{2}\right)}+ \\
+1 / 2 \frac{\sqrt{2}\left(\left(4 \alpha c_{3} c_{1}-2 c_{0} c_{1}\right) x\right) s y}{a^{2} c_{0}{ }^{2}\left(x-c_{1}^{2}\right)}, \tag{29}
\end{gather*}
$$

where

$$
\begin{gathered}
M(s)=-2 \frac{(y)^{4}}{a^{2} c_{0}{ }^{2}\left((x)^{2}-2 x(s) c_{1}+c_{1}^{2}\right)}+5 \frac{(y)^{3} c_{2}}{a^{2} c_{0}^{2}\left((x)^{2}-2 x(s) c_{1}+c_{1}^{2}\right)}- \\
-\frac{\left(-4 x c_{1}+2(x)^{2}+4 c_{2}^{2}+2 c_{1}^{2}\right)(y)^{2}}{a^{2} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}-\frac{\left(-c_{2}(x)^{2}-c_{1}{ }^{2} c_{2}+2 c_{2} c_{1} x-c_{2}^{3}\right) y}{a^{2} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}, \\
N(s)=\frac{\sqrt{2}(y)^{5}}{a^{3} c_{0}{ }^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}-3 \frac{\sqrt{2}(y)^{4} c_{2}}{a^{3} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+ \\
+\frac{\sqrt{2}\left(2(x)^{2}+3 c_{2}^{2}+2 c_{1}^{2}-4 x c_{1}\right)(y)^{3}}{a^{3} c_{0}^{2}\left((x)^{2}-2 x c_{1}+c_{1}^{2}\right)}+
\end{gathered}
$$

$$
\begin{gathered}
+\frac{\sqrt{2}\left(-3 c_{2}(x)^{2}-c_{2}^{3}-3 c_{1}{ }^{2} c_{2}+6 c_{2} c_{1} x\right)(y)^{2}}{a^{3} c_{0}{ }^{2}\left((x)^{2}-2 x c_{1}+c_{1}{ }^{2}\right)}+ \\
+\frac{\sqrt{2}\left((x)^{4}-4(x)^{3} c 1+\left(6 c 1^{2}+c 2^{2}\right)(x)^{2}+\left(-2 c 2^{2} c 1-4 c 1^{3}\right) x\right)}{a^{3} c 0^{2}\left((x)^{2}-2 x c 1+c 1^{2}\right)}+ \\
+\frac{\sqrt{2}\left(c 1^{4}+c 1^{2} c 2^{2}\right) y}{a^{3} c 0^{2}\left((x)^{2}-2 x c 1+c 1^{2}\right)} .
\end{gathered}
$$

The expressions for functions $x(s)$ and $y(s)$ are dependent on the choice of parameters and can be defined from the equations (16).

The integration of the equations (28)-(29) for the additional coordinates $P(s)$, $Q(s)$ is reduced to investigation of a $2 \times 2$ system of second order ODE's with variable coefficients.

Remark that the matrix $E$ and its properties play important role in the analysis of such type of system of equations.

In result we get the correspondence between the geodesic in the $x, y, x, t$-space and the geodesic in the space with local coordinates $P, Q, U, V$ (partner space).

The studying of such type of correspondence may be useful from various points of view.

## 4 Translation surfaces of the Gödel spaces

Now we discuss some properties of translation surfaces of the Gödel spaces.
According with definition ([15]) translation surfaces in arbitrary Riemannian space are defined by the systems of equations for local coordinates $x^{i}(u, v)$ of the space

$$
\begin{equation*}
\frac{\partial x^{i}(u, v)}{\partial u \partial v}+\Gamma_{j k}^{i}\left(x^{m}\right) \frac{\partial x^{j}(u, v)}{\partial u} \frac{\partial x^{k}(u, v)}{\partial v}=0 \tag{30}
\end{equation*}
$$

where $\Gamma_{j k}^{i}$ are the Christoffel coefficients.
In the case of the Gödel metric (6) we get the equations

$$
\begin{gather*}
\frac{\partial^{2}}{\partial u \partial v} x(u, v)+\frac{\sqrt{2}}{2 a} \frac{\partial y(u, v)}{\partial u} \frac{\partial t(u, v)}{\partial v}+\frac{\sqrt{2}}{2 a} \frac{\partial t(u, v)}{\partial u} \frac{\partial y(u, v)}{\partial v}=0,  \tag{31}\\
\frac{\partial^{2}}{\partial u \partial v} y(u, v)-\frac{\sqrt{2}}{2 a} \frac{\partial x(u, v)}{\partial v} \frac{\partial t(u, v)}{\partial u}-\frac{\sqrt{2}}{2 a} \frac{\partial t(u, v)}{\partial v} \frac{\partial x(u, v)}{\partial u}- \\
-\frac{1}{y(u, v)} \frac{\partial x(u, v)}{\partial u} \frac{\partial x(u, v)}{\partial v}-\frac{1}{y(u, v)} \frac{\partial y(u, v)}{\partial u} \frac{\partial y(u, v)}{\partial v}=0, \tag{32}
\end{gather*}
$$

$$
\begin{gather*}
\frac{\partial^{2}}{\partial u \partial v} t(u, v)-\frac{1}{y(u, v)} \frac{\partial y(u, v)}{\partial u} \frac{\partial t(u, v)}{\partial v}-\frac{1}{y(u, v)} \frac{\partial t(u, v)}{\partial u} \frac{\partial y(u, v)}{\partial v}- \\
-\frac{\sqrt{2 a}}{2 y(u, v)^{2}} \frac{\partial x(u, v)}{\partial u} \frac{\partial y(u, v)}{\partial v}-\frac{\sqrt{2 a}}{2 y(u, v)^{2}} \frac{\partial x(u, v)}{\partial v} \frac{\partial y(u, v)}{\partial u}=0,  \tag{33}\\
\frac{\partial^{2}}{\partial u \partial v} z(u, v)=0 . \tag{34}
\end{gather*}
$$

Full integration of this nonlinear system of equations is a difficult problem.
Give one example.
With this aim we present our system of equations in new coordinates $u=r+s, v=r-s$.

It takes the form

$$
\begin{gathered}
2\left(1 / 4 \frac{\partial^{2}}{\partial r^{2}} x(r, s)-1 / 4 \frac{\partial^{2}}{\partial s^{2}} x(r, s)\right) a+ \\
+\sqrt{2}\left(1 / 2 \frac{\partial}{\partial r} y(r, s)+1 / 2 \frac{\partial}{\partial s} y(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} t(r, s)-1 / 2 \frac{\partial}{\partial s} t(r, s)\right)+ \\
+\sqrt{2}\left(1 / 2 \frac{\partial}{\partial r} t(r, s)+1 / 2 \frac{\partial}{\partial s} t(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} y(r, s)-1 / 2 \frac{\partial}{\partial s} y(r, s)\right)=0, \\
+2\left(1 / 4 \frac{\partial^{2}}{\partial r^{2}} y(r, s)-1 / 4 \frac{\partial^{2}}{\partial s^{2}} y(r, s)\right) y(r, s) a+ \\
+\sqrt{2}\left(1 / 2 \frac{\partial}{\partial r} x(r, s)+1 / 2 \frac{\partial}{\partial s} x(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} t(r, s)-1 / 2 \frac{\partial}{\partial s} t(r, s)\right) y(r, s)+ \\
+2\left(1 / 2 \frac{\partial}{\partial r} y(r, s)+1 / 2 \frac{\partial}{\partial s} y(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} y(r, s)-1 / 2 \frac{\partial}{\partial s} y(r, s)\right) a+ \\
+\sqrt{2}\left(1 / 2 \frac{\partial}{\partial r} t(r, s)+1 / 2 \frac{\partial}{\partial s} t(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} x(r, s)-1 / 2 \frac{\partial}{\partial s} x(r, s)\right) y(r, s)=0, \\
+2\left(1 / 2 \frac{\partial}{\partial r} x(r, s)-1 / 2 \frac{\partial}{\partial s} x(r, s)\right) a+ \\
+2\left(1 / 4 \frac{\partial^{2}}{\partial r^{2}} t(r, s)-1 / 4 \frac{\partial^{2}}{\partial s^{2}} t(r, s)\right)(y(r, s))^{2}+ \\
+\sqrt{2} a\left(1 / 2 \frac{\partial}{\partial r} y(r, s)+1 / 2 \frac{\partial}{\partial s} y(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} x(r, s)-1 / 2 \frac{\partial}{\partial s} x(r, s)\right)+ \\
+\sqrt{2} a\left(1 / 2 \frac{\partial}{\partial r} x(r, s)+1 / 2 \frac{\partial}{\partial s} x(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} y(r, s)-1 / 2 \frac{\partial}{\partial s} y(r, s)\right)+ \\
+
\end{gathered}
$$

$$
\begin{aligned}
& +2\left(1 / 2 \frac{\partial}{\partial r} y(r, s)+1 / 2 \frac{\partial}{\partial s} y(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} t(r, s)-1 / 2 \frac{\partial}{\partial s} t(r, s)\right) y(r, s)+ \\
& + \\
& +2\left(1 / 2 \frac{\partial}{\partial r} t(r, s)+1 / 2 \frac{\partial}{\partial s} t(r, s)\right)\left(1 / 2 \frac{\partial}{\partial r} y(r, s)-1 / 2 \frac{\partial}{\partial s} y(r, s)\right) y(r, s)=0
\end{aligned}
$$

A solution of this system of equations we shall seek in the form

$$
y(r, s)=B(r), \quad t(r, s)=C(r)-s, \quad x(r, s)=s+A(r)
$$

where $B(r), C(r), A(r)$ are some unknown functions.
In result our system takes the form

$$
\begin{gathered}
\left(\frac{d^{2}}{d r^{2}} C(r)\right)(B(r))^{2}-\sqrt{2} a\left(\frac{d}{d r} B(r)\right) \frac{d}{d r} A(r)-2\left(\frac{d}{d r} B(r)\right) B(r) \frac{d}{d r} C(r)=0, \\
\left(\frac{d^{2}}{d r^{2}} B(r)\right) B(r) a-a\left(\frac{d}{d r} A(r)\right)^{2}+a-\sqrt{2} B(r)\left(\frac{d}{d r} A(r)\right) \frac{d}{d r} C(r)-\sqrt{2} B(r)- \\
-\left(\frac{d}{d r} B(r)\right)^{2} a=0, \\
\left(\frac{d^{2}}{d r^{2}} A(r)\right) a+\sqrt{2}\left(\frac{d}{d r} B(r)\right) \frac{d}{d r} C(r)=0 .
\end{gathered}
$$

Using the first integral

$$
\frac{d}{d r} C(r)=-\frac{\sqrt{2} a \frac{d}{d r} A(r)}{B(r)}+\alpha,
$$

the system can be written in the form

$$
\begin{gathered}
\left(\frac{d^{2}}{d r^{2}} B(r)\right) B(r) a+a\left(\frac{d}{d r} A(r)\right)^{2}+a-\sqrt{2}\left(\frac{d}{d r} A(r)\right) \alpha B(r)-\sqrt{2} B(r)- \\
-\left(\frac{d}{d r} B(r)\right)^{2} a=0 \\
\left(\frac{d^{2}}{d r^{2}} A(r)\right) a B(r)-2\left(\frac{d}{d r} B(r)\right) a \frac{d}{d r} A(r)+\sqrt{2}\left(\frac{d}{d r} B(r)\right) \alpha B(r)=0 .
\end{gathered}
$$

Integration of the last equation gives us the expression for the function $A(r)$

$$
A(r)=\int \frac{B(r)\left(\sqrt{2} \alpha+B(r) C_{1} a\right)}{a} d r+C_{2}
$$

with parameters $C_{1}, C_{2}$ and $\alpha$.
After substitution of the expression for $A(r)$ in the first equation we get the equation

$$
\left(\frac{d^{2}}{d r^{2}} B(r)\right) B(r) a+(B(r))^{3} \sqrt{2} \alpha C_{1}+(B(r))^{4} C_{1}{ }^{2} a+a-\sqrt{2} B(r)-
$$

$$
-\left(\frac{d}{d r} B(r)\right)^{2} a=0
$$

for the function $B(r)$.
Remark that this equation can be written in the form

$$
\frac{d^{2}}{d r^{2}} E(r)=\frac{\sqrt{2} e^{-E(r)}}{a}-C_{1}^{2} e^{2 E(r)}-\frac{\sqrt{2} \alpha C_{1} e^{E(r)}}{a}-e^{-2 E(r)}
$$

after the change of variable $B(r)=\exp (E(r))$.
With the help of its solutions the examples of the translation surfaces of the Gödel space (6) can be constructed.

They can be presented in form

$$
t+x=A(r)+C(r), \quad y=B(r)
$$

or $t(x, y)=x+\phi(y)$ with some function $\phi(y)$.
Detailed consideration of properties of this type of translation surfaces, their intrinsic geometry and characteristic lines will be done in following publications of author.

Remark that with the help of the translation surfaces the properties of closed trajectories of the Gödel space can be investigated.

Let us consider the eight-dimensional extension of the Gödel space with the metric (17).

Translation surfaces in this case are determined by the equations (28)-(31) for coordinates $x, y, z, t$ and by the linear system of equations in coordinates $P, Q, U, V$

$$
\begin{gather*}
\frac{\partial^{2}}{\partial u \partial v} P(u, v)- \\
-\frac{1}{2 a y^{3}}\left(-2 a^{2} \sqrt{2} \frac{\partial x}{\partial u} \frac{\partial x}{\partial v}-2 a y \frac{\partial x}{\partial u} \frac{\partial t}{\partial v}+2 a^{2} \sqrt{2} \frac{\partial y}{\partial u} \frac{\partial y}{\partial v}-2 a y \frac{\partial t}{\partial u} \frac{\partial x}{\partial v}\right) V(u, v)+ \\
+\frac{1}{2 a y^{3}}\left(2 a^{2} \frac{\partial x}{\partial u}+\sqrt{2} y^{3} \frac{\partial t}{\partial u}\right) \frac{\partial Q(u, v)}{\partial v}+\frac{1}{2 a y^{3}}\left(2 a^{2} \frac{\partial x}{\partial v}+\sqrt{2} y^{3} \frac{\partial t}{\partial v}\right) \frac{\partial Q(u, v)}{\partial u}+ \\
+\frac{a \sqrt{2}}{2 y^{2}} \frac{\partial y}{\partial u} \frac{\partial V(u, v)}{\partial v}+\frac{a \sqrt{2}}{2 y^{2}} \frac{\partial y}{\partial v} \frac{\partial V(u, v)}{\partial u}=0  \tag{35}\\
\frac{\partial^{2}}{\partial u \partial v} Q(u, v)+ \\
+\frac{1}{2 a y^{3}}\left(6 a y \frac{\partial x}{\partial u} \frac{\partial x}{\partial v}+2 \sqrt{2} y^{2} \frac{\partial x}{\partial u} \frac{\partial t}{\partial v}+2 \sqrt{2} y^{2} \frac{\partial x}{\partial v} \frac{\partial t}{\partial u}+2 a y \frac{\partial y}{\partial u} \frac{\partial y}{\partial v}\right) Q(u, v)+ \\
+\frac{1}{2 a y^{3}}\left(-2 a y \frac{\partial x}{\partial u} \frac{\partial y}{\partial v}-2 \sqrt{2} y^{2} \frac{\partial y}{\partial u} \frac{\partial t}{\partial v}-2 \sqrt{2} y^{2} \frac{\partial y}{\partial v} \frac{\partial t}{\partial u}-2 a y \frac{\partial y}{\partial u} \frac{\partial x}{\partial v}\right) P(u, v)+
\end{gather*}
$$

$$
\begin{gather*}
+\frac{1}{2 a y^{3}}\left(2 a y \frac{\partial y}{\partial u} \frac{\partial t}{\partial v}+2 \sqrt{2} y^{2} \frac{\partial y}{\partial v} \frac{\partial x}{\partial u}+2 \sqrt{2} y^{2} \frac{\partial y}{\partial u} \frac{\partial x}{\partial v}+2 a y \frac{\partial y}{\partial v} \frac{\partial t}{\partial u}\right) V(u, v)+ \\
+\frac{1}{y} \frac{\partial y}{\partial u} \frac{\partial Q(u, v)}{\partial v}+\frac{1}{y} \frac{\partial y}{\partial v} \frac{\partial Q(u, v)}{\partial u}-\frac{\sqrt{2}}{2 a} \frac{\partial t}{\partial u} \frac{\partial P(u, v)}{\partial v}-\frac{\sqrt{2}}{2 a} \frac{\partial t}{\partial v} \frac{\partial P(u, v)}{\partial u}+ \\
+\frac{1}{2 a y^{3}}\left(2 a y^{2} \frac{\partial t}{\partial u}+\sqrt{2} a^{2} y \frac{\partial x}{\partial u}\right) \frac{\partial V(u, v)}{\partial v}+ \\
+\frac{1}{2 a y^{3}}\left(2 a y^{2} \frac{\partial t}{\partial v}+\sqrt{2} a^{2} y \frac{\partial x}{\partial v}\right) \frac{\partial V(u, v)}{\partial u}=0,  \tag{36}\\
\frac{\partial^{2}}{\partial u \partial v} V(u, v)+-\frac{1}{a^{2}}\left(\frac{\partial y}{\partial u} \frac{\partial t}{\partial v}+\frac{\partial y}{\partial v} \frac{\partial t}{\partial u}\right) Q(u, v)- \\
-\frac{1}{a^{2} y}\left(y \frac{\partial x}{\partial u} \frac{\partial t}{\partial v}+a \sqrt{2} \frac{\partial x}{\partial u} \frac{\partial x}{\partial v}+a \sqrt{2} \frac{\partial y}{\partial u} \frac{\partial y}{\partial v}+y \frac{\partial t}{\partial u} \frac{\partial x}{\partial v}\right) P(u, v)+ \\
+\frac{1}{a y^{2}}\left(2 a \frac{\partial x}{\partial u} \frac{\partial x}{\partial v}+y \sqrt{2} \frac{\partial x}{\partial u} \frac{\partial t}{\partial v}+y \sqrt{2} \frac{\partial t}{\partial u} \frac{\partial x}{\partial v}\right) V(u, v)+ \\
+\frac{\sqrt{2}}{2 a} \frac{\partial x}{\partial u} \frac{\partial Q}{\partial v}+\frac{\sqrt{2}}{2 a} \frac{\partial x}{\partial v} \frac{\partial Q}{\partial u}+\frac{1}{y} \frac{\partial y}{\partial u} \frac{\partial V}{\partial v}+\frac{1}{y} \frac{\partial y}{\partial v} \frac{\partial V}{\partial u}- \\
-\frac{\sqrt{2}}{2 a} \frac{\partial y}{\partial v} \frac{\partial P}{\partial u}-\frac{\sqrt{2}}{2 a} \frac{\partial y}{\partial u} \frac{\partial P}{\partial v}=0,  \tag{37}\\
\frac{\partial^{2}}{\partial u \partial v} U(u, v)=0 . \tag{38}
\end{gather*}
$$

The system of linear equations (32)-(35) is the matrix analog of the Laplace equation

$$
\begin{equation*}
\frac{\partial^{2} \Psi(u, v)}{\partial u \partial v}+A(u, v) \frac{\partial \Psi(u, v)}{\partial u}+B(u, v) \frac{\partial \Psi(u, v)}{\partial v}+C(u, v) \Psi(u, v)=0 \tag{39}
\end{equation*}
$$

where

$$
\Psi(u, v)=\left(\begin{array}{c}
P(u, v) \\
Q(u, v) \\
U(u, v) \\
V(u, v)
\end{array}\right)
$$

is a vector-function, and $A(u, v), B(u, v), C(u, v)$ are matrices depending on the variables $(u, v)$.

For integration of such type of equation the matrix generalization of the Darboux Invariants [16] can be used.
Remark 2. We remind basic facts on the integration of the matrix Laplaceequation.

The system (39) can be presented in the form

$$
\left(\partial_{u}+B\right)\left(\partial_{v}+A\right) \Psi-H \Psi=0,
$$

or

$$
\left(\partial_{v}+A\right)\left(\partial_{u}+B\right) \Psi-K \Psi=0,
$$

where

$$
H=\frac{\partial A}{\partial u}+B A-C, \quad K=\frac{\partial B}{\partial v}+A B-C,
$$

are the Darboux invariants of the system.
In the case $K=0$ or $H=0$ the system can be integrated.
If $K \neq 0$ and $H \neq 0$ the system may be presented in a similar form for the functions

$$
\Psi_{1}=\frac{\partial \Psi}{\partial y}+A \Psi .
$$

or

$$
\Psi_{-1}=\frac{\partial \Psi}{\partial x}+B \Psi .
$$

In the first case one gets

$$
\frac{\partial^{2} \Psi_{1}(u, v)}{\partial u \partial v}+A_{1}(u, v) \frac{\partial \Psi_{1}(u, v)}{\partial u}+B_{1}(u, v) \frac{\partial \Psi_{1}(u, v)}{\partial v}+C_{1}(u, v) \Psi_{1}(u, v)=0,
$$

where

$$
A_{1}=H A H^{-1}-H_{v} H^{-1}, \quad B_{1}=B, \quad C_{1}=B_{v}-H+\left(H A H^{-1}-H_{v} H^{-1}\right) B .
$$

The invariants $H_{1}$ and $K_{1}$ for this equation are

$$
\begin{gathered}
H_{1}=H-B_{v}+\left(H A H^{-1}-H_{y} H^{-1}\right)_{u}+B\left(H A H^{-1}-H_{v} H^{-1}\right)-\left(H A H^{-1}-H_{v} H^{-1}\right) B, \\
K_{1}=H .
\end{gathered}
$$

In the case $H_{1}=0$ the system can be integrated.
In the second case we get the equation for the function $\Psi_{-1}$
$\frac{\partial^{2} \Psi_{-1}(u, v)}{\partial u \partial v}+A_{-1}(u, v) \frac{\partial \Psi_{-1}(u, v)}{\partial u}+B_{-1}(u, v) \frac{\partial \Psi_{-1}(u, v)}{\partial v}+C_{-1}(u, v) \Psi_{-1}(u, v)=0$,
where

$$
B_{-1}=K B K^{-1}-K_{u} K^{-1}, \quad A_{-1}=A, \quad C_{-1}=A_{u}-K+\left(K B K^{-1}-K_{u} K^{-1}\right) A .
$$

The invariants $H_{-1}$ and $K_{-1}$ for this equation are

$$
\begin{gathered}
K_{-1}=K-A_{u}+\left(K B K^{-1}-K_{u} K^{-1}\right)_{v}+A\left(K B K^{-1}-K_{u} K^{-1}\right)-\left(K B K^{-1}-K_{u} K^{-1}\right) A, \\
H_{-1}=K
\end{gathered}
$$

and by the condition $K_{-1}=0$ the system is also integrable.
To integrate the system of equations (39) in explicit form it is necessary to use the expressions for coordinates $x(u, v), y(u, v), z(u, v), t(u, v)$ of translation surfaces of the basic space.

The properties of the invariants $H$ and $K$ also may be important for classifications of translation surfaces of the basic and extended Gödel space.

## 5 On the spectrum of the Gödel space-time metric

In this section the spectrum $\lambda$ of de Rham operator

$$
\Delta=g^{i j} \nabla_{i} \nabla_{j}-R i c c i
$$

defined on a four-dimensional Riemannian manifold and acting on 1-forms

$$
\omega=A_{i}(x, y, z) d x^{i}=u(x, y, z, t) d x+v(x, y, z, t) d y+p(x, y, z, t) d z+q(x, y, z, t) d t
$$

will be calculated.
The problem is reduced to the solution of the system of equations

$$
\begin{equation*}
g^{i j} \nabla_{i} \nabla_{j} A_{k}-R_{k}^{l} A_{l}-\mu^{2} A_{k}=0 \tag{40}
\end{equation*}
$$

where $\nabla_{k}$ is a symbol of covariant derivative and $R_{j}^{i}$ is the Ricci tensor of the metric $g^{i j}$ of the Gödel space-time.

We use the Gödel space-time metric in form (11) and for simplicity sake the components of the 1 -form $\omega$ will be presented as

$$
A_{k}=[0, v(y, t), 0, q(y, t)]
$$

As this takes place the system (40) looks as

$$
\begin{gathered}
-\frac{\partial}{\partial t} v(y, t)+\frac{\partial}{\partial y} q(y, t)=0 \\
2\left(\frac{\partial}{\partial y} v(y, t)\right) y+\left(\frac{\partial^{2}}{\partial y^{2}} v(y, t)\right) y^{2}+a^{2} \frac{\partial^{2}}{\partial t^{2}} v(y, t)-\mu^{2} v(y, t) a^{2}=0 \\
2\left(\frac{\partial}{\partial y} q(y, t)\right) y-2\left(\frac{\partial}{\partial t} v(y, t)\right) y+\left(\frac{\partial^{2}}{\partial y^{2}} q(y, t)\right) y^{2}+\left(\frac{\partial^{2}}{\partial t^{2}} q(y, t)\right) a^{2}- \\
-\mu^{2} q(y, t) a^{2}=0 .
\end{gathered}
$$

It is equivalent to the following non-homogeneous equation

$$
\begin{equation*}
-\left(\frac{\partial^{2}}{\partial y^{2}} \Phi(y, t)\right) y^{2}-\left(\frac{\partial^{2}}{\partial t^{2}} \Phi(y, t)\right) a^{2}+\mu^{2} \Phi(y, t) a^{2}+\epsilon=0 \tag{41}
\end{equation*}
$$

where

$$
q(y, t)=\frac{\partial \Phi(y, t)}{\partial t}, v(y, t)=\frac{\partial \Phi(y, t)}{\partial y}
$$

and $\epsilon$ is a parameter.
The simplest solution of homogeneous equation can be presented in the form

$$
\begin{equation*}
\Phi(y, t)=F_{1}(y) F_{2}(t) \tag{42}
\end{equation*}
$$

where

$$
\begin{gather*}
\frac{d^{2}}{d t^{2}} F_{2}(t)=-\frac{c_{1} F_{2}(t)}{a^{2}}+\mu^{2} F_{2}(t) \\
\frac{d^{2}}{d y^{2}} F_{1}(y)=\frac{c_{1} F_{1}(y)}{y^{2}} \tag{43}
\end{gather*}
$$

and $c_{1}$ is a parameter.
The second equation from (43) has the form

$$
\frac{d^{2}}{d y^{2}} F_{1}(y)-\frac{c_{1} F_{1}(y)}{y^{2}}=0
$$

and its solutions are defined by the relations

$$
\begin{gathered}
\frac{F_{1}}{\sqrt{y}}=C_{1} \cos (b \ln (y))+C_{2} \sin (b \ln (y)), \quad b^{2}=-c_{1}-\frac{1}{4}>0 \\
\frac{F_{1}}{\sqrt{y}}=C_{1} x^{b}+C_{2} x^{-b}, \quad b^{2}=\frac{1}{4}+c_{1}>0 \\
\frac{F_{1}}{\sqrt{y}}=C_{1}+C_{2} \ln (y), \quad c_{1}=-\frac{1}{4}
\end{gathered}
$$

which depend on the parameter $c_{1}$.
The solutions of the first equation of the system (43) are

$$
F_{2}(t)=C_{3} \sin \left(1 / 4 \frac{\sqrt{2} \sqrt{c_{1}-8 \mu^{2} a^{2}} t}{a}\right)+C_{4} \cos \left(1 / 4 \frac{\sqrt{2} \sqrt{c_{1}-8 \mu^{2} a^{2}} t}{a}\right) .
$$

In result the general solution of the equation (41) can be constructed with the help of solutions $F_{1}(y)$ and $F_{2}(t)$.

So in dependence depend upon the choice of $c_{1}$ the spectrum of manifold and the solutions of the equation (41) will be various.

The problem of solutions of the system (40) in more general case of the 1-form $\omega=A_{i}(x, y, z) d x^{i}$ requires more detailed consideration.

Remark 3. For determination of the spectrum $\lambda$ of Laplace operator

$$
\Delta=g^{i j} \nabla_{i} \nabla_{j}
$$

acting on the $0-$ form- function $\psi(x, y, z, t)$ defined on the manifold with the metric $g_{i j}$, it is necessary to solve the equation

$$
g^{i j} \nabla_{i} \nabla_{j} \psi=\lambda \psi
$$

In the case of Gödel space-time metric (6) we get

$$
a\left(\frac{\partial^{2}}{\partial x^{2}} \psi(x, y, z, t)\right) e^{\frac{2 x}{a}}+2 a\left(\frac{\partial^{2}}{\partial y^{2}} \psi(x, y, z, t)\right)+\left(\frac{\partial}{\partial x} \psi(x, y, z, t)\right) e^{\frac{2 x}{a}}-
$$

$$
\begin{aligned}
-4 a e^{\frac{x}{a}}\left(\frac{\partial^{2}}{\partial t \partial y} \psi(x, y, z, t)\right)+ & +a\left(\frac{\partial^{2}}{\partial z^{2}} \psi(x, y, z, t)\right) e^{\frac{2 x}{a}}+a\left(\frac{\partial^{2}}{\partial t^{2}} \psi(x, y, z, t)\right) e^{\frac{2 x}{a}}- \\
& -a \lambda \psi(x, y, z, t) e^{\frac{2 x}{a}}=0 .
\end{aligned}
$$

The substitution here the function $\psi(x, y, z, t)$ in form

$$
\psi(x, y, z, t)=V(x) \exp (-x /(2 a)) \exp (m y+n z+k t)
$$

where $m, n, k$ are the parameters lead to the equation

$$
\frac{d^{2}}{d x^{2}} V(x)-\left(-2 m^{2} e^{-\frac{2 x}{a}}+4 k m e^{-\frac{x}{a}}-n^{2}-k^{2}+1 / 4 a^{-2}+\lambda\right) V(x)=0 .
$$

having the form of one dimensional Schrödinger equation for the spectrum of the particle in the field with the Morse potential.

In such type of potential a finite number of stationary states $\lambda_{n}$ at the some relations between the parameters $m, n, k, a$ may be existed.

This fact is important for understanding of the properties of the Gödel space-time metric.

## 6 Spatial metric of the four-dimensional Gödel space-time

The spatial metric of any four-dimensional metric

$$
{ }^{4} d s^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta}+2 g_{0 \alpha} d x^{0} d x^{\alpha}+g_{00} d x^{0} d x^{0}
$$

has the form

$$
{ }^{3} d l^{2}=\gamma_{\alpha \beta} d x^{\alpha} d x^{\beta},
$$

where

$$
\gamma_{\alpha \beta}=-g_{\alpha \beta}+\frac{g_{0 \alpha} g_{0 \beta}}{g_{00}}
$$

is a three-dimensional tensor determining the properties of the space.
In the case of the Gödel space-time the spatial three-dimensional metric has the form

$$
\begin{equation*}
-{ }^{3} d l^{2}=\frac{a^{2}}{y^{2}}\left(d x^{2}+d y^{2}\right)+d z^{2} . \tag{44}
\end{equation*}
$$

Three-dimensional space with the metric (44) belongs to one of the eight types of W.Thurston geometries and has diverse global properties.

In particular it admits the surfaces bundle.
As example we consider the translation surfaces of the space (44).
They defined by the system of equations for coordinates $x(u, v), y(u, v)$ and $z(u, v)$

$$
\left(\frac{\partial^{2}}{\partial u \partial v} x(u, v)\right) y(u, v)-\left(\frac{\partial}{\partial u} x(u, v)\right) \frac{\partial}{\partial v} y(u, v)-\left(\frac{\partial}{\partial u} y(u, v)\right) \frac{\partial}{\partial v} x(u, v)=0,
$$

$$
\begin{gather*}
\left(\frac{\partial^{2}}{\partial u \partial v} y(u, v)\right) y(u, v)+\left(\frac{\partial}{\partial u} x(u, v)\right) \frac{\partial}{\partial v} x(u, v)-\left(\frac{\partial}{\partial u} y(u, v)\right) \frac{\partial}{\partial v} y(u, v)=0,  \tag{45}\\
\frac{\partial^{2}}{\partial u \partial v} z(u, v)=0 .
\end{gather*}
$$

The simplest solutions of these equations are of the form

$$
\begin{gathered}
y(u, v)=1 / 2\left(1+\left(\left(\frac{u}{v}\right)^{C_{1}}\right)^{2}\left(e^{C_{2} C_{1}}\right)^{-2}\right) e^{C_{2} C_{1}}\left(\left(\frac{u}{v}\right)^{C_{1}}\right)^{-1} C_{1}^{-1}, \\
x(u, v)=\ln (u)+\ln (v),
\end{gathered}
$$

and

$$
z(u, v)=A(u)+B(v),
$$

where $A(v)$ and $B(v)$ are arbitrary functions and $C_{1}, C_{2}$ are parameters.
In particular case $C_{1}=1, C_{2}=0$ one get

$$
y(u, v)=1 / 2 \frac{u^{2}+v^{2}}{u v}, \quad x(u, v)=\ln (u v) .
$$

From here we find

$$
v=\sqrt{y e^{x}+e^{x} \sqrt{y^{2}-1}}, \quad u=\frac{e^{x}}{\sqrt{y e^{x}+e^{x} \sqrt{y^{2}-1}}}
$$

and

$$
z(x, y)=A\left(\sqrt{y e^{x}+e^{x} \sqrt{y^{2}-1}}\right)+B\left(\frac{e^{x}}{\sqrt{y e^{x}+e^{x} \sqrt{y^{2}-1}}}\right)
$$

with arbitrary functions $A(u), B(v)$.
The properties of surfaces are dependent on the choice of the functions $A$ and $B$.

Remark 4. From the system (45) we find the relations

$$
\begin{aligned}
& \left(\frac{\partial}{\partial v} x(u, v)\right)^{2}-\frac{e^{2 z(u, v)}}{v^{2}}+\left(\frac{\partial}{\partial v} z(u, v)\right)^{2} e^{2 z(u, v)}=0, \\
& \left(\frac{\partial}{\partial u} x(u, v)\right)^{2}-\frac{e^{2 z(u, v)}}{u^{2}}+\left(\frac{\partial}{\partial u} z(u, v)\right)^{2} e^{2 z(u, v)}=0,
\end{aligned}
$$

where $z(u, v)=\ln (y(u, v))$.
This fact allows us to get one equation in variable $y(u, v)$ only.

$$
\begin{aligned}
& \left(-\sqrt{(y)^{2}-\left(\frac{\partial}{\partial v} y\right)^{2} v^{2} v}\left(\frac{\partial}{\partial u} y\right) u^{2}+\sqrt{(y)^{2}-\left(\frac{\partial}{\partial u} y\right)^{2} u^{2} u}\left(\frac{\partial}{\partial v} y\right) v^{2}\right) \frac{\partial^{2}}{\partial u \partial v} y+ \\
& +\sqrt{(y(u, v))^{2}-\left(\frac{\partial}{\partial v} y\right)^{2} v^{2} v}\left(\frac{\partial}{\partial v} y\right) y-\sqrt{(y)^{2}-\left(\frac{\partial}{\partial u} y\right)^{2} u^{2} u}\left(\frac{\partial}{\partial u} y\right) y=0 .
\end{aligned}
$$
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#### Abstract

In this article $n$-ary analogs of the concept of normalizer of a subgroup of a group are constructed. It is proved that in an $n$-ary group the role of these $n$-ary analogs play the concepts of a normalizer and seminormalizer of $n$-ary subgroup in $n$-ary group. A connection of these analogs with its binary prototypes is established.
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In this article for any $n$-ary group $<A,[]>$ we denote by $\theta_{A}$ the introduced by Post [1] equivalence which is defined on a free semigroup $F_{A}$ by the rule: $(\alpha, \beta) \in \theta_{A}$ if and only if there exist sequences $\gamma$ and $\delta$ such that $[\gamma \alpha \delta]=[\gamma \beta \delta]$.

For any $n$-ary group $<A,[]>$ Post defined also the universal enveloping group $A^{*}=F_{A} / \theta_{A}$. In this enveloping group he selected a normal subgroup

$$
A_{o}=\left\{\theta_{A}\left(a_{1} \ldots a_{n-1}\right) \mid a_{1}, \ldots, a_{n-1} \in A\right\},
$$

which is called a corresponding group for the group $\langle A,[]\rangle$ and he proved that

$$
A^{*} / A_{o}=\left\{\theta_{A}(a) A_{o}, \theta_{A}^{2}(a) A_{o}, \ldots, \theta_{A}^{n-1}(a) A_{o}=A_{o}\right\}
$$

for any $a \in A$, moreover $A^{*} / A_{o}$ is a cyclic group of order $n-1$, but generating coset of this cyclic group is an $n$-ary group that is isomorphic to the $n$-ary group $<A,[]>$.

We use standard notations. We remark only that one can find definition of $n$-ary group in the book of V.D. Belousov [2]. In this book the existence of the group $A^{*}$ is proved and properties of a solution of the equation $[x \underbrace{a \ldots a}_{n-1}]=a$ are given. This solution is denoted by the symbol $\bar{a}$ and is called a skew element for the element $a$.

We recall the normalizer of a subset $B$ in an $n$-ary group $<A,[]>([3])$ is the set

$$
N_{A}(B)=\left\{x \in A \mid\left[x^{n-1}\right]=\left[\stackrel{i}{B} x^{n-1-i} B^{\prime}\right], \forall i=1, \ldots, n-1\right\},
$$

and a seminormalizer of a subset $B$ in $n$-ary group $\langle A,[]\rangle([3])$ is the set

$$
H N_{A}(B)=\left\{x \in A \left\lvert\,\left[x^{n-1} B\right]=\left[\begin{array}{ll}
n-1 \\
B & x
\end{array}\right]\right.\right\} .
$$

(C) A.M. Gal'mak, 2005

In [3] it is proved that if $<B,[]>$ is an $n$-ary subgroup of an $n$-ary group $<A,[]>$, then $<N_{A}(B),[]>$ and $<H N_{A}(B),[]>$ are $n$-ary subgroups in $<A,[]>$ and $N_{A}(B) \subseteq H N_{A}(B)$.

For any subset $B$ of an $n$-ary group $<A,[]>$ it is supposed [4]:

$$
\begin{aligned}
B_{o}(A) & =\left\{\theta_{A}(\alpha) \in A_{o} \mid \exists b_{1}, \ldots, b_{n-1} \in B, \alpha \theta_{A} b_{1} \ldots b_{n-1}\right\} \\
B^{*}(A) & =\left\{\theta_{A}(\alpha) \in A^{*} \mid \exists b_{1}, \ldots, b_{i} \in B(i \geq 1), \alpha \theta_{A} b_{1} \ldots b_{i}\right\} .
\end{aligned}
$$

It is clear that $B^{*}(A) \subseteq A^{*}, B_{o}(A) \subseteq A_{o}$. In particular, $A^{*}(A)=A^{*}$, $A_{o}(A)=A_{o}$.

If $\left\langle B,[]>\right.$ is an $n$-ary subgroup of an $n$-ary group $<A,[]>$, then $B^{*}(A)$ is a subgroup of the group $A^{*}$ that is isomorphic to the group $B^{*}$, and $B_{o}(A)$ is a subgroup of the group $A_{o}$, which is isomorphic to the group $B_{o}[4]$.

Lemma 1. Let $<B,[]>$ be an n-ary subgroup of an $n$-ary group $<A,[]>, b \in B$, $u=\theta_{A}(x \underbrace{b \ldots b}_{n-2}) \in N_{A_{o}}\left(B_{o}(A)\right)$. Then $x \in H N_{A}(B)$.
Proof. By condition $u^{-1} v u \in B_{o}(A)$ for any

$$
v=\theta_{A}(b_{o} \underbrace{b \ldots b}_{n-2}) \in B_{o}(A), b_{o} \in B,
$$

i.e.

$$
\theta_{A}(\bar{b} \bar{x} \underbrace{x \ldots x}_{n-3}) \theta_{A}(b_{o} \underbrace{b \ldots b}_{n-2}) \theta_{A}(x \underbrace{b \ldots b}_{n-2}) \in B_{o}(A),
$$

whence

$$
\bar{b} \bar{x} \underbrace{x \ldots x}_{n-3} b_{o} \underbrace{b \ldots b}_{n-2} x \underbrace{b \ldots b}_{n-2} \theta_{A} b_{1} \ldots b_{n-1}
$$

for some $b_{1}, \ldots, b_{n-1} \in B$. Then

$$
[b_{o} \underbrace{b \ldots b}_{n-2} x]=[x \underbrace{b \ldots b}_{n-2} b_{1} \ldots b_{n-1} \bar{b}] \in[x \underbrace{B \ldots B}_{n-1}] .
$$

Since $b_{o}$ is an arbitrary element of $B$, then the inclusion is proved

$$
\begin{equation*}
[\underbrace{B \ldots B}_{n-1} x] \subseteq[x \underbrace{B \ldots B}_{n-1}] . \tag{1}
\end{equation*}
$$

If we again apply the condition, then we obtain $u v u^{-1} \in B_{o}(A)$, i.e.

$$
\theta_{A}(x \underbrace{b \ldots b}_{n-2}) \theta_{A}(b_{o} \underbrace{b \ldots b}_{n-2}) \theta_{A}(\bar{b} \bar{x} \underbrace{x \ldots x}_{n-3}) \in B_{o}(A)
$$

whence

$$
x \underbrace{b \ldots b}_{n-2} b_{o} \underbrace{b \ldots b}_{n-2} \bar{b} \bar{x} \underbrace{x \ldots x}_{n-3} \theta_{A} c_{1} \ldots c_{n-1}
$$

for some $c_{1}, \ldots, c_{n-1} \in B$. Then

$$
[x \underbrace{b \ldots b}_{n-2} b_{o}]=\left[c_{1} \ldots c_{n-1} x\right] \in[\underbrace{B \ldots B}_{n-1} x],
$$

whence

$$
\begin{equation*}
[x \underbrace{B \ldots B}_{n-1}] \subseteq[\underbrace{B \ldots B}_{n-1} x] . \tag{2}
\end{equation*}
$$

From (1) and (2) it follows

$$
[x \underbrace{B \ldots B}_{n-1}]=[\underbrace{B \ldots B}_{n-1} x] .
$$

Therefore, $x \in H N_{A}(B)$. The lemma is proved.
Theorem 1. If $<B,[]>$ is an n-ary subgroup in an n-ary group $<A,[]>$, then

$$
\left(H N_{A}(B)\right)_{o}(A)=N_{A_{o}}\left(B_{o}(A)\right)
$$

Proof. We fix $h \in H N_{A}(B)$ and choose an arbitrary

$$
u=\theta_{A}(h_{o} \underbrace{h \ldots h}_{n-2}) \in\left(H N_{A}(B)\right)_{o}(A), h_{o} \in H N_{A}(B) .
$$

If $b_{o}$ is an arbitrary element, $b$ is a fixed element of the set $B$, then

$$
v=\theta_{A}(b_{o} \underbrace{b \ldots b}_{n-2})
$$

is an arbitrary element of $B_{o}(A)$. Since $h_{o}, \bar{h} \in H N_{A}(B)$, then

$$
\begin{gathered}
u^{-1} v u=\theta_{A}(\bar{h} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3}) \theta_{A}(b_{o} \underbrace{b \ldots b}_{n-2}) \theta_{A}(h_{o} \underbrace{h \ldots h}_{n-2})= \\
=\theta_{A}(\bar{h} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3} b_{o} \underbrace{b \ldots b}_{n-2} h_{o} \underbrace{h \ldots h}_{n-2})=\theta_{A}(\bar{h} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3}[b_{o} \underbrace{b \ldots b}_{n-2} h_{o}] \underbrace{h \ldots h}_{n-2})= \\
=\theta_{A}(\bar{h} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3}\left[h_{o} b_{1} \ldots b_{n-1}\right] \underbrace{h \ldots h}_{n-2})=\theta_{A}(\left[\bar{h} b_{1} \ldots b_{n-1}\right] \underbrace{h \ldots h}_{n-2})= \\
=\theta_{A}(\left[b^{\prime}{ }_{1} \ldots b^{\prime}{ }_{n-1} \bar{h}\right] \underbrace{h \ldots h}_{n-2})=\theta_{A}\left(b^{\prime}{ }_{1} \ldots b^{\prime}{ }_{n-1}\right),
\end{gathered}
$$

where $b_{1}, \ldots, b_{n-1}, b_{1}^{\prime}, \ldots, b^{\prime}{ }_{n-1} \in B$. Then, $u^{-1} v u \in B_{o}(A)$, whence $u \in$ $N_{A_{o}}\left(B_{o}(A)\right)$ and the inclusion is proved

$$
\begin{equation*}
\left(H N_{A}(B)\right)_{o}(A) \subseteq N_{A_{o}}\left(B_{o}(A)\right) \tag{3}
\end{equation*}
$$

Since any element $u \in N_{A_{o}}\left(B_{o}(A)\right)$ can be presented in the form

$$
u=\theta_{A}(x \underbrace{b \ldots b}_{n-2}), b \in B
$$

then by Lemma $1 x \in H N_{A}(B)$, whence, taking into consideration $B \subseteq H N_{A}(B)$, we have

$$
u=\theta_{A}(x \underbrace{b \ldots b}_{n-2}) \in\left(H N_{A}(B)\right)_{o}(A)
$$

Therefore,

$$
\begin{equation*}
N_{A_{o}}\left(B_{o}(A)\right) \subseteq\left(H N_{A}(B)\right)_{o}(A) . \tag{4}
\end{equation*}
$$

From (3) and (4) it follows the needed equality. The theorem is proved.
By remark 2.2.20 [4], corresponding group $N_{o}$ of $n$-ary subgroup $<N,[]>$ of $n$-ary group $<A,[]>$ is isomorphic to subgroup $N_{o}(A)$ of corresponding group $A_{o}$. Therefore from Theorem 1 follows

Corollary 1. The corresponding Post group of semi-normalizer $<H N_{A}(B),[]>$ of n-ary subgroup $<B,[]>$ in n-ary group $<A,[]>$ is isomorphic to normalizer of subgroup $B_{o}(A)$ in corresponding group $A_{o}$ :

$$
\left(H N_{A}(B)\right)_{o} \simeq N_{A_{o}}\left(B_{o}(A)\right) .
$$

Thus Theorem 1 and Corollary 1 establish a correspondence between a seminormalizer of $n$-ary subgroup in an $n$-ary group and its binary prototype in the corresponding Post group.

We notice in [5] a correspondence between a semi-normalizer of an $n$-ary subgroup in an $n$-ary group and its binary prototype in the group to which the $n$-ary group is reducible by Gluskin-Hossu theorem. Namely, the following propositions are proved.

Theorem 2 [5]. A semi-normalizer of n-ary subgroup $<B,[]>$ in n-ary group $<A,[]>$ coincides with the normalizer of the subgroup $<B_{a}$, ©a $>$ in the group $<A$, (a) $>$ for any $a \in H N_{A}(B)$, where $B_{a}=[\underbrace{B \ldots B}_{n-1} a]$, and the operation (a) is defined in the following way

$$
x @ y=[x \bar{a} \underbrace{a \ldots a}_{n-3} y] .
$$

Corollary 2 [5]. A semi-normalizer of n-ary subgroup $<B$, [] $>$ in n-ary group $<$ $A,[]>$ coincides with the normalizer of the subgroup $<B$, (a) $>$ in group $<A$, (a) $>$ for any $a \in B$.

We establish now a connection between normalizer of an $n$-ary subgroup in $n$-ary group and its binary prototype in enveloping Post group.

Lemma 2 [3]. If $<B,[]>$ is an n-ary subgroup of an n-ary group $<A,[]>$, then

$$
N_{A}(B)=\{x \in A \mid[x B \underbrace{x \ldots x}_{n-3} \bar{x}]=B\}=\{x \in A \mid[\bar{x} \underbrace{x \ldots x}_{n-3} B x]=B\} .
$$

Lemma 3. If $<B,[]>$ is an n-ary subgroup of an n-ary group $<A,[]>$, $x \in N_{A}(B)$, then

$$
[\underbrace{x \ldots x}_{i-1} B \underbrace{x \ldots x}_{n-i-1} \bar{x}]=B, \quad[\bar{x} \underbrace{x \ldots x}_{n-i-1} B \underbrace{x \ldots x}_{i-1}]=B
$$

for any $i=1, \ldots, n-1$.
Proof. We prove the second equality. If $i=1$, then $B=B$. If $i=2$, then by Lemma 2

$$
[\bar{x} \underbrace{x \ldots x}_{n-3} B x]=B .
$$

From the last equality we have

$$
[\bar{x} \underbrace{x \ldots x}_{n-3}[\bar{x} \underbrace{x \ldots x}_{n-3} B x] x]=[\bar{x} \underbrace{x \ldots x}_{n-3} B x],[\bar{x} \underbrace{x \ldots x}_{n-4} B x x]=B,
$$

whence

$$
[\bar{x} \underbrace{x \ldots x}_{n-3}[\bar{x} \underbrace{x \ldots x}_{n-4} B x x] x]=[\bar{x} \underbrace{x \ldots x}_{n-3} B x],[\bar{x} \underbrace{x \ldots x}_{n-5} B x x x]=B .
$$

Further we have

$$
[\bar{x} x B \underbrace{x \ldots x}_{n-3}]=B, \quad[\bar{x} B \underbrace{x \ldots x}_{n-2}]=B .
$$

Therefore, the second equality is true for any $i=1, \ldots, n-1$.
The first equality is proved similarly. The lemma is proved.
Theorem 3. If $<B,[]>$ is an $n$-ary subgroup of an n-ary group $<A,[]>$, then

$$
\left(N_{A}(B)\right)^{*}(A)=N_{A_{*}}\left(B^{*}(A)\right) .
$$

Proof. We fix an element $h \in N_{A}(B)$ and take any element

$$
u=\theta_{A}(h_{o} \underbrace{h \ldots h}_{i-1}) \in\left(N_{A}(B)\right)^{*}(A), h_{o} \in N_{A}(B) .
$$

If $b_{o}$ is any element and $b$ is a fixed element from $B$, then

$$
v=\theta_{A}(b_{o} \underbrace{b \ldots b}_{j-1})
$$

is any element from $B^{*}(A)$. Since $h_{o}, h \in N_{A}(B)$, then, if we apply Lemma 2 , after that Lemma 3, then we obtain

$$
\begin{gathered}
u^{-1} v u=\theta_{A}(\bar{h} \underbrace{h \ldots h}_{n-i-1} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3}) \theta_{A}(b_{o} \underbrace{b \ldots b}_{j-1}) \theta_{A}(h_{o} \underbrace{h \ldots h}_{i-1})= \\
=\theta_{A}(\bar{h} \underbrace{h \ldots h}_{n-i-1} \bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3} b_{o} \underbrace{b \ldots b}_{j-1} h_{o} \underbrace{h \ldots h}_{i-1})= \\
=\theta_{A}(\bar{h} \underbrace{h \ldots h}_{n-i-1}[\bar{h}_{o} \underbrace{h_{o} \ldots h_{o} b_{o} h_{o}}_{n-3}] \underbrace{\bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3} b h_{o}] \ldots[\bar{h}_{o} \underbrace{h_{o} \ldots h_{o}}_{n-3} b h_{o}]}_{j_{0}} \underbrace{h \ldots h}_{i-1})= \\
=\theta_{A}(\bar{h} \underbrace{h \ldots h}_{n-i-1} b_{o}^{\prime} \underbrace{b^{\prime} \ldots b^{\prime}}_{j-1} \underbrace{h \ldots h}_{i-1})= \\
=\theta_{A}([\bar{h} \underbrace{h \ldots h}_{n-i-1} b_{o}^{\prime} \underbrace{h \ldots h}_{i-1}[\underbrace{\bar{h} \underbrace{h \ldots h}_{n-i-1} b^{\prime} \underbrace{h \ldots h}_{i-1}] \ldots[\bar{h} \underbrace{h \ldots h}_{n-i-1} b^{\prime} \underbrace{h \ldots h}_{i-1}])=\theta_{A}(b_{o}^{\prime \prime} \underbrace{b^{\prime \prime} \ldots b^{\prime \prime}}_{j-1}),}_{j-1}
\end{gathered}
$$

where $b_{o}^{\prime}, b^{\prime}, b_{o}^{\prime \prime}, b^{\prime \prime} \in B$. Therefore, $u^{-1} v u \in B^{*}(A), u \in N_{A^{*}}\left(B^{*}(A)\right)$ and the following inclusion is proved

$$
\begin{equation*}
\left(N_{A}(B)\right)^{*}(A) \subseteq N_{A^{*}}\left(B^{*}(A)\right) . \tag{5}
\end{equation*}
$$

Let $c \in B$ and

$$
u=\theta_{A}(x \underbrace{c \ldots c}_{i-1})=\theta_{A}(x) \theta_{A}(\underbrace{c \ldots c}_{i-1})
$$

be an element of $N_{A^{*}}\left(B^{*}(A)\right)$. Since

$$
\theta_{A}(\underbrace{c \ldots c}_{i-1}) \in B^{*}(A) \subseteq N_{A^{*}}\left(B^{*}(A)\right),
$$

then from the last equality it follows

$$
\begin{equation*}
\theta_{A}(x) \in N_{A^{*}}\left(B^{*}(A)\right) . \tag{6}
\end{equation*}
$$

Thus $\theta_{A}^{-1}(x) \theta_{A}(b) \theta_{A}(x) \in B^{*}(A)$ for any $b \in B$, whence

$$
\theta_{A}(\bar{x} \underbrace{x \ldots x}_{n-3} b x) \in B^{*}(A),
$$

i.e.

$$
[\bar{x} \underbrace{x \ldots x}_{n-3} b x]=b^{\prime}
$$

for some $b^{\prime} \in B$. Since the element $b$ was an arbitrary element of $B$, then

$$
\begin{equation*}
[\bar{x} \underbrace{x \ldots x}_{n-3} B x] \subseteq B . \tag{7}
\end{equation*}
$$

From (6) it follows also that $\theta_{A}(x) \theta_{A}(b) \theta_{A}^{-1}(x) \in B^{*}(A)$ for any $b \in B$, whence

$$
[x B \underbrace{x \ldots x}_{n-3} \bar{x}] \subseteq B
$$

From the last inclusion it follows that

$$
\begin{equation*}
B \subseteq[\bar{x} \underbrace{x \ldots x}_{n-3} B x] . \tag{8}
\end{equation*}
$$

Then from (7) and (8) it follows

$$
[\bar{x} \underbrace{x \ldots x}_{n-3} B x]=B,
$$

whence, taking in consideration Lemma $2, x \in N_{A}(B)$. Then

$$
u=\theta_{A}(x \underbrace{c \ldots c}_{i-1}) \in\left(N_{A}(B)\right)^{*}(A),
$$

whence

$$
\begin{equation*}
N_{A^{*}}\left(B^{*}(A)\right) \subseteq\left(N_{A}(B)\right)^{*}(A) . \tag{9}
\end{equation*}
$$

From (5) and (9) the required equality follows. The theorem is proved.
By Theorem 2.2.19 [4] universal enveloping Post group $N^{*}$ of an $n$-ary subgroup $<N,[]>$ of an $n$-ary group $<A,[]>$ is isomorphic to a subgroup $N^{*}(A)$ of universal enveloping Post group $A^{*}$. Therefore from Theorem 3 it follows

Corollary 3. An universal enveloping Post group of a normalizer $\left\langle N_{A}(B),[]>\right.$ of $n$-ary subgroup $<B,[]>$ in n-ary group $<A,[]>$ is isomorphic to the normalizer of subgroup $B^{*}(A)$ in universal enveloping Post group $A^{*}$ :

$$
\left(N_{A}(B)\right)^{*} \simeq N_{A^{*}}\left(B^{*}(A)\right)
$$
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#### Abstract

We describe all constructions for loops of Bol-Moufang type analogous to the Chein construction $M\left(G, *, g_{0}\right)$ for Moufang loops.
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## 1 Introduction

Due to the specialized nature of this paper we assume that the reader is already familiar with the theory of quasigroups and loops. We therefore omit basic definitions and results (see [1],[6]).

In a sense, a nonassociative loop is closest to a group when it contains a subgroup of index two. Such loops proved useful in the study of Moufang loops, and it is our opinion that they will also prove useful in the study of other varieties of loops.

Here is the well-known construction of Moufang loops with a subgroup of index two:

Theorem 1.1 (Chein [3]). Let $G$ be a group, $g_{0} \in Z(G)$, and $*$ an involutory antiautomorphism of $G$ such that $g_{0}^{*}=g_{0}, g g^{*} \in Z(G)$ for every $g \in G$. For an indeterminate $u$, define multiplication $\circ$ on $G \cup G u$ by

$$
\begin{equation*}
g \circ h=g h, \quad g \circ(h u)=(h g) u, \quad g u \circ h=\left(g h^{*}\right) u, \quad g u \circ h u=g_{0} h^{*} g, \tag{1}
\end{equation*}
$$

where $g, h \in G$. Then $L=(G \cup G u, \circ)$ is a Moufang loop. Moreover, $L$ is associative if and only if $G$ is commutative.

It has been shown in [9] that (1) is the only construction of its kind for Moufang loops. (This statement will be clarified later.) In [10], all constructions similar to (1) were determined for Bol loops.

The purpose of this paper is to give a complete list of all constructions similar to (1) for all loops of Bol-Moufang type. A groupoid identity is of Bol-Moufang type if it has three distinct variables, two of the variables occur once on each side, the third variable occurs twice on each side, and the variables occur in the same order on both sides. A loop is of Bol-Moufang type if it belongs to a variety of loops defined by
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Figure 1. The varieties of loops of Bol-Moufang type.
a single identity of Bol-Moufang type. Figure 1 shows all varieties of loops of BolMoufang type and all inclusions among them (cf.[4],[8]). Some varieties of Figure 1 can be defined equivalently by other identities of Bol-Moufang type. For instance, Moufang loops are equivalently defined by the identity $x(y(x z))=((x y) x) z$. See [8] for all such equivalences. Furthermore, although some defining identities of Figure 1 do not appear to be of Bol-Moufang type, they are in fact equivalent to some Bol-Moufang identity. For instance, the flexible law $x(y x)=(x y) x$ is equivalent to the Bol-Moufang identity $(x(y x)) z=((x y) x) z$ in any variety of loops.

As we shall see, the computational complexity of our programme is overwhelming (for humans). We therefore first carefully define what we mean by a construction similar to (1) (see Section 2), and then identify situations in which two given constructions are "the same" (see Sections 3, 4, 5). Upon showing which constructions yield loops, we work out one construction by hand (see Section 6), and then switch to a computer search, described in Section 7. The results of the computer search are summarized in Section 8.

## 2 Similar Constructions

Throughout the paper, we assume that $G$ is a finite group, $g_{0} \in Z(G)$, and $*$ is an involutory automorphism of $G$ such that $g_{0}^{*}=g_{0}$ and $g g^{*} \in Z(G)$ for every $g \in G$.

The following property of $*$ will be used without reference:
Lemma 2.1. Let $G$ be a group and $*: G \rightarrow G$ an involutory map such that $g g^{*} \in$ $Z(G)$ for every $g \in G$. Then $g^{*} g=g g^{*} \in Z(G)$ for every $g \in G$.

Proof. For $g \in G$, we have $g^{*} g=g^{*}\left(g^{*}\right)^{*} \in Z(G)$. Then $\left(g^{*} g\right) g^{*}=g^{*}\left(g^{*} g\right)$, and $g g^{*}=g^{*} g$ follows upon canceling $g^{*}$ on the left.

Consider the following eight bijections of $G \times G$ :

$$
\begin{array}{ll}
\theta_{x y}(g, h)=(g, h), & \theta_{x y^{*}}(g, h)=\left(g, h^{*}\right), \\
\theta_{x^{*} y}(g, h)=\left(g^{*}, h\right), & \theta_{x^{*} y^{*}}(g, h)=\left(g^{*}, h^{*}\right), \\
\theta_{y x}(g, h)=(h, g), & \theta_{y x^{*}}(g, h)=\left(h, g^{*}\right), \\
\theta_{y^{*} x}(g, h)=\left(h^{*}, g\right), & \theta_{y^{*} x^{*}}(g, h)=\left(h^{*}, g^{*}\right) .
\end{array}
$$

They form a group $\Theta$ under composition, isomorphic to the dihedral group $D_{8}$ (unless $G$ or $*$ are trivial). It is generated by $\left\{\theta_{y x}, \theta_{x y^{*}}\right\}$, say. Let $\Theta_{0}$ be the group generated by $\Theta$ and $\theta_{g_{0}}$, where $\theta_{g_{0}}(g, h)=\left(g_{0} g, h\right)$.

Let $\Delta: G \times G \rightarrow G$ be the map $\Delta(g, h)=g h$, and $u$ an indeterminate. Given $\alpha, \beta, \gamma, \delta \in \Theta_{0}$, define multiplication $\circ$ on $G \cup G u$ by
$g \circ h=\Delta \alpha(g, h), \quad g \circ h u=(\Delta \beta(g, h)) u, \quad g u \circ h=(\Delta \gamma(g, h)) u, \quad g u \circ h u=\Delta \delta(g, h)$,
where $g, h \in G$. The resulting groupoid ( $G \cup G u, \circ$ ) will be denoted by

$$
Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right),
$$

or by $Q(G, \alpha, \beta, \gamma, \delta)$, when $g_{0}, *$ are known from the context or if they are not important. It is easy to check that $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ is a quasigroup.

We also define

$$
\mathcal{Q}\left(G, *, g_{0}\right)=\left\{Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right) \mid \alpha, \beta, \gamma, \delta \in \Theta_{0}\right\},
$$

and

$$
\mathcal{Q}(G)=\bigcup_{*, g_{0}} \mathcal{Q}\left(G, *, g_{0}\right)
$$

where the union is taken over all involutory antiautomorphisms * satisfying $g g^{*} \in$ $Z(G)$ for every $g \in G$, and over all elements $g_{0}$ such that $g_{0}^{*}=g_{0} \in Z(G)$. By definition, we call elements of $\mathcal{Q}(G)$ quasigroups obtained from $G$ by a construction similar to (1).

## 3 Reductions

The goal of this section is to show that one does not have to take all elements of $\Theta_{0}$ into consideration in order to determine $\mathcal{Q}\left(G, *, g_{0}\right)$.

Note that $g_{0}^{n}=\left(g_{0}^{n}\right)^{*} \in Z(G)$ for every integer $n$. Therefore

$$
\begin{equation*}
g_{0}^{n} \Delta \theta_{0}(g, h)=\Delta \theta_{g_{0}}^{n} \theta_{0}(g, h)=\Delta \theta_{0} \theta_{g_{0}}^{n}(g, h) \tag{2}
\end{equation*}
$$

for every $\theta_{0} \in \Theta_{0}$ and every $g, h \in G$.
Lemma 3.1. For every integer $n$, the quasigroup $Q\left(G, \theta_{g_{0}}^{n} \alpha, \theta_{g_{0}}^{n} \beta, \theta_{g_{0}}^{n} \gamma, \theta_{g_{0}}^{n} \delta\right)$ is isomorphic to $Q(G, \alpha, \beta, \gamma, \delta)$.

Proof. We use (2) freely in this proof. Let $t=g_{0}^{n}$. Denote by $\circ$ the multiplication in $Q(G, \alpha, \beta, \gamma, \delta)$, and by $\bullet$ the multiplication in $Q\left(G, \theta_{g_{0}}^{n} \alpha, \theta_{g_{0}}^{n} \beta, \theta_{g_{0}}^{n} \gamma, \theta_{g_{0}}^{n} \delta\right)$. Let $f$ be the bijection of $G \cup G u$ defined by $g \mapsto t^{-1} g, g u \mapsto\left(t^{-1} g\right) u$, for $g \in G$. Then for $g, h \in G$, we have

$$
\begin{aligned}
& f(g \circ h)=t^{-1} \Delta \alpha(g, h)=t \Delta \alpha\left(t^{-1} g, t^{-1} h\right)=t^{-1} g \bullet t^{-1} h=f(g) \bullet f(h), \\
& f(g \circ h u)=t^{-1} \Delta \beta(g, h) u=t \Delta \beta\left(t^{-1} g, t^{-1} h\right) u=t^{-1} g \bullet\left(t^{-1} h\right) u=f(g) \bullet f(h u),
\end{aligned}
$$

and similarly for $\gamma, \delta$. Hence $f$ is the desired isomorphism.
Therefore, if we only count the quasigroups in $\mathcal{Q}\left(G, *, g_{0}\right)$ up to isomorphism, we can assume that $\mathcal{Q}\left(G, *, g_{0}\right)=\left\{Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right) \mid \alpha \in \Theta\right.$, and $\beta, \gamma, \delta$ are of the form $\theta \theta_{g_{0}}^{n}$ for some $n \in \mathbb{Z}$ and $\left.\theta \in \Theta\right\}$.

Given a groupoid $(A, \cdot)$, the opposite groupoid $\left(A,{ }^{\mathrm{op}}\right)$ is defined by $x \cdot{ }^{\mathrm{op}} y=y \cdot x$.
Lemma 3.2. The quasigroups $Q(G, \alpha, \beta, \gamma, \delta)$ and $Q\left(G, \theta_{y x} \alpha, \theta_{y x} \gamma, \theta_{y x} \beta, \theta_{y x} \delta\right)$ are opposite to each other.

Proof. Let o denote the multiplication in $Q(G, \alpha, \beta, \gamma, \delta)$, and $\bullet$ the multiplication in $Q\left(G, \theta_{y x} \alpha, \theta_{y x} \gamma, \theta_{y x} \beta, \theta_{y x} \delta\right\}$. For $g, h \in G$ we have

$$
\begin{aligned}
& g \circ h=\Delta \alpha(g, h)=\Delta \theta_{y x} \alpha(h, g)=h \bullet g, \\
& g \circ h u=\Delta \beta(g, h) u=\Delta \theta_{y x} \beta(h, g) u=h u \bullet g, \\
& g u \circ h=\Delta \gamma(g, h) u=\Delta \theta_{y x} \gamma(h, g) u=h \bullet g u, \\
& g u \circ h u=\Delta \delta(g, h)=\Delta \theta_{y x} \delta(h, g)=h u \bullet g u .
\end{aligned}
$$

Therefore, if we only count the quasigroups in $\mathcal{Q}\left(G, *, g_{0}\right)$ up to isomorphism and opposites, we can assume that $\mathcal{Q}\left(G, *, g_{0}\right)=\left\{Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right) \mid \alpha \in\left\{\theta_{x y}\right.\right.$, $\left.\theta_{x y^{*}}, \theta_{x^{*} y}, \theta_{x^{*} y^{*}}\right\}$, and $\beta, \gamma, \delta$ are of the form $\theta \theta_{g_{0}}^{n}$ for some $n \in \mathbb{Z}$ and $\left.\theta \in \Theta\right\}$.
Assumption 3.3. From now on we assume that $\alpha \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{x^{*} y}, \theta_{x^{*} y^{*}}\right\}$, and that $\beta, \gamma, \delta$ are of the form $\theta \theta_{g_{0}}^{n}$ for some $n \in \mathbb{Z}$ and $\theta \in \Theta$.

## 4 When * is identical on G

Assume for a while that $g=g^{*}$ for every $g \in G$. Then $g h=(g h)^{*}=h^{*} g^{*}=h g$ shows that $G$ is commutative. In particular, $\Theta=\left\{\theta_{x y}\right\}$, and $\Theta_{0}=\bigcup_{n} \theta_{g_{0}}^{n}$. We show in this section that loops $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ obtained with identical $*$ are not interesting.

Let $\psi$ be a groupoid identity, and let var $\psi$ be all the variables appearing in $\psi$. Assume that for every $x \in \operatorname{var} \psi$ a decision has been made whether $x$ is to be taken from $G$ or from $G u$. Then, while evaluating each side of the identity $\psi$ in $G \cup G u$, we have to use the multiplications $\alpha, \beta, \gamma$ and $\delta$ a certain number of times.

Example 4.1. Consider the left alternative law $x(x y)=(x x) y$. With $x \in G$, $y \in G u$, we see that we need $\beta$ twice to evaluate $x \circ(x \circ y)$, while we need $\alpha$ once and $\beta$ once to evaluate $(x \circ x) \circ y$.

A groupoid identity is said to be strictly balanced if the same variables appear on both sides of the identity the same number of times and in the same order. For instance $(x(y(x z)))(y x)=((x y) x)(z(y x))$ is strictly balanced.

The above example shows that the same multiplications do not have to be used the same number of times even while evaluating a strictly balanced identity. However:
Lemma 4.2. Let $\psi$ be a strictly balanced identity. Assume that for $x \in \operatorname{var} \psi a$ decision has been made whether $x \in G$ or $x \in G u$. Then, while evaluating $\psi$ in $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right), \delta$ is used the same number of times on both sides of $\psi$.

Proof. Let $k$ be the number of variables on each side of $\psi$, with repetitions, whose value is assigned to be in $G u$. The number $k$ is well-defined since $\psi$ is strictly balanced.

While evaluating the identity $\psi$, each multiplication reduces the number of factors by 1 . However, only $\delta$ reduces the number of factors from $G u$ (by two). Since the coset multiplication in $G \cup G u$ modulo $G$ is associative, and since $\psi$ is strictly balanced, either both evaluated sides of $\psi$ will end up in $G$ (in which case $\delta$ is applied $k / 2$ times on each side), or both evaluated sides of $\psi$ will end up in $G u$ (in which case $\delta$ is applied $(k-1) / 2$ times on each side).
Lemma 4.3. If $\alpha \in \Theta$ and $L=Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ is a loop, then the neutral element of $Q$ coincides with the neutral element of $G$.

Proof. Let $e$ be the neutral element of $L$ and 1 the neutral element of $G$. Since $1=1^{*}$, we have $1 \circ 1=\Delta \alpha(1,1)=1=1 \circ e$, and the result follows from the fact that $L$ is a quasigroup.
Proposition 4.4. Assume that $g^{*}=g$ for every $g \in G$, and let $\alpha, \beta, \gamma, \delta \in \Theta_{0}$. If $L=Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ happens to be a loop, then every strictly balanced identity holds in $L$. In particular, $L$ is an abelian group.
Proof. Since * is identical on $G$, we have $\Theta_{0}=\left\{\theta_{g_{0}}^{n} \mid n \in \mathbb{Z}\right\}$. By Assumption 3.3, we have $\alpha=\theta_{x y}$. Then by Lemma 4.3, $L$ has neutral element 1 . Assume that $\beta=\theta_{g_{0}}^{n}$ for some $n$. Then $g u=1 \circ g u=(\Delta \beta(1, g)) u=\left(g_{0}^{n} g\right) u$, which means that $n=0$. Similarly, if $\gamma=\theta_{g_{0}}^{m}$ then $m=0$.

Let $\delta=\theta_{g_{0}}^{k}$. Let $\psi$ be a strictly balanced identity. For every $x \in \operatorname{var} \psi$, decide if $x \in G$ or $x \in G u$. By Lemma 4.2, while evaluating $\psi$ in $L$, the multiplication $\delta$ is used the same number of times on the left and on the right, say $t$ times. Since $\alpha=\beta=\gamma=\theta_{x y}$, we conclude that $\psi$ reduces to $g_{0}^{k t} z=g_{0}^{k t} z$, for some $z \in G \cup G u$.

Since the associative law is strictly balanced, $L$ is associative. We have already noticed that identical $*$ forces $G$ to be abelian. Then $L$ is abelian too, as $g u \circ h=$ $(g h) u=(h g) u=h \circ g u$ and $g u \circ h u=g_{0}^{k} g h=g_{0}^{k} h g=h u \circ g u$ for every $g, h \in G$.

We have just seen that if $g=g^{*}$ for every $g \in G$ then our constructions do not yield nonassociative loops. Therefore:

Assumption 4.5. From now on, we assume that there exists $g \in G$ such that $g^{*} \neq g$.

## 5 Loops

In this section we further narrow the choices of $\alpha, \beta, \gamma, \delta$ when $Q(G, \alpha, \beta, \gamma, \delta)$ is supposed to be a loop.

Proposition 5.1. Let $L=Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$. Then $L$ is a loop if and only if $\alpha=\theta_{x y}, \beta \in\left\{\theta_{x y}, \theta_{x^{*} y}, \theta_{y x}, \theta_{y x^{*}}\right\}, \gamma \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{y x}, \theta_{y^{*} x}\right\}$, and $\delta$ is of the form $\theta \theta_{g_{0}}^{n}$ for some integer $n$ and $g_{0} \in G$.

Proof. If $L$ is a loop then $\alpha \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{x^{*} y}, \theta_{x^{*} y^{*}}\right\}$ and Lemma 4.3 imply that 1 is the neutral element of $L$.

The equation $g=1 \circ g$ holds for every $g \in G$ if and only if $\Delta \alpha(1, g)=g$ for every $g \in G$, which happens if and only if $\alpha \in\left\{\theta_{x y}, \theta_{x^{*} y}\right\}$. (Note that we use Assumption 4.5 here.) Similarly, $g=g \circ 1$ holds for every $g \in G$ if and only if $\Delta \alpha(g, 1)=g$ for every $g \in G$, which happens if and only if $\alpha \in\left\{\theta_{x y}, \theta_{x y^{*}}\right\}$. Therefore $g=1 \circ g=g \circ 1$ holds for every $g \in G$ if and only if $\alpha=\theta_{x y}$.

Now, $g u=1 \circ g u$ holds for every $g \in G$ if and only if $\Delta \beta(1, g)=g$ for every $g \in G$, which happens if and only if $\beta \in\left\{\theta_{x y}, \theta_{x^{*} y}, \theta_{y x}, \theta_{y x^{*}}\right\}$. Similarly, $g u=g u \circ 1$ holds for every $g \in G$ if and only if $\Delta \gamma(g, 1)=g$ for every $g \in G$, which happens if and only if $\gamma \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{y x}, \theta_{y^{*} x}\right\}$.

We are only interested in loops, and we have already noted that $\left(g_{0}^{n}\right)^{*}=g_{0}^{n} \in$ $Z(G)$. Since we allow $g_{0}=1$, we can agree on:

Assumption 5.2. From now on, we assume that $\alpha=\theta_{x y}, \beta \in\left\{\theta_{x y}, \theta_{x^{*} y}, \theta_{y x}\right.$, $\left.\theta_{y x^{*}}\right\}, \gamma \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{y x}, \theta_{y^{*} x}\right\}$, and $\delta \in \theta_{g_{0}} \Theta$.

Our last reduction concerns the maps $\beta$ and $\gamma$.
Lemma 5.3. We have $\Delta \theta_{x^{*} y^{*}} \theta_{0}=\Delta \theta_{0} \theta_{x^{*} y^{*}}$ for every $\theta_{0} \in \Theta_{0}$.
Proof. The group $\Theta_{0}$ is generated by $\theta_{y x}, \theta_{x y^{*}}$ and $\theta_{g_{0}}$. It therefore suffices to check that $\Delta \theta_{x^{*} y^{*}} \theta_{0}=\Delta \theta_{0} \theta_{x^{*} y^{*}}$ holds for $\theta_{0} \in\left\{\theta_{y x}, \theta_{x y^{*}}, \theta_{g_{0}}\right\}$, which follows by straightforward calculation.

Lemma 5.4. The quasigroups $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right), Q\left(G, *, g_{0}, \alpha, \beta^{\prime}, \gamma^{\prime}, \theta_{\left.x^{*} y^{*} \delta\right)}\right.$ are isomorphic if

$$
\begin{aligned}
\left\{\beta, \beta^{\prime}\right\} \in\left\{\left\{\theta_{x y}, \theta_{y x^{*}}\right\},\left\{\theta_{y x}, \theta_{x^{*} y}\right\}\right\}, \\
\left\{\gamma, \gamma^{\prime}\right\} \in\left\{\left\{\theta_{x y}, \theta_{y^{*} x}\right\},\left\{\theta_{y x}, \theta_{x y^{*}}\right\}\right\} .
\end{aligned}
$$

Proof. Let o denote the multiplication in $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$, and $\bullet$ the multiplication in $Q\left(G, *, g_{0}, \alpha, \beta^{\prime}, \gamma^{\prime}, \theta_{x^{*} y^{*}} \delta\right)$. Consider the permutation $f$ of $G$ defined by $f(g)=g, f(g u)=g^{*} u$, for $g \in G$.

We show that $f$ is an isomorphism of $(G \cup G u, \circ)$ onto $(G \cup G u, \bullet)$ if and only if

$$
\begin{equation*}
(\Delta \beta(g, h))^{*}=\Delta \beta^{\prime}\left(g, h^{*}\right), \quad(\Delta \gamma(g, h))^{*}=\Delta \gamma^{\prime}\left(g^{*}, h\right) \tag{3}
\end{equation*}
$$

Once we establish this fact, the proof is finished by checking that the pairs $\left(\beta, \beta^{\prime}\right)$, $\left(\gamma, \gamma^{\prime}\right)$ in the statement of the Lemma satisfy (3).

Let $g, h \in G$. Then

$$
\begin{aligned}
f(g \circ h) & =f(\Delta \alpha(g, h))=\Delta \alpha(g, h) \\
f(g \circ h u) & =f(\Delta \beta(g, h) u)=(\Delta \beta(g, h))^{*} u, \\
f(g u \circ h) & =f(\Delta \gamma(g, h) u)=(\Delta \gamma(g, h))^{*} u, \\
f(g u \circ h u) & =f(\Delta \delta(g, h))=\Delta \delta(g, h),
\end{aligned}
$$

while

$$
\begin{aligned}
f(g) \bullet f(h) & =g \bullet h=\Delta \alpha(g, h), \\
f(g) \bullet f(h u) & =g \bullet h^{*} u=\Delta \beta^{\prime}\left(g, h^{*}\right) u, \\
f(g u) \bullet f(h) & =g^{*} u \bullet h=\Delta \gamma^{\prime}\left(g^{*}, h\right) u, \\
f(g u) \bullet f(h u) & =g^{*} u \bullet h^{*} u=\Delta \theta_{g^{*} h^{*} \delta\left(g^{*}, h^{*}\right) .} .
\end{aligned}
$$

We see that $f(g \circ h)=f(g) \bullet f(h)$ always holds. By Lemma 5.3, $f(g u \circ h u)=$ $f(g u) \bullet f(h u)$ always holds. Finally, $f(g \circ h u)=f(g) \bullet f(h u), f(g u \circ h)=f(g u) \bullet f(h)$ hold if and only if $\left(\beta, \beta^{\prime}\right),\left(\gamma, \gamma^{\prime}\right)$ satisfy (3).

Assume that $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is a loop (satisfying Assumption 5.2). Then Lemma 5.4 provides an isomorphism of $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ onto some loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}\right)$ such that if $\gamma=\theta_{x y^{*}}$ then $\gamma^{\prime}=\theta_{y x}$, and if $\gamma=\theta_{y^{*} x}$ then $\gamma^{\prime}=\theta_{x y}$. We can therefore assume:

Assumption 5.5. From now on, we assume that $\alpha=\theta_{x y}, \beta \in\left\{\theta_{x y}, \theta_{x^{*} y}, \theta_{y x}\right.$, $\left.\theta_{y x^{*}}\right\}, \gamma \in\left\{\theta_{x y}, \theta_{y x}\right\}$, and $\delta \in \theta_{g_{0}} \Theta$.

In order to find all loops $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ that satisfy a given groupoid identity $\psi$, we only have to consider $1 \cdot 4 \cdot 2 \cdot 8=64$ choices for $(\alpha, \beta, \gamma, \delta)$. (To appreciate the reductions, compare this with the unrestricted case $\alpha, \beta, \gamma, \delta \in \Theta_{0}$.) Once $(\alpha, \beta, \gamma, \delta)$ is chosen, we must verify $2^{k}$ equations in $G$, where $k$ is the number of variables in $\psi$ (since each variable can be assigned value in $G$ or in $G u$ ).

We work out the calculation for one identity $\psi$ and one choice of multiplication $(\alpha, \beta, \gamma, \delta)$. After seing the routine nature of the calculations, we gladly switch to a computer search.

## 6 C-loops arising from the construction of de Barros and Juriaans

C-loops are loops satisfying the identity $((x y) y) z=x(y(y z))$. In [2], de Barros and Juriaans used a construction similar to (1) to obtain loops whose loop algebras are flexible. In our systematic notation, their construction is

$$
\begin{equation*}
Q\left(G, *, g_{0}, \theta_{x y}, \theta_{x y}, \theta_{y^{*} x}, \theta_{g_{0}} \theta_{x y^{*}}\right), \tag{4}
\end{equation*}
$$

with the usual conventions on $g_{0}$ and $*$. The construction (4) violates Assumption 5.5 but, by Lemma 5.4, it is isomorphic to

$$
Q\left(G, *, g_{0}, \theta_{x y}, \theta_{y x^{*}}, \theta_{x y}, \theta_{g_{0}} \theta_{x^{*} y}\right),
$$

which complies with all assumptions we have made.
Theorem 6.1. Let $G$ be a group and let $L$ be the loop defined by (4). Then $L$ is a flexible loop, and the following conditions are equivalent:
(i) $L$ is associative,
(ii) L is Moufang,
(iii) $G$ is commutative.

Furthermore, $L$ is a C-loop if and only if $G / Z(G)$ is an elementary abelian 2-group. When $L$ is a C-loop, it is diassociative.

Proof. Throughout the proof, we use $g_{0}=g_{0}^{*} \in Z(G), g g^{*}=g^{*} g \in Z(G),\left(g^{*}\right)^{*}=g$ and $(g h)^{*}=h^{*} g^{*}$ without warning.

By Proposition 5.1, $L$ is a loop.
Flexibility. For $x, y \in G$ we have:

$$
\begin{aligned}
& (x \circ y) \circ x=(x y) x=x(y x)=x \circ(y \circ x), \\
& (x \circ y u) \circ x=(x y) u \circ x=x^{*} x y u=x x^{*} y u=x \circ x^{*} y u=x \circ(y u \circ x), \\
& (x u \circ y) \circ x u=y^{*} x u \circ x u=g_{0} y^{*} x x^{*}=g_{0} x x^{*} y^{*}=x u \circ(y x) u=x u \circ(y \circ x u), \\
& (x u \circ y u) \circ x u=g_{0} x y^{*} \circ x u=g_{0} x y^{*} x u=x u \circ g_{0} y x^{*}=x u \circ(y u \circ x u) .
\end{aligned}
$$

Thus $L$ is flexible.
Associativity. For $x, y, z \in G$ we have:

$$
\begin{aligned}
& x \circ(y \circ z)=x(y z)=(x y) z=(x \circ y) \circ z, \\
& x \circ(y \circ z u)=x(y z) u=(x y) z u=(x \circ y) \circ z u, \\
& x u \circ(y \circ z)=x u \circ y z=z^{*} y^{*} x u=y^{*} x u \circ z=(x u \circ y) \circ z, \\
& x \circ(y u \circ z u)=x \circ g_{0} y z^{*}=g_{0} x y z^{*}=x y u \circ z u=(x \circ y u) \circ z u, \\
& x u \circ(y u \circ z)=x u \circ z^{*} y u=g_{0} x y^{*} z=g_{0} x y^{*} \circ z=(x u \circ y u) \circ z .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& x \circ(y u \circ z)=x \circ z^{*} y u=x z^{*} y u, \quad(x \circ y u) \circ z=x y u \circ z=z^{*} x y u, \\
& x u \circ(y \circ z u)=x u \circ y z u=g_{0} x z^{*} y^{*}, \quad(x u \circ y) \circ z u=y^{*} x u \circ z u=g_{0} y^{*} x z^{*}, \\
& x u \circ(y u \circ z u)=x u \circ g_{0} y z^{*}=g_{0} z y^{*} x u, \quad(x u \circ y u) \circ z u=g_{0} x y^{*} \circ z u=g_{0} x y^{*} z u .
\end{aligned}
$$

Thus $L$ is associative if and only if $G$ is commutative. (Sufficiency is obvious. For necessity, note that $*$ is onto, and substitute 1 for one of $x, y, z$ if needed.)

Moufang property. Let $x, y, z \in G$. Then

$$
\begin{aligned}
& x \circ(y u \circ(x \circ z))=x \circ(y u \circ x z)=x \circ z^{*} x^{*} y u=x z^{*} x^{*} y u \\
& ((x \circ y u) \circ x) \circ z=(x y u \circ x) \circ z=x^{*} x y u \circ z=z^{*} x^{*} x y u .
\end{aligned}
$$

Therefore, this particular form of the Moufang identity holds if and only if $x z^{*} x^{*}=$ $z^{*} x^{*} x$. Now, given $x, y \in G$, there is $z \in G$ such that $z^{*} x^{*}=y$. Therefore $x z^{*} x^{*}=z^{*} x^{*} x$ holds in $G$ if and only if $G$ is commutative. However, when $G$ is commutative, then $L$ is associative, and we have proved the equivalence of (i), (ii), (iii).

C property. Let $x, y, z \in G$. Then

$$
\begin{aligned}
& x \circ(y \circ(y \circ z))=x(y(y z))=((x y) y) z=((x \circ y) \circ y) \circ z, \\
& x \circ(y \circ(y \circ z u))=(x(y(y z)) u=((x y) y) z) u=((x \circ y) \circ y) \circ z u, \\
& x \circ(y u \circ(y u \circ z))=x \circ\left(y u \circ z^{*} y u\right)=x \circ g_{0} y y^{*} z=g_{0} x y y^{*} z=g_{0} x y y^{*} \circ z \\
& \quad=(x y u \circ y u) \circ z=((x \circ y u) \circ y u) \circ z, \\
& x u \circ(y \circ(y \circ z))=x u \circ y y z=z^{*} y^{*} y^{*} x u=y^{*} y^{*} x u \circ z=\left(y^{*} x u \circ y\right) \circ z \\
& \quad=((x u \circ y) \circ y) \circ z, \\
& x \circ(y u \circ(y u \circ z u))=x \circ\left(y u \circ g_{0} y z^{*}\right)=x \circ g_{0} z y^{*} y u=g_{0} x z y^{*} y u \\
& \quad=g_{0} x y y^{*} z u=g_{0} x y y^{*} \circ z u=(x y u \circ y u) \circ z u=((x \circ y u) \circ y u) \circ z u, \\
& x u \circ(y u \circ(y u \circ z))=x u \circ\left(y u \circ z^{*} y u\right)=x u \circ g_{0} y y^{*} z=g_{0} z^{*} y y^{*} x u=g_{0} z^{*} x y^{*} y u \\
& \quad=g_{0} x y^{*} y u \circ z=\left(g_{0} x y^{*} \circ y u\right) \circ z=((x u \circ y u) \circ y u) \circ z, \\
& x u \circ(y u \circ(y u \circ z u))=x u \circ\left(y u \circ g_{0} y z^{*}\right)=x u \circ g_{0} z y^{*} y u=g_{0}^{2} x y^{*} y z^{*} \\
& \quad=g_{0} x y^{*} y u \circ z u=\left(g_{0} x y^{*} \circ y u\right) \circ z u=((x u \circ y u) \circ y u) \circ z u .
\end{aligned}
$$

While verifying the remaining form of the C identity, we obtain

$$
\begin{aligned}
& x u \circ(y \circ(y \circ z u))=x u \circ y y z u=g_{0} x z^{*} y^{*} y^{*}, \\
& ((x u \circ y) \circ y) \circ z u=\left(y^{*} x u \circ y\right) \circ z u=y^{*} y^{*} x u \circ z u=g_{0} y^{*} y^{*} x z^{*} .
\end{aligned}
$$

The identity therefore holds if and only if $y^{*} y^{*}$ commutes with all elements of $G$, which happens if and only if $G / Z(G)$ is an elementary abelian 2-group.

Finally, by Lemma 4.4 of [7], flexible C-loops are diassociative.

## 7 The Algorithm

### 7.1 Collecting Identities

Let $G$ be a group, $\psi$ a groupoid identity and $(\alpha, \beta, \gamma, \delta)$ a multiplication. Then the following algorithm will output a set $\Psi$ of group identities such that $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ satisfies $\psi$ if and only if $G$ satisfies all identities of $\Psi$ :
(i) Let $f: \operatorname{var} \psi \rightarrow\{0,1\}$ be a function that decides whether $x \in \operatorname{var} \psi$ is to be taken from $G$ or from $G u$.
(ii) Upon assigning the variables of $\psi$ according to $f$, let $\psi_{f}=(u, v)$ be the identity $\psi$ evaluated in $Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$.
(iii) Let $\Psi=\left\{\psi_{f} \mid f: \operatorname{var} \psi \rightarrow\{0,1\}\right\}$.

This algorithm is straightforward but not very useful, since it typically outputs a large number of complicated group identities.

### 7.2 Understanding the identities in the Bol-Moufang case

We managed to decipher the meaning of $\Psi$ for all multiplications $(\alpha, \beta, \gamma, \delta)$ and for all identities of Bol-Moufang type by another algotihm. First, we reduced the identity $\psi_{f}=(u, v)$ to a canonical form as follows:
(a) replace $g_{0}^{*}$ by $g_{0}$,
(b) move all $g_{0}$ to the very left,
(c) replace $x^{*} x$ by $x x^{*}$,
(d) move all substrings $x x^{*}$ immediately to the right of the power $g_{0}^{m}$, and order the substrings $x x^{*}, y y^{*}, \ldots$ lexicographically,
(e) cancel as much as possible on the left and on the right of the resulting identity.

Then we used Lemmas 7.1-7.5 to understand what the canonical identities collected in $\Psi$ say about the group $G$ :

Lemma 7.1. If an identity of $\Psi$ reduces to $x^{*}=x$ then it does not hold in any group.

Proof. This follows since we assume that $*$ is not identical on $G$.
Lemma 7.2. The following conditions are equivalent:
(i) $G / Z(G)$ is an elementary abelian 2-group,
(ii) $x x y=y x x$,
(iii) $x y x^{*}=x^{*} y x$.

Proof. We have $x y x^{*}=x^{*} y x$ if and only if $x^{*} x y x^{*} x=x^{*} x^{*} y x x$. Since $x^{*} x \in Z(G)$, the latter identity is equivalent to $x^{*} x x^{*} x y=x^{*} x^{*} y x x$. Since $x x^{*}=x^{*} x$, we can rewrite it equivalently as $x^{*} x^{*} x x y=x^{*} x^{*} y x x$, which is by cancellation equivalent to $x x y=y x x$.

Lemma 7.3. The following conditions are equivalent:
(i) $G$ is commutative,
(ii) $x x^{*} y=x^{*} y x$.

Proof. If $x x^{*} y=x^{*} y x$ then $x^{*} x y=x^{*} y x$ and so $x y=y x$.

Lemma 7.4. If $\psi$ is a strictly balanced identity that reduces to $x y=y x$ upon substituting 1 for some of the variables of $\psi$, then $\psi$ is equivalent to commutativity.

Proof. $\psi$ implies commutativity. Once commutativity holds, we can rearrange the variables of $\psi$ so that both sides of $\psi$ are the same, because $\psi$ is strictly balanced.

Lemma 7.5. The following conditions are equivalent:
(i) $x x y=y x^{*} x^{*}$ holds in $G$,
(ii) $(x x)^{*}=x x$ and $G / Z(G)$ is an elementary abelian 2-group.

Proof. Condition (ii) clearly implies (i). If (i) holds, we have $x x=x^{*} x^{*}$ (with $y=1)$ and so $(x x)^{*}=x x$. Also $x x y=y x^{*} x^{*}=y x x$.

### 7.3 What the identities mean in the Bol-Moufang case

Lemmas 7.1-7.5 are carefully tailored to loops of Bol-Moufang type, and we discovered them upon studying the canonical identities $\Psi$ obtained by the computer search.

It just so happens that every identity $\psi_{f}$ of $\Psi$ is equivalent to a combination of the following properties of $G$ :
(PN) No group satisfies $\psi_{f}$.
(PA) All groups satisfy $\psi_{f}$.
(PC) $G$ is commutative.
(PB) $G / Z(G)$ is an elementary abelian 2-group.
$(\mathrm{PS})(g g)^{*}=g g$ for every $g \in G$.
A prominent example of $*$ is the inverse operation ${ }^{-1}$ in $G$. Then (PB) says that $G$ is of exponent 4 , and it is therefore not difficult to obtain examples of groups satisfying any possible combination of (PN), (PA), (PC), (PB) and (PS).

We have implemented the algorithm in GAP [5], and made it available online at

```
http://www.math.du.edu/~
```

in section Research. The algorithm is not safe for identities that are not strictly balanced.

## 8 Results

We now present the results of the computer search. In order to organize the results, observe that if $L=Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ is associative, it satisfies all identities of Bol-Moufang type. Since we do not want to list the multiplications and properties of $G$ repeatedly, we first describe all cases when $L$ is associative, then all cases when $L$ is an extra loop, then all cases when $L$ is a Moufang loop, etc., guided by the inclusions of Figure 1.

All results of this section are computer generated. To avoid errors in transcribing, the $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ source of the statements of the results is also computer generated. In the statements, we write $x y$ instead of $\theta_{x y}, g_{0} y x^{*}$ instead of $\theta_{g_{0}} \theta_{y x^{*}}$, etc., in order to save space and improve legibility. Some results are mirror versions of others (cf. Theorem 8.5 versus Theorem 8.6), but we decided to include them anyway for quicker future reference. Finally, when $G$ is commutative, $\Delta\left(\Theta \cup \theta_{g_{0}} \Theta\right)$ coincides with $\Delta\left(S \cup \theta_{g_{0}} S\right)$, where $S=\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{x^{*} y}, \theta_{x^{*} y^{*}}\right\}$. We therefore report only maps $\alpha, \beta, \gamma, \delta$ from $S \cup \theta_{g_{0}} S$ in the commutative case.

In Theorems $8.1-8.14, G$ is a group, $*$ is a nonidentical involutory antiautomorphism of $G$ satisfying $g g^{*} \in Z(G)$ for every $g \in G$, the element $g_{0} \in Z(G)$ satisfies $g_{0}^{*}=g_{0}$, and the maps $\alpha, \beta, \gamma, \delta$ are as in Assumption 5.5.

Theorem 8.1. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is associative iff the following conditions are satisfied:
$(\beta, \gamma, \delta)$ is equal to
( $x y, x y, g_{0} x y$ ), or
$G$ is commutative and $(\beta, \gamma, \delta)$ is equal to $\left(x^{*} y, x y, g_{0} x^{*} y\right)$.
Theorem 8.2. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is extra iff it is associative or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is equal to $\left(x^{*} y, y x, g_{0} y x^{*}\right)$.

Theorem 8.3. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is Moufang iff it is extra or if the following conditions are satisfied:
$(\beta, \gamma, \delta)$ is equal to
$\left(x^{*} y, y x, g_{0} y x^{*}\right)$.
Theorem 8.4. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is a $C$-loop iff it is extra or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(y x, y x, g_{0} y x\right),\left(y x^{*}, x y, g_{0} x^{*} y\right)$.

Theorem 8.5. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is left Bol iff it is Moufang or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2 -group and $(\beta, \gamma, \delta)$ is among $\left(x y, y x, g_{0} y x\right),\left(x^{*} y, x y, g_{0} x^{*} y\right)$, or
$G$ is commutative, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} x^{*} y\right),\left(x^{*} y, x y, g_{0} x y\right)$, or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x^{*} y\right),\left(x y, y x, g_{0} y x^{*}\right),\left(x^{*} y, x y, g_{0} x y\right),\left(x^{*} y, y x, g_{0} y x\right)$.
Theorem 8.6. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is right Bol iff it is Moufang or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(y x, x y, g_{0} y x\right),\left(y x^{*}, y x, g_{0} x^{*} y\right)$, or
$G$ is commutative, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} x^{*} y^{*}\right)$, or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x y^{*}\right),\left(x^{*} y, y x, g_{0} y^{*} x^{*}\right),\left(y x, x y, g_{0} y^{*} x\right),\left(y x^{*}, y x, g_{0} x^{*} y^{*}\right)$.
Theorem 8.7. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is an LC-loop iff it is a $C$-loop or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(x y, y x, g_{0} y x\right),\left(x^{*} y, x y, g_{0} x^{*} y\right),\left(y x, x y, g_{0} x y\right),\left(y x^{*}, y x, g_{0} y x^{*}\right)$, or
$G$ is commutative, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} x^{*} y\right),\left(x^{*} y, x y, g_{0} x y\right)$, or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x^{*} y\right),\left(x y, y x, g_{0} y x^{*}\right),\left(x^{*} y, x y, g_{0} x y\right),\left(x^{*} y, y x, g_{0} y x\right)$,
$\left(y x, x y, g_{0} x^{*} y\right),\left(y x, y x, g_{0} y x^{*}\right),\left(y x^{*}, x y, g_{0} x y\right),\left(y x^{*}, y x, g_{0} y x\right)$.
Theorem 8.8. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is an $R C$-loop iff it is a $C$-loop or if the following conditions are satisfied:
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(x y, y x, g_{0} x y\right),\left(x^{*} y, x y, g_{0} y x^{*}\right),\left(y x, x y, g_{0} y x\right),\left(y x^{*}, y x, g_{0} x^{*} y\right)$, or
$G$ is commutative, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} x^{*} y^{*}\right)$, or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x y^{*}\right),\left(x y, y x, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} y^{*} x^{*}\right),\left(x^{*} y, y x, g_{0} y^{*} x^{*}\right)$, $\left(y x, x y, g_{0} y^{*} x\right),\left(y x, y x, g_{0} y^{*} x\right),\left(y x^{*}, x y, g_{0} x^{*} y^{*}\right),\left(y x^{*}, y x, g_{0} x^{*} y^{*}\right)$.

Theorem 8.9. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is flexible iff it is Moufang or if the following conditions are satisfied:
( $\beta, \gamma, \delta$ ) is among
$\left(x y, x y, g_{0} y^{*} x^{*}\right),\left(x^{*} y, y x, g_{0} x y^{*}\right),\left(x^{*} y, y x, g_{0} x^{*} y\right),\left(x^{*} y, y x, g_{0} y^{*} x\right)$,
$\left(y x, y x, g_{0} x^{*} y^{*}\right),\left(y x, y x, g_{0} y x\right),\left(y x^{*}, x y, g_{0} x y^{*}\right),\left(y x^{*}, x y, g_{0} x^{*} y\right)$,
$\left(y x^{*}, x y, g_{0} y x^{*}\right),\left(y x^{*}, x y, g_{0} y^{*} x\right)$, or
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x^{*} y^{*}\right),\left(x y, x y, g_{0} y x\right),\left(y x, y x, g_{0} x y\right),\left(y x, y x, g_{0} y^{*} x^{*}\right)$.
Theorem 8.10. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is left alternative iff it is left Bol or an LC-loop or if the following conditions are satisfied:
( $\beta, \gamma, \delta$ ) is among
$\left(x y, x y, g_{0} x^{*} y\right),\left(x y, y x, g_{0} y x^{*}\right),\left(x^{*} y, x y, g_{0} x^{*} y\right),\left(y x, x y, g_{0} x^{*} y\right)$,
$\left(y x, y x, g_{0} y x^{*}\right),\left(y x^{*}, x y, g_{0} x^{*} y\right),\left(y x^{*}, y x, g_{0} y x^{*}\right)$, or
$(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is equal to
$\left(x^{*} y, x y, g_{0} x y\right)$.
Theorem 8.11. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is right alternative iff it is right Bol or an RC-loop or if the following conditions are satisfied:
$(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x y^{*}\right),\left(x y, y x, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} y x^{*}\right),\left(y x, x y, g_{0} y^{*} x\right)$,
$\left(y x, y x, g_{0} y^{*} x\right),\left(y x^{*}, x y, g_{0} x^{*} y\right),\left(y x^{*}, y x, g_{0} x^{*} y\right)$, or
$(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is equal to
$\left(y x^{*}, y x, g_{0} x^{*} y^{*}\right)$.
Theorem 8.12. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is a left nuclear square loop iff it is an LC-loop or if the following conditions are satisfied:

```
( }\beta,\gamma,\delta) is amon
(xy,xy, goxy*), (y\mp@subsup{x}{}{*},yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}y),(y\mp@subsup{x}{}{*},yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),\mathrm{ or}
G/Z(G) is an elementary abelian 2-group and ( }\beta,\gamma,\delta)\mathrm{ is among
(xy,xy,\mp@subsup{g}{0}{}yx), (xy, xy, go y*x), (xy,yx, goxy), (xy,yx,\mp@subsup{g}{0}{}x\mp@subsup{y}{}{*}),
(xy,yx, go y*x), (\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),(\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}y\mp@subsup{x}{}{*}),(\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}),
(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}y),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}),(yx,xy,\mp@subsup{g}{0}{}x\mp@subsup{y}{}{*}),
(yx,xy,\mp@subsup{g}{0}{}yx), (yx, xy, go y*x), (yx,yx, goxy), (yx,yx, gox\mp@subsup{y}{}{*}),
(yx,yx, go y* x), (y\mp@subsup{x}{}{*},xy, g0 \mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),(y\mp@subsup{x}{}{*},xy,\mp@subsup{g}{0}{}y\mp@subsup{x}{}{*}),(y\mp@subsup{x}{}{*},xy,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}),
(y\mp@subsup{x}{}{*},yx,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}), or
G/Z(G) is an elementary abelian 2-group, (xx\mp@subsup{)}{}{*}=xx for every x\inG and (\beta,\gamma,\delta)
is among
(xy,xy,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),(xy,xy,\mp@subsup{g}{0}{}y\mp@subsup{x}{}{*}),(xy,xy,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}),(xy,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}y),
(xy,yx, go x* y*), (xy,yx, go y* \mp@subsup{x}{}{*}),(\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}x\mp@subsup{y}{}{*}),(\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}yx),
(x*y,xy, go y*}x),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}xy),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}x\mp@subsup{y}{}{*}),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}x)
```

```
\(\left(y x, x y, g_{0} x^{*} y^{*}\right),\left(y x, x y, g_{0} y x^{*}\right),\left(y x, x y, g_{0} y^{*} x^{*}\right),\left(y x, y x, g_{0} x^{*} y\right)\),
\(\left(y x, y x, g_{0} x^{*} y^{*}\right),\left(y x, y x, g_{0} y^{*} x^{*}\right),\left(y x^{*}, x y, g_{0} x y^{*}\right),\left(y x^{*}, x y, g_{0} y x\right)\),
\(\left(y x^{*}, x y, g_{0} y^{*} x\right),\left(y x^{*}, y x, g_{0} x y\right),\left(y x^{*}, y x, g_{0} x y^{*}\right),\left(y x^{*}, y x, g_{0} y^{*} x\right)\).
```

Theorem 8.13. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is a middle nuclear square loop iff it is an LC-loop or an $R C$-loop or if the following conditions are satisfied:
$(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} y^{*} x^{*}\right),\left(y x^{*}, x y, g_{0} x y^{*}\right),\left(y x^{*}, x y, g_{0} y x^{*}\right)$, or
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} x^{*} y^{*}\right),\left(x y, x y, g_{0} y x\right),\left(x y, y x, g_{0} x^{*} y^{*}\right),\left(x y, y x, g_{0} y^{*} x^{*}\right)$, $\left(x^{*} y, x y, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} y^{*} x\right),\left(x^{*} y, y x, g_{0} x y^{*}\right),\left(x^{*} y, y x, g_{0} x^{*} y\right)$, $\left(x^{*} y, y x, g_{0} y^{*} x\right),\left(y x, x y, g_{0} x^{*} y^{*}\right),\left(y x, x y, g_{0} y^{*} x^{*}\right),\left(y x, y x, g_{0} x y\right)$, $\left(y x, y x, g_{0} x^{*} y^{*}\right),\left(y x, y x, g_{0} y^{*} x^{*}\right),\left(y x^{*}, x y, g_{0} y^{*} x\right),\left(y x^{*}, y x, g_{0} x y^{*}\right)$, ( $y x^{*}, y x, g_{0} y^{*} x$ ), or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among

```
(xy, xy, goy\mp@subsup{x}{}{*}),(xy,xy, go y*}x),(xy,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}y),(xy,yx,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}x)
( }\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*}),(\mp@subsup{x}{}{*}y,xy,\mp@subsup{g}{0}{}yx),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}xy),(\mp@subsup{x}{}{*}y,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}\mp@subsup{y}{}{*})\mathrm{ ,
(yx,xy, goxy*), (yx,xy, goy\mp@subsup{x}{}{*}),(yx,yx,\mp@subsup{g}{0}{}x\mp@subsup{y}{}{*}),(yx,yx,\mp@subsup{g}{0}{}\mp@subsup{x}{}{*}y),
(y\mp@subsup{x}{}{*},xy,\mp@subsup{g}{0}{}yx), (y\mp@subsup{x}{}{*},xy,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}),(y\mp@subsup{x}{}{*},yx,\mp@subsup{g}{0}{}xy),(y\mp@subsup{x}{}{*},yx,\mp@subsup{g}{0}{}\mp@subsup{y}{}{*}\mp@subsup{x}{}{*}).
```

Theorem 8.14. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is a right nuclear square loop iff it is an $R C$-loop or if the following conditions are satisfied:
$(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x^{*} y\right),\left(x^{*} y, x y, g_{0} x y\right),\left(x^{*} y, x y, g_{0} x^{*} y\right)$, or
$G / Z(G)$ is an elementary abelian 2-group and $(\beta, \gamma, \delta)$ is among $\left(x y, x y, g_{0} y x\right),\left(x y, x y, g_{0} y x^{*}\right),\left(x y, y x, g_{0} x^{*} y\right),\left(x y, y x, g_{0} y x\right)$, $\left(x y, y x, g_{0} y x^{*}\right),\left(x^{*} y, x y, g_{0} y x\right),\left(x^{*} y, y x, g_{0} x y\right),\left(x^{*} y, y x, g_{0} x^{*} y\right)$, $\left(x^{*} y, y x, g_{0} y x\right),\left(y x, x y, g_{0} x y\right),\left(y x, x y, g_{0} x^{*} y\right),\left(y x, x y, g_{0} y x^{*}\right)$, $\left(y x, y x, g_{0} x y\right),\left(y x, y x, g_{0} x^{*} y\right),\left(y x, y x, g_{0} y x^{*}\right),\left(y x^{*}, x y, g_{0} x y\right)$, $\left(y x^{*}, x y, g_{0} y x\right),\left(y x^{*}, x y, g_{0} y x^{*}\right),\left(y x^{*}, y x, g_{0} x y\right),\left(y x^{*}, y x, g_{0} y x\right)$, $\left(y x^{*}, y x, g_{0} y x^{*}\right)$, or
$G / Z(G)$ is an elementary abelian 2-group, $(x x)^{*}=x x$ for every $x \in G$ and $(\beta, \gamma, \delta)$ is among
$\left(x y, x y, g_{0} x^{*} y^{*}\right),\left(x y, x y, g_{0} y^{*} x\right),\left(x y, x y, g_{0} y^{*} x^{*}\right),\left(x y, y x, g_{0} x^{*} y^{*}\right)$,
$\left(x y, y x, g_{0} y^{*} x\right),\left(x y, y x, g_{0} y^{*} x^{*}\right),\left(x^{*} y, x y, g_{0} x y^{*}\right),\left(x^{*} y, x y, g_{0} x^{*} y^{*}\right)$,
$\left(x^{*} y, x y, g_{0} y^{*} x\right),\left(x^{*} y, y x, g_{0} x y^{*}\right),\left(x^{*} y, y x, g_{0} x^{*} y^{*}\right),\left(x^{*} y, y x, g_{0} y^{*} x\right)$,
$\left(y x, x y, g_{0} x y^{*}\right),\left(y x, x y, g_{0} x^{*} y^{*}\right),\left(y x, x y, g_{0} y^{*} x^{*}\right),\left(y x, y x, g_{0} x y^{*}\right)$,
$\left(y x, y x, g_{0} x^{*} y^{*}\right),\left(y x, y x, g_{0} y^{*} x^{*}\right),\left(y x^{*}, x y, g_{0} x y^{*}\right),\left(y x^{*}, x y, g_{0} y^{*} x\right)$,
$\left(y x^{*}, x y, g_{0} y^{*} x^{*}\right),\left(y x^{*}, y x, g_{0} x y^{*}\right),\left(y x^{*}, y x, g_{0} y^{*} x\right),\left(y x^{*}, y x, g_{0} y^{*} x^{*}\right)$.

## 9 Concluding remarks

(I) Figure 1 and Theorems 8.1-8.14 taken together tell us more than if we consider them separately. For instance, Theorem 8.1 and Theorem 8.3 plus the fact that every group is a Moufang loop imply that the construction of Theorem 8.3 yields a nonassociative loop if and only if the group $G$ is not commutative. In other words, the two theorems encompass Theorem 1.1, and, in addition, show that Chein's construction is unique for Moufang loops.
(II) Note that we have also recovered (an isomorphic copy of) the construction (4) of de Barros and Juriaans. Our results on Bol loops agree with those of [10], obtained by hand.
(III) To illustrate how the algorithm works for loops that are not of Bol-Moufang type, we show the output for nonassociative RIF loops. A loop is an RIF loop if it satisfies $(x y)(z(x y))=((x(y z)) x) y$.

Theorem 9.1. The loop $Q\left(G, *, g_{0}, \theta_{x y}, \beta, \gamma, \delta\right)$ is RIF iff it is associative or if the following conditions are satisfied:
( $\beta, \gamma, \delta$ ) is among
$\left(x^{*} y, y x, g_{0} y x^{*}\right),\left(y x^{*}, x y, g_{0} x^{*} y\right)$, or
$(\beta, \gamma, \delta)$ and $G$ are as in the following list:
$\left(y x, y x, g_{0} y x\right)$ and $x y z x y=y x z y x$.
Note that the algorithm did not manage to decipher the meaning of the group identity $x y z x y=y x z y x$, so it simply listed it.
(IV) We conclude the paper with the following observation:

Lemma 9.2. Let $L=Q\left(G, *, g_{0}, \alpha, \beta, \gamma, \delta\right)$ be a loop. Then $L$ has two-sided inverses.
Proof. Let $g \in G$. Since $g^{*}\left(g^{-1}\right)^{*}=\left(g^{-1} g\right)^{*}=1^{*}=1$, we have $\left(g^{*}\right)^{-1}=\left(g^{-1}\right)^{*}$, and the antiautomorphisms ${ }^{-1}$ and $*$ commute. Let us denote $\left(g^{-1}\right)^{*}=\left(g^{*}\right)^{-1}$ by $g^{-*}$.

We show that for every $\alpha \in \Theta_{0}$ and $g \in G$, there is $h \in G$ such that $\Delta \alpha(g, h)=$ $g \circ h=1=h \circ g=\Delta \alpha(h, g)$. The proof for $g u \in G u$ is similar.

Assume that $\alpha \in\left\{\theta_{x y}, \theta_{x y^{*}}, \theta_{x^{*} y}, \theta_{x^{*} y^{*}}\right\}$. Then

$$
\begin{aligned}
& \Delta \theta_{x y}\left(g, g^{-1}\right)=g g^{-1}=1=g^{-1} g=\Delta \theta_{x y}\left(g^{-1}, g\right), \\
& \Delta \theta_{x y^{*}}\left(g, g^{-*}\right)=g\left(g^{-*}\right)^{*}=1=g^{-*} g^{*}=\Delta \theta_{x y^{*}}\left(g^{-*}, g\right), \\
& \Delta \theta_{x^{*} y}\left(g, g^{-*}\right)=g^{*} g^{-*}=1=\left(g^{-*}\right)^{*} g=\Delta \theta_{x^{*} y}\left(g^{-*}, g\right), \\
& \Delta \theta_{x^{*} y^{*}}\left(g, g^{-1}\right)=g^{*} g^{-*}=1=g^{-*} g^{*}=\Delta \theta_{x^{*} y^{*}}\left(g^{-1}, g\right)
\end{aligned}
$$

show that the two-sided inverse $h$ exists. The case $\alpha \in\left\{\theta_{y x}, \theta_{y^{*} x}, \theta_{y x^{*}}, \theta_{y^{*} x^{*}}\right\}$ is similar. The general case $\alpha \in \Theta_{0}$ then follows thanks to $g_{0}=g_{0}^{*} \in Z(G)$.
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# On identities of Bol-Moufang type * 

A. Pavlů, A. Vanžurová


#### Abstract

Left) Bol loops are usually introduced as loops in which (left) Bol condition is satisfied, and the existence of the two-sided inverse of any element as well as the left inverse property are deduced. It appears that some of the assumptions on the structure are superflous and can be omitted, or modified. Also, Bol loops can be presented in various settings as far as the family of operation symbols is concerned. First we give a short survey on main known results on identities of Bol-Moufang type in quasigroups, written in a unified notation, and try to employ only multiplication and left division for the equational theory of left Bol loops. Then we propose a rather non-traditional concept of the variety of left Bol loops in type ( $2,1,0$ ), with operation $\operatorname{symbols}\left(\cdot,^{-1}, e\right)$ and with five-element defining set of identities, namely $x e=e x=x$, $\left(x^{-1}\right)^{-1}=x, x^{-1}(x y)=y, x(y(x z))=(x(y x)) z$.
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## 1 Preliminaries

The set of all terms over an alphabet $X$ is denoted $T_{(\tau)}(X)$. If $\mathcal{A}=(A ; F)$ is an algebra with the carrier set $A$ and the sequence $F=\left(f_{i}\right)_{i \in I}$ of operation symbols, and $\tilde{F}=\left(f_{i}\right)_{i \in \tilde{I}}, \tilde{I} \subset I$, a subsequence of the sequence $F$ of operation symbols then $\tilde{\mathcal{A}}=(A ; \tilde{F})$ is called a reduct of $\mathcal{A} . \underline{V}$ denotes a class of algebras defined by identities, i.e. a variety of algebras, and we write $\underline{V}=\operatorname{Mod}(\Sigma)$ if $\Sigma$ is the defining set of identities for $\underline{V}$. We will distinguish graphically between identities in a variety and equalities between elements in a particular algebra.

An algebra with one binary operation (of type $\tau=(1)$ ) is called a groupoid here, [4]. (The terminology varies in this respect. In [11] and in [10, p. 23] magma is used, and 1970' edition of N. Bourbaki's Algebra is mentioned as the first source. In [19], magma means a groupoid with two-sided neutral element.)

Convention. We use a common convention of nonassociative algebra that the symbol of binary operation can be omitted (to save space and brackets in formulas); if • is used it plays the role of parentheses, i.e. indicates priority of the "non-dotted" multiplication, or other operation.

Given a groupoid $(A ; \cdot)$ and $a \in A$ then $L_{a}: A \rightarrow A, x \mapsto a x$ denotes the left translation by an element $a$, similarly $R_{a}: x \mapsto a x$ denotes the right translation by $a$. An element $e$ of a groupoid $\mathcal{A}=(\mathcal{A} ; \cdot)$ is called a right (respectively left, respectively

[^4]two-sided) neutral element of $\mathcal{A}$ if for all elements $a \in A$, $a e=a$ (respectively $e a=a$, respectively both equalities) hold(s). The following easy observation is useful:
$$
\text { If } e^{\prime} \text { is a left and e a right neutral element of } \mathcal{A} \text { they coincide, } e^{\prime}=e^{\prime} e=e .
$$

If " 0 " is a binary operation on the carrier set $A$ then so is its dual (opposite) operation $\tilde{o}: A \rightarrow A,(a, b) \mapsto a \tilde{o} b:=b \circ a$. The groupoid $\tilde{\mathcal{A}}=(A, \tilde{o})$ is dual (opposite) ${ }^{1}$ to $\mathcal{A}=(A, \circ)$, and left (right) translations of $\tilde{\mathcal{A}}(\mathcal{A})$. If an identity is satisfied in $(A, \circ)$ then its dual ("mirror") is this same identity in $\tilde{\mathcal{A}}=(A, \tilde{o})$ (that is, "ó" replaces "०" in each occurance), rewritten into an identity in $(A, \circ)$ [10, p. 2]. A groupoid $\mathcal{B}$ is antiisomorphic to $\mathcal{A}$ if it is isomorphic to $\tilde{\mathcal{A}}$. The advantage of dualisation is obvious: it saves space and time. If something is proven for an algebraic structure (which is not "self-dual"), the dual ("mirror") proof must clearly work for the dual structure, and it is sufficient to study one of both theories.
1.1 Quasigroups, one-sided and two-sided equasigroups. Quasigroups (in the "usual" sense) form a historically important class of groupoids in which groups can be considered as a subclass. A (two-sided) quasigroup is often characterized as a groupoid $\mathcal{A}=(A ; \cdot)$ such that the following "quasigroup property" $(Q)$ is satisfied, [16]:
$(Q) \quad$ the maps $L_{a}: A \rightarrow A$ and $R_{a}: A \rightarrow A$ are bijections for all $a \in A$.

Equivalently, for each of the equations $a \cdot x=b, y \cdot a=b$ with $a, b \in A$, there exists a uniquely determined solution in $A, x \in A$ or $y \in A$, respectively [4, 14]. Another speaking, for any triple of elements $a, b, c$ from $A$ such that $a \cdot b=c$, each couple of them determines the third one in $A$ uniquely. Such a characterization might be sufficient in many aspects, but makes troubles in the infinite case as far as congruence relations, quotient algebras and homomorphisms are concerned. If a homomorphic image $\mathcal{A}^{\prime}$ of a quasigroup $\mathcal{A}$ (in the above sense) is finite, or associative, then $\mathcal{A}^{\prime}$ is a quasigroup. But there are infinite examples of groupoids (even loops) with the above "quasigroup property" $(Q)$ admitting homomorphic maps onto (neither finite nor associative) groupoids in which $(Q)$ fails, i.e. the image is no quasigroup [1, p. 1182-1183]. That is why the so called equasigroups were introduced (see [6]) defined via identities, i.e. forming a variety (see [7]) (primitive quasigroups in the sense of [2]). We prefer to keep the outline of an equational theory here.

Under a left quasigroup we will understand an algebra $(A ; \cdot, \backslash)$ of type $(2,2)$ in which the following identities hold (that guarantee existence and unicity of the solution):

$$
\left(Q 1_{l}\right): \quad x(x \backslash y) \approx y, \quad\left(Q 2_{l}\right): \quad x \backslash(x y) \approx y
$$

Left quasigroups form the variety $L Q=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right)\right\}\right)$ in type $(2,2)$, and an algebra $(A ; \cdot, \backslash)$ belongs to $\underline{L Q}$ if and only if in the groupoid $(A ; \cdot)$, the equations of the form $a \cdot u=b$ are uniquely solvable in $A$ for any $a, b \in A$, with $u=a \backslash b$.

[^5]Similarly, we can introduce mirrors of $\left(Q 1_{l}\right),\left(Q 2_{l}\right)$

$$
\left(Q 1_{r}\right): \quad(y / x) x \approx y, \quad\left(Q 2_{r}\right): \quad(y x) / x \approx y
$$

the variety of right quasigroups in type $(2,2)$ with operation symbols $(\cdot, /), \underline{R Q}=$ $\operatorname{Mod}\left(\left\{\left(Q 1_{r}\right),\left(Q 2_{r}\right)\right\}\right)$, and to give a dual characterization. Each left (right) quasigroup is left (right) cancellative, that is satisfies the following quasi-identity:

$$
\left.\left(C_{l}\right) \quad x z=x z^{\prime} \Longrightarrow z=z^{\prime} \quad \text { (left cancellation }\right)
$$

respectively
$\left(C_{r}\right) \quad z x=z^{\prime} x \Longrightarrow z=z^{\prime} \quad$ (right cancellation).
In fact, if $\mathcal{Q}=(Q ; \cdot, \backslash) \in \underline{L Q}$ and $a b=a b^{\prime}$ for $a, b, b^{\prime} \in Q$ then $a \backslash a b=a \backslash a b^{\prime}$. Applying $\left(Q 2_{l}\right)$ we obtain $b \overline{=b^{\prime}}$ (and the dual proof works for right quasigroups).

We prefer "left" structures here.
If in a left quasigroup $\mathcal{Q} \in \underline{L Q}, q \backslash q=p \backslash p$ holds for any $p, q \in Q$, then the common value $e=q \backslash q$ is a right neutral element of $\mathcal{Q}$.

A quasigroup ("equasigroup") is an algebra $\mathcal{A}=(\mathcal{A} ; \cdot, \backslash, /)$ of type $(2,2,2)$ satisfying all of $\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right)$ (and $\mathcal{A} \in \underline{Q}$ iff equations of both types are solved uniquely in $A$ ), [7, 24], i.e. the reduct $(A ; \cdot, \backslash)$ is a left quasigroup, and the reduct ( $A ; \cdot, /$ ) is a right one). Obviously, quasigroups are left and right cancellative (equivalently, all left and right translations are bijections on $A$ ).

In the variety of quasigroups $Q=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right)\right\}\right)$, the following identities are consequences of the defining ones:

$$
(Q 3): \quad y /(x \backslash y) \approx x, \quad(Q 4): \quad(y / x) \backslash y \approx x
$$

If a quasigroup possesses a neutral element we speak about a loop. If this is the case, we can identify $e$ with a new nullary operation $e:\{\emptyset\} \rightarrow A, \emptyset \mapsto e$. Let us consider the following identities:

$$
\left(U_{r}\right): \quad x e \approx x, \quad\left(U_{l}\right): \quad e x \approx x
$$

$$
\begin{equation*}
x(y z) \approx(x y) z \quad(\text { associativity }) \tag{AS}
\end{equation*}
$$

$$
(C O) \quad x y \approx y x \quad \text { (commutativity). }
$$

Associative groupoids are called semigroups. Commutative associative quasigroups are also called abelian.
1.2 Groups as quasigroups. It is well known that a group can be regarded as a quasigroup $\mathcal{G}=(\mathcal{G} ; \cdot, \backslash, /)$ for which the reduct $(G ; \cdot)$ is a semigroup (satisfies $(A S))$, [14, Chap. II], [4, p. 28], and that in the variety of "groups" in type $(2,2,2)$, $\underline{G}^{\prime}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right),(A S)\right\}\right)$, the following identities hold:

$$
x / x \approx y / y, \quad x \backslash x \approx y \backslash y, \quad x / x \approx x \backslash x,
$$

i.e. a uniquely determined neutral element is present in any $\mathcal{G} \in \underline{\mathcal{G}}^{\prime}$, and $\mathcal{G}$ can be regarded as an associative loop.
1.3 Loops. A loop is often considered as "usual" quasigroup $(Q, \cdot)$, i.e. satisfying $(Q)$, endowed with an identity element. For our purpose, let us consider a variety of loops $\underline{L}$ of type ( $2,2,2,0$ ) with the sequence of operation symbols $(\cdot, \backslash, /, e)$ as

$$
\underline{L}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right),\left(U_{r}\right),\left(U_{l}\right)\right\}\right) ;
$$

now a loop $\mathcal{L}=(\mathcal{Q} ; \cdot, \backslash, /\rceil$,$) will be an algebra belonging to the variety \underline{L}$. Obviously, a reduct $(Q ; \cdot, \backslash, /)$ of $\mathcal{L}$ is in $\underline{Q}$. Denote by $\underline{G r}$ the subvariety of $\underline{L}$ determined by the additional identity $(A S)$.

It is also reasonable to consider left loops with two-sided neutral element in type $(2,2,0)$ with operation symbols $(\cdot, \backslash, e)$ as elements from the variety

$$
\underline{L L}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(U_{r}\right),\left(U_{l}\right)\right\}\right)
$$

and similarly right loops with two-sided neutral element and operation symbols $(\cdot, /, e)$ as elements from

$$
\underline{R L}=\operatorname{Mod}\left(\left\{\left(Q 1_{r}\right),\left(Q 2_{r}\right),\left(U_{r}\right),\left(U_{l}\right)\right\}\right) .
$$

Associativity is rather a strong property. Many kinds of "weak" associativity are studied in quasigroups, e.g. $[8,9,12,13,17,21,22]$, as well as in the varieties $\underline{L}, \underline{L L}$ or $\underline{R L}$, respectively.

## 2 Identities of Bol-Moufang type in quasigroups

2.1 Identities of Bol-Moufang type. An identity $s \approx t$ where $s, t \in T_{(2)}(X)$ are binary terms, is said to be of Bol-Moufang type if the number of distinct variables occuring in $s$ as well as in $t$ is three, the total number of variables appearing in $s$ is four, the same for $t$, and the order in which the variables appear in $s$ is exactly the same as the order of these variables in the term $t$ [17]. Historically, some of these identities have been discovered in connection with geometric closure conditions in webs.
2.2 Left Bol quasigroups. A (two-sided) quasigroup satisfying the so-called left Bol identity
$\left(B_{l}\right) \quad x(y(x z)) \approx(x(y x)) z$
is called a left Bol quasigroup (after Geritt Bol [3]). Similarly, right Bol quasigroups satisfy its dual, the so called right Bol identity

$$
\left(B_{r}\right) \quad((z x) y) x \approx z((x y) x) .
$$

Both theories are "mirror-symmetric" to each other, we prefer here the variety of left Bol quasigroups in type ( $2,2,2$ )

$$
\underline{L B Q}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right),\left(B_{l}\right)\right\}\right) .
$$

Note that the mirror variety $\underline{R B Q}$ of right Bol quasigroups was investigated in [22].

Lemma 2.1 [22]. Let $(A ; \cdot, \backslash, /)$ be a left (right) Bol quasigroup. Then $(A ; \cdot)$ has a unique right (respectively left) neutral element satisfying $\left(U_{r}\right)$ (respectively $\left(U_{l}\right)$ ).

Proof. Let $a \in A$ be a fixed element of a left Bol quasigroup. For any $b \in A, \quad b(a \backslash a) \underset{\left(Q 1_{l}\right)}{=}(a \cdot(a \backslash b)) \cdot(a \backslash a) \underset{\left(Q 1_{r}\right)}{\overline{=}_{1}}(a \cdot[((a \backslash b) / a) \cdot a]) \cdot(a \backslash a) \quad\left(\overline{B_{l}}\right)$ $a((a \backslash b) / a) \cdot(a \cdot(a \backslash a))) \underset{\left(Q 1_{l}\right)}{=} a(((a \backslash b) / a) \cdot a) \underset{\left(Q 1_{r}\right)}{=} a(a \backslash b) \underset{\left(Q 1_{l}\right)}{=} b$. So, indeed, $a \backslash a$ is right neutral, and $\left(U_{r}\right)$ holds. Unicity follows from $b(a \backslash a)=b=b(c \backslash c), c \in A$ by $\left(C_{l}\right)$. Similarly for right Bol quasigroups.

In any algebra $\mathcal{A} \in \underline{\mathcal{L B Q}}$, a new nullary operation $e^{\mathcal{A}}$ satisfying $\left(U_{r}\right)$ can be introduced by $e^{\mathcal{A}}:\{\emptyset\} \rightarrow A, e^{\mathcal{A}}(\emptyset)=e \in A$, and a Bol quasigroup $\mathcal{A}$ can be regarded as a reduct of the algebra $\mathcal{A}^{\prime}=(A ; \cdot, \backslash, /, e)$ of type $(2,2,2,0)$ from the variety $\underline{L B Q^{\prime}}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right),\left(Q 2_{r}\right),\left(U_{r}\right),\left(B_{l}\right)\right\}\right)$ (of left Bol quasigroups with right neutral element). Consequently, in the variety $L B Q$ (as well as in $L B Q^{\prime}$ ), the identity $x \backslash x \approx y \backslash y$ holds. (Analogously for the varieties of right Bol quasigroups $\underline{R B Q}$ and $\underline{R B Q^{\prime}}$.)

Corollary 2.2. Each Bol quasigroup (belonging to $\underline{L B Q}, \underline{L B Q^{\prime}}, \underline{R B Q}$, or to $\underline{R B Q^{\prime}}$ ) satisfies
(H) $\quad(x x) x \approx x(x x) \quad$ (monoassociativity).

Proof. In the left Bol case, we use $\left(B_{l}\right)$ with $y=x, z=e$, and $\left(U_{r}\right)$.
If the right neutral element of a left Bol quasigroup is two-sided, i.e. satisfies $x e=e x=x$ for all $x$, the quasigroup is left alternative: setting $y=e$ in $\left(B_{l}\right)$ we get $x(x z)=(x x) z$.

Note that a groupoid $\mathcal{A}$ is said to have the left inverse property, or is a LIPgroupoid, if for each $a \in A$ there is at least one $a^{\prime} \in A$ such that $a^{\prime}(a c)=c$ for every $c \in A[4$, p. 111]. The right case is mirror again.

In a Bol quasigroup, each element has a (unique) two-sided inverse, and left (right) Bol quasigroups have left (right) inverse property:

Lemma 2.3 [22]. In $\underline{L B Q^{\prime}}$ the following identities hold:

| lip | $(e / x) \cdot(x y) \approx y \quad$ (left inverse property), |
| :--- | :--- |
| lip |  |
| lip $^{\prime \prime}$ | $x \cdot((x \backslash e) y) \approx y$, |
| bi $^{\prime}$ | $e / x \approx x \backslash e \quad$ (two-sided inverse), |
| lip $^{\prime \prime}$ | $(x \backslash e) \cdot(x y) \approx y$, |
| lip $^{\prime}$ | $x \cdot((e / x) y) \approx y$, |

Proof. Let us evaluate $x((e / x) \cdot(x y)) \underset{\left(B_{l}\right)}{\approx}[x((e / x) \cdot x)] y \underset{\left(Q 1_{r}\right)}{\approx}(x e) y \underset{\left((x) U_{r}\right)}{\approx} x y$. By left cancellation we obtain (lip). Similarly, $(x \backslash e) \cdot(x \cdot((x \backslash e) y)) \quad \underset{\left(B_{l}\right)}{\approx}$ $[(x \backslash e)(x \cdot(x \backslash e))] y \underset{\left(Q 1_{l}\right)}{\approx}((x \backslash e) \cdot e) y \underset{\left(U_{r}\right)}{\approx}(x \backslash e) y$, and $\left(C_{l}\right)$ gives $\left(l i p^{\prime \prime \prime}\right)$. Let $\mathcal{A} \in \underline{\mathcal{L B Q}^{\prime}}$ have the right neutral element $e$. For $a \in A,((e / a)(a \cdot e / a)) a=(e / a) \cdot(a(e / a \cdot a))=$ $e / a \cdot(a e)=e / a \cdot a$. According to $\left(C_{r}\right),(e / a) \cdot(a(e / a))=e / a=(e / a) e$, and we
obtain $a(e / a)=e$ by $\left(C_{l}\right)$. Since also $a(a \backslash e)=e$ holds it must be $e / a=a \backslash e$ again by $\left(C_{l}\right)$. The rest is a consequence.

Hence for every (left) Bol quasigroup $\mathcal{B} \in \underline{\mathcal{L B} \mathcal{Q}^{\prime}}$, it is natural to introduce for any $b \in B$ an element $b^{-1}=: e / b=b \backslash e$, a both-sided inverse. In this way, a new unary operation $b \mapsto b^{-1}$ of "inverting" arises (on the carrier set $B$ ) satisfying $b^{-1}(b c)=c$ and $b\left(b^{-1} c\right)=c$ for all $b, c \in B(\mathcal{B}$ has the left inverse property, is a LIPquasigroup). Analogously, the same construction works for right Bol quasigroups, and $(c b) b^{-1}=\left(c b^{-1}\right) b=c$ holds for all $b, c \in B$ (right Bol quasigroups have the right inverse property).
2.3 Moufang quasigroups (are loops). A bit stronger "weak associativity" conditions are conditions of Moufang type (after Ruth Moufang). Consider the following pairs of identities:

$$
\begin{array}{llll}
(M 1): & (x y)(z x) \approx(x(y z)) x, & (N 1): & ((z x) y) x \approx z(x(y x)), \\
(M 2): & x((y z) x) \approx(x y)(z x), & (N 2): & ((x y) x) z \approx x(y(x z)) .
\end{array}
$$

Each of the identities is a mirror of the other one on the same row. By results of Bol and Bruck [3], [4, p. 115] all four identities are equivalent in the variety of loops. By results of [12], they are in fact equivalent even in the variety $\underline{Q}$ of quasigroups.

Call a quasigroup Moufang if it satisfies (M1), and denote by $M Q$ the variety of all Moufang quasigroups. If $\mathcal{Q}$ is a Moufang quasigroup let us choose a fixed $a \in Q$. Then $e=: a \backslash a$ is a left neutral element. In fact, for every $b \in Q$, $(b a) b=(b(a \cdot a \backslash a)) b=(b a)(a \backslash a \cdot b)$, and $a \backslash a \cdot b=b$ follows by left cancellation. Similarly, $f=:(a \backslash a) /(a \backslash a)$ is a right neutral element since $[b((a \backslash a) /(a \backslash a)] \cdot(a \backslash a)=$ $(a \backslash a)[[b((a \backslash a) /(a \backslash a)] \cdot(a \backslash a)]=[(a \backslash a) b][(a \backslash a) /(a \backslash a) \cdot(a \backslash a)]=b \cdot(a \backslash a)$. Now using $\left(C_{r}\right)$ we conclude
Lemma 2.4 [12]. Every Moufang quasigroup has an identity element e (and therefore can be regarded as a reduct of a Moufang loop).

For quasigroups satisfying (M2), a mirror proof of the same statement can be easily given. To prove that every quasigroup satisfying ( $N 1$ ) (or ( $N 2$ ), respectively) has a two-sided neutral element is rather more complicated, [12, p. 233].
Lemma 2.5. Moufang quasigroups are left and right alternative and elastic, that is satisfy
$\left(A L T_{l}\right) \quad(x x) y \approx x(x y) \quad$ (left alternativity),
$\left(A L T_{r}\right) \quad(y x) x \approx y(x x) \quad$ (right alternativity),
(FLEX) ( $x y$ ) $x \approx x(y x) \quad$ (flexibility, elasticity).
Proof. From (N2) with $y=e$ and $\left(U_{r}\right),(x x) z=x(x z)$. From (N1) with $y=e$, $\left(U_{l}\right)$ and $\left(U_{r}\right),(z x) x=z(x x)$. From ( $N 1$ ) with $z=e$ and ( $U_{l}$ ) (or from (N2) with $z=e$ and $\left.\left(U_{r}\right)\right),(x y) x=x(y x)$.

Note that if a groupoid satisfies a left Bol identity and possesses a two-sided neutral element then it is left alternative.

Every Moufang quasigroup is at the same time left and right Bol quasigroup:
Lemma 2.6. The variety $\underline{M Q}$ is a subvariety in $\underline{L B Q}$ as well as in $\underline{R B Q}$.
Proof. In $\underline{M Q}$, the identity $\left(B_{l}\right)$ is a consequence of ( $N 2$ ) and (FLEX) since

$$
(x(y x)) z \underset{(F L E X)}{\approx}((x y) x) z \underset{(\underset{N}{ } 2)}{\approx} x(y(x z)),
$$

and $\left(B_{r}\right)$ is a consequence of $\left(N_{1}\right)$ and $(F L E X)$,

$$
z((x y) x) \underset{(F L E X)}{\approx} z(x(y x)) \underset{(\tilde{N} 1)}{\approx}((z x) y) x .
$$

Hence in every Moufang quasigroup each element has a (unique) both-sided inverse, and both left and right inverse properties are satisfied.

Due to $(A S), \underline{G}^{\prime}$ is a subvariety in $\underline{M Q}$. Now it is apparent that in each $\mathcal{G} \in \underline{G}^{\prime}$ there is a (unique) identity element $e$ satisfying $\left(U_{r}\right),\left(U_{l}\right)$, and each $g \in G$ has a (unique) both-sided inverse $g^{-1}:=e / g=g \backslash e$. More often, we take $\left(\cdot,{ }^{-1}, e\right)$ as fundamental operations for groups.

## 3 Bol and Moufang loops

3.1 Left Bol loops. Left Bol loops are usually considered as a subvariety

$$
\underline{L B L}=\operatorname{Mod}\left(\left\{(Q 1)_{l},(Q 2)_{l},(Q 1)_{r},(Q 2)_{r},\left(U_{r}\right),\left(U_{l}\right),\left(B_{l}\right)\right\}\right)
$$

determined in $\underline{L}$ by the identity $\left(B_{l}\right)$ (and belonging also to Bol quasigroups with right unit). Similarly, the subvariety $\underline{R B L}$ of right Bol loops is distinguished by the additional condition $\left(B_{r}\right)$, and has mirror properties [20].
Lemma 3.1 [20]. In the variety $\underline{L B L}$ of (left) Bol loops the following identities hold: $(H),(l i p),\left(l_{i p}^{\prime}\right),(b i),\left(A L T_{l}\right)$,
(inv) $\quad e /(e / x) \approx x, \quad(x \backslash e) \backslash e \approx x$,
(sa) $\quad(x(y x)) \backslash e \approx(x \backslash e) \cdot(y \backslash e \cdot x \backslash e) \quad$ (semiautomorphic inverse).
Proof. The first part was already proven. Left alternativity is an immediate consequence of $\left(B_{l}\right)$ and $\left(U_{l}\right)$ if we set $y=e$ and $z=y, x(x y) \approx$ $x(e(x y)) \approx(x(e x)) y \approx(x x) y$ (and monoassociativity follows for $y=x)$. From (bi), $e /(e / x) \approx e /(x \backslash e) \underset{(\underset{Q 3}{ })}{\approx} x$. Now $(x(y x)) \cdot[(x \backslash e) \cdot(y \backslash e \cdot x \backslash e)] \underset{(\underset{Q 3}{ })}{\approx} x(y(x(x \backslash e(y \backslash e \cdot$ $x \backslash e))) \underset{\left(l i p^{\prime}\right)}{\approx} x(y(y \backslash e \cdot x \backslash e)) \underset{\left(l p^{\prime}\right)}{\approx} x(x \backslash e) \underset{\left(Q 1_{l}\right)}{\approx} e$ which is equivalent to $(s a)$.

In the more usual notation, $x^{-1}(x y)=y, x\left(x^{-1} y\right)=y,\left(x^{-1}\right)^{-1}=x$, and $(x(y x))^{-1}=x^{-1}\left(y^{-1} x^{-1}\right)$. Further, $x^{-1} x=x x^{-1}=e$ due to $\left(Q 1_{l}\right),\left(Q 1_{r}\right)$.
3.2 Moufang loops. The variety of Moufang loops $M L$ is introduced as the subvariety of $\underline{L}$ satisfying the identity of Moufang ( $N 2$ ) (or equivalently, any one of the identities (M1), (M2), (N1) [4, 12]), and $\underline{M L}$ is exactly a common part of $\underline{L B L}$
and $\underline{R B L}$. It can be easily checked that a left Bol loop is Moufang if and only if it is elastic, or equivalently, if and only if is right alternative:

Lemma $3.2[\mathbf{2}, \mathbf{p} . \mathbf{1 0 5}, \mathbf{1}]$. In $\underline{L}$, a pair of identities $\left(B_{l}\right)$, (FLEX) is equivalent to (N2), and a pair of identities $\left(B_{r}\right),(F L E X)$ is equivalent to (N1).

Lemma 3.3 [2, p. 105, 5]. In the variety $\underline{L}$ of loops, a couple of identities $\left(B_{l}\right)$, $\left(A L T_{r}\right)$ is equivalent to (N2), and a couple $\left(B_{r}\right),\left(A L T_{l}\right)$ of identities is equivalent to (N1).
Proof. Let $\mathcal{B}$ be a Bol loop satisfying $\left(A L T_{r}\right)$. Let us show that $\mathcal{B}$ is also elastic. Let $a, c \in B$. Then $\left(B_{l}\right)$ with $x=z=: a$ and $y=: c$ and $\left(A L T_{r}\right)$ give $(a(c a)) a=$ $a(c(a a))=a((c a) a)$. Now let $a, b \in B$ be arbitrary elements. Then $(a b) a=$ $(a((b / a) \cdot a)) a=a(((b / a) \cdot a) a)=a(b a)$, that is, $(F L E X)$ holds in $\mathcal{B}$. Hence $\mathcal{B}$ is Moufang. The converse is obvious.

Corollary 3.4. A left (right) Bol loop is a Moufang loop if and only if it is right (left) alternative.
Lemma 3.5. For Bol loops (particularly for Moufang loops), $\left(a^{-1}\right)^{2}=\left(a^{2}\right)^{-1}$.
Proof. In a left Bol loop, $\left(a^{-1} a^{-1}\right)(a a)_{(A \overline{L T})_{l}}^{\overline{=}} a^{-1}\left(a^{-1}(a a)\right) \underset{(l i p)}{=} a^{-1} a \approx e$. In the case of a right Bol loop, a mirror proof works.

The common value can be denoted by $a^{-2}:=\left(a^{-1}\right)^{2}=\left(a^{2}\right)^{-1}$. Similarly, $\left(a^{n}\right)^{-1}=\left(a^{-1}\right)^{n}$ for any natural number $n$.

More generally, in a left $\mathrm{Bol} \operatorname{loop} \mathcal{B}$, a power $a^{n}$ can be introduced for any element $a \in B$ and any integer: $a^{0}=e, a^{n}=a \cdot a^{n-1}, a^{-n}=\left(a^{-1}\right)^{n}$ for any natural $n \in \mathbb{N}$. In a left Bol loop, $b^{n}\left(b^{m} a\right)=b^{n+m} a$, in particular, $b^{n} b^{m}=b^{n+m}$ (Bol and Moufang loops are power-associative) [20].

The variety $\underline{C M L}$ of commutative Moufang loops can be characterized as a subvariety of $\underline{L}$, which is characterized by the additional identity $x^{2}(y z) \approx(x y)(x z)$, a modification of (M1).

The fact that most of the varieties of loops of Bol-Moufang type can be defined in several equivalent ways was a motivation for [17-19].
3.3 Left Bol left loops. We can investigate Bol conditions even in weaker structures, and await reasonable results.

Let us start with a left loop (with a two-sided neutral element $e$ ) which satisfies left Bol identity $\left(B_{l}\right)$, and can be called a left Bol left loop. More formally, let $\mathcal{Q}=(Q ; \cdot, \backslash, e)$ belong to

$$
\underline{L B L L}=\operatorname{Mod}\left(\left\{\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(U_{l}\right),\left(U_{r}\right),\left(B_{l}\right)\right\}\right)
$$

Our aim is to show that on $Q$, a suitable binary operation / can be introduced in such a way that our algebra $\mathcal{Q}$ is in fact a reduct of some left Bol loop from $\underline{L B L}$. Note that both concepts are different from the theoretical view-point of universal algebra, but as far as more practical purposes are concerned: their classes of examples are in a bijective correspondence, that is, essentially the same.

Lemma 3.6. In any $\mathcal{Q} \in \underline{L B L L}$, the following identities are satisfied:

$$
\begin{aligned}
& \left(l i p^{\prime}\right): x(x \backslash e \cdot y) \approx y, \\
& \left(l i p^{\prime \prime}\right): \quad x \backslash e(x y) \approx y, \\
& (*): \quad x \backslash e \cdot x \approx e
\end{aligned}
$$

Proof. Let us start from the chain of identities

$$
x \backslash e \cdot(x(x \backslash e \cdot y)) \underset{\left(B_{l}\right)}{\approx}[x \backslash e \cdot(x \cdot x \backslash e)] y \underset{(Q 1),\left(U_{r}\right)}{\approx} x \backslash e \cdot y .
$$

Due to left cancellation, $\left({ }^{\left(i p^{\prime}\right.}\right)$ is obtained. To prove ( $\left.l i p^{\prime \prime}\right)$ we proceed similarly, $\left.x(x \backslash e(x y)) \underset{\left(B_{l}\right)}{\approx} x(x \backslash e \cdot x)\right) y \underset{\left(l i p^{\prime}\right)}{\approx} x y$, and we use $\left(C_{l}\right)$ again. Setting $y=e$ in (lip' $)$ we get the rest.

Given $\mathcal{Q} \in \underline{\mathcal{L B L L}}$ let us introduce a new binary operation " $\backslash$ " on $Q$ by

$$
a / b:=b \backslash e(b a \cdot b \backslash e) \quad \text { for any } \quad a, b \in Q
$$

Let us check that $\left(Q 1_{r}\right)$ and $\left(Q 2_{r}\right)$ are satisfied:
$x y / y=y \backslash e(y(x y) \cdot) y \backslash e \underset{\left(B_{l}\right)}{\overline{=}} y \backslash e(y(x(y \cdot y \backslash e))) \underset{\left(Q 1_{l}\right)}{=} y \backslash e(y(x \cdot e)) \underset{\left(U_{r}\right)}{\overline{=}} y \backslash e(y x) x \underset{\left(l i p^{\prime}\right)}{=} x$,
$x / y \cdot y=[y \backslash e(y x \cdot y \backslash e)] y \underset{\left(\bar{B}_{l}\right)}{\overline{\bar{x}}} y \backslash e(y x \cdot(y \backslash e \cdot y)) \underset{(*)}{=} y \backslash e(y x \cdot e) \underset{\left(U_{r}\right)}{\overline{\bar{x}}} y \backslash e(y x) \underset{\left(l i p^{\prime}\right)}{\overline{=}} x$.

## 4 Bol loops in signature $\left(\cdot,^{-1}, \mathbf{e}\right)$

As we have already seen, varieties of loops of Bol-Moufang type (including groups) can be introduced in various types. The fact that they belong to the class of the so called $I P$-loops is of considerable importance.
(Left) Bol loops are frequently introduced as loops in which (left) Bol condition is satisfied, and consequences of the axioms (some of which might be redundant) are derived: particularly the existence of two-sided inverse elements and the left inverse property, $(L I P)$, are remarkable. We propose here a rather non-traditional way how to minimalize the axiomatic system.

Let us introduce a variety of left Bol loops $\underline{B}$ in type ( $2,1,0$ ) with operation symbols $\left(\cdot,^{-1}, e\right)$. Considering the fact that Bol loops belong to the class of left inverse property loops we can choose

$$
x e \approx x, \quad e x \approx x, \quad\left(x^{-1}\right)^{-1} \approx x, x^{-1}(x y) \approx y, \quad x(y(x z)) \approx(x(y x)) z
$$

as a basis of identities. For some purposes, this definition in type $(2,1,0)$ seems to be quite convenient, and the fact that groups (in the usual setting) form a subvariety in $\underline{B}$ is transparent enough.

Let $K$ denote a class of algebras in type ( $2,1,0$ ), with a sequence of operation symbols $\left(\cdot,{ }^{-1}, e\right)$. Let us consider the following set of identities:

$$
\begin{array}{llll}
\left(I N_{r}\right): & x \cdot x^{-1} \approx e, & \left(I N_{l}\right): & x^{-1} \cdot x \approx e \\
(L I P): & x^{-1}(x y) \approx y, & (L I P)^{\prime}: & x\left(x^{-1} y\right) \approx y \\
(I N V): & \left(x^{-1}\right)^{-1} \approx x, & (L u): & \left(x^{-1}\left((x x) x^{-1}\right) \cdot x \approx x\right.
\end{array}
$$

The following can be easily checked.
Lemma 4.1. In an algebra $\mathcal{B}=\left(Q ; \cdot,^{-1}, e\right) \in K$ the following implications are satisfied:
(i) $\left(U_{r}\right)$ and $(L I P)$ imply $\left(I N_{l}\right)$,
(ii) $\left(U_{r}\right),(I N V)$ and $(L I P)$ imply $\left(I N_{r}\right)$,
(iii) if $\left(U_{r}\right),(I N V)$ and (LIP) are satisfied then also $(L I P)^{\prime}$ holds,
(iv) if $\left(U_{r}\right)$ and (N2) hold then (FLEX) is also satisfied,
(v) $\quad\left(U_{r}\right),(I N V),(L I P)$ and (N2) imply $\left(U_{l}\right)$,
(vi) $\left(U_{r}\right)$ and (N2) imply $\left(B_{l}\right)$,
(vii) if $\left(U_{r}\right),(I N V),(L I P)$ and (N2) hold then $\left(A L T_{l}\right)$ is satisfied.

Proof. Under the respective assumptions, we get the following chains of identities:

$$
\begin{aligned}
& x^{-1} x \underset{\left(U_{r}\right)}{\approx} x^{-1}(x e) \underset{(L I P)}{\approx} e, \\
& x x^{-1} \underset{(I N V)}{\approx}\left(x^{-1}\right)^{-1} x^{-1} \underset{\left(U_{r}\right)}{\approx}\left(x^{-1}\right)^{-1}\left(x^{-1} e\right) \underset{(\text { LIP })}{\approx} e, \\
& x\left(x^{-1} y\right) \underset{(I N V)}{\approx}\left(x^{-1}\right)^{-1}\left(x^{-1} y\right) x \underset{(L I P)}{\approx} e, \\
& \left(x^{-1}\left((x x) x^{-1}\right)\right) \cdot x \underset{\left(B_{l}\right)}{\approx} x^{-1} \cdot\left[(x x)\left(x^{-1} x\right)\right] \underset{\left(I N_{l}\right)}{\approx} x^{-1} \cdot[(x x) e] \underset{\left(U_{r}\right)}{\approx} x^{-1} \cdot(x x) \underset{(L I P)}{\approx} x, \\
& x(y x) \underset{\left(U_{r}\right)}{\approx} x(y(x e)) \underset{(N 2)}{\approx}(x(y x)) e \underset{\left(U_{r}\right)}{\approx}(x y) x, \\
& e x \underset{\left(I N_{r}\right)}{\approx}\left(x x^{-1}\right) x \underset{(F L E X)}{\approx} x\left(x^{-1} x\right) \underset{\left(I N_{l}\right)}{\approx} x e \underset{\left(U_{r}\right)}{\approx} x \text {, } \\
& x(y(x z)) \underset{(N 2)}{\approx}((x y) x) z \underset{(F L E X)}{\approx}(x(y x)) z, \\
& x(x z) \underset{\left(U_{l}\right)}{\approx} x(e(x z)) \underset{(N 2)}{\approx}((x e) x) z \underset{\left(U_{r}\right)}{\approx}(x x) z .
\end{aligned}
$$

The condition ( $L u$ ) tells that the "left neutral" element $e_{b}^{l}$ of $b \in B$, determined by the equation $e_{b}^{l} \cdot b=b$, is of the form $b^{-1}\left[(b b) b^{-1}\right]$. In general, left neutral elements $e_{a}^{l}, e_{b}^{l}$ corresponding to different elements $a \neq b$ might be different.
Lemma 4.2. Let $\mathcal{B} \in K$ be an algebra satisfying $(L I P)$. Then $\mathcal{B}$ satisfies the left cancellation law $\left(C_{l}\right)$.
Proof. Let $a, c, c^{\prime} \in B$ and suppose $a c=a c^{\prime}$. Then we evaluate $c \underset{(L I P)}{=} a^{-1}(a c)=$ $a^{-1}\left(a c^{\prime}\right) \underset{(L I P)}{=} c^{\prime}$.

Lemma 4.3. Let $\mathcal{B} \in K$ satisfy $\left(U_{r}\right),\left(I N_{r}\right),\left(C_{l}\right)$ and $\left(B_{l}\right)$. Then $\mathcal{B}$ satisfies also the right cancellation law $\left(C_{r}\right)$.

Proof. Let the assumptions hold in $\mathcal{B}$. Suppose $c a=c^{\prime} a$. Then also $a(c a)=a\left(c^{\prime} a\right)$. Calculate

$$
\begin{aligned}
& a c \underset{\left(\bar{U}_{r}\right)}{\bar{c}} a(c e) \underset{\left(I \bar{N}_{r}\right)}{\overline{\bar{N}}^{\prime}} a\left(c\left(a a^{-1}\right)\right) \underset{\left(\bar{B}_{l}\right)}{(a(c a)) \cdot a^{-1}=} \\
& =\left(a\left(c^{\prime} a\right)\right) \cdot a^{-1} \underset{\left(I B_{l}\right)}{\widetilde{B}_{l}} a\left(c^{\prime}\left(a a^{-1}\right)\right) \underset{\left(I N_{r}\right)}{\approx} a\left(c^{\prime} e\right)=a c^{\prime} .
\end{aligned}
$$

Hence $a c=a c^{\prime}$, and by $\left(C_{l}\right)$, also $c=c^{\prime}$.
In the class $K$, distinguish the variety

$$
\underline{B}=\operatorname{Mod}\left(\left\{\left(U_{r}\right),\left(U_{l}\right),(I N V),(L I P),\left(B_{l}\right)\right\}\right),
$$

and call its algebras again left Bol loops.
Corollary 4.4. Algebras from $\underline{B}$ satisfy $\left(I N_{r}\right),\left(I N_{l}\right)$, and are both left and right cancellative.

Let us consider also the varieties

$$
\underline{M}=\operatorname{Mod}\left(\left\{\left(U_{r}\right),(I N V),(L I P),(N 2)\right\}\right), \quad \underline{G}=\operatorname{Mod}\left(\left\{\left(U_{r}\right),\left(I N_{r}\right),(A S) .\right.\right.
$$

In $\underline{G}$, the identities $\left(U_{l}\right),\left(I N_{l}\right),\left(I N_{r}\right),(I N V)$ are satisfied (now we have "usual" groups). Obviously, we obtain the chain of subvarieties $\underline{G} \subset \underline{M} \subset \underline{B}$.
Proposition 4.5. Given an algebra $\mathcal{B}=\left(Q ; \cdot,{ }^{-1}, e\right) \in \underline{B}$ of type $(2,1,0)$ let us introduce a couple of binary operations $\backslash$, / by $a \backslash b:=a^{-1} b, b / a:=a^{-1}\left((a b) a^{-1}\right)$, $a, b \in Q$ [15]. Then $\mathcal{B}^{\prime}=(Q ; \cdot, \backslash, /, e)$ is a Bol loop belonging to the variety $\underline{B L}$.
Proof. Let us verify that in $\mathcal{B}^{\prime},\left(Q 1_{l}\right),\left(Q 2_{l}\right),\left(Q 1_{r}\right)$ and $\left(Q 2_{r}\right)$ hold. Given $a, b \in Q$ let us evaluate

$$
\begin{aligned}
& a(a \backslash b)=a\left(a^{-1} b\right) \underset{(L I P)^{\prime}}{\overline{\bar{\prime}}} b, \quad a \backslash(a b)=a^{-1}(a b) \underset{(L I P)}{\overline{=}} b, \\
& (b / a) a=\left(a^{-1}\left((a b) a^{-1}\right) a \underset{\left(B_{l}\right)}{\overline{=}} a^{-1}\left((a b)\left(a^{-1} a\right)\right) \underset{\left(I N_{l}\right)}{=} a^{-1}((a b) e) \underset{\left(U_{r}\right)}{\overline{=}} a^{-1}(a b) \underset{(L I P)}{=} b,\right.
\end{aligned}
$$

Since $\left(U_{r}\right),\left(U_{l}\right)$ and $\left(B_{l}\right)$ are among the defining identities of $\underline{B}$ the rest follows.
The varieties $\underline{B}$ and $\underline{B L}$ are term equivalent, the same for the varieties of groups $\underline{G}$ and $\underline{G r}$, or for Moufang loops.

For any $\mathcal{B} \in \underline{B}$ the map $J: Q \rightarrow Q, x \mapsto x^{-1}$ is an involutive permutation of the underlying set $Q$, and moreover a semiautomorphism of the loop $\mathcal{B}$ ([20, p. 344]), that is, $J(x(y x))=J(x)(J(y) J(x))$ holds.
Lemma 4.6. In the variety $\underline{B}$ the following identities are satisfied:

$$
(S A)^{\prime}: \quad\left[x\left(y^{-1} x\right)\right]^{-1} \approx x^{-1}\left(y x^{-1}\right), \quad(S A): \quad[x(y x)]^{-1} \approx x^{-1}\left(y^{-1} x^{-1}\right)
$$

Proof. The first assertion $(S A)^{\prime}$ follows by right cancellation $\left(C_{r}\right)$ from

$$
\begin{gathered}
x^{-1}\left(y x^{-1}\right) \cdot x\left(y^{-1} x\right) \underset{\left(\mathbb{B}_{l}\right)}{\approx} x^{-1}\left(y\left(x^{-1}\left[x\left(y^{-1} x\right)\right]\right)\right) \underset{(L I P)}{\approx} x^{-1}\left(y\left(y^{-1} x\right)\right) \underset{(L I P)^{\prime}}{\approx} x^{*} x \underset{\left(I N_{l}\right)}{\widetilde{\widetilde{I}})} \approx\left[x\left(y^{-1} x\right)\right]^{-1} \cdot x\left(y^{-1} x\right),
\end{gathered}
$$

and the second is a consequence.
Lemma 4.7. In the variety $\underline{B}$, the following identities hold for $n \geq 2$ :

$$
\begin{align*}
& x_{n}\left(x _ { n - 1 } \left(\ldots \left(x _ { 3 } \left(x _ { 2 } \left(x _ { 1 } \left(x _ { 2 } \left(x_{3}\left(\ldots\left(x_{n-1}\left(x_{n} z\right)\right) \ldots\right) \approx\right.\right.\right.\right.\right.\right.\right.  \tag{i}\\
& \left.\left.\approx x_{n}\left(x_{n-1}\left(\ldots\left[x_{3}\left(\left[x_{2}\left(x_{1} x_{2}\right)\right] x_{3}\right)\right] \ldots\right) x_{n-1}\right)\right) x_{n}\right) \cdot z
\end{align*}
$$

$$
\begin{gather*}
x_{n}\left(x _ { n - 1 } \left(\ldots \left(x _ { 2 } \left(x _ { 1 } \left(x_{2}\left(\ldots\left(x_{n-1} x_{n}\right) \ldots\right) \approx\right.\right.\right.\right.\right.  \tag{ii}\\
\approx x_{n}\left(\left(x_{n-1}\left(\ldots\left[\ldots\left[x_{2}\left(x_{1} x_{2}\right)\right] \ldots\right] x_{n-1}\right) x_{n}\right),\right.
\end{gather*}
$$

$$
\begin{align*}
& {\left[x _ { n } \left(x _ { n - 1 } \left(\ldots \left(x _ { 2 } \left(x_{1}\left(x_{2}\left(\ldots\left(x_{n-1} x_{n}\right) \ldots\right)\right]^{-1}\right.\right.\right.\right.\right.} \approx  \tag{iii}\\
& \approx x_{n}^{-1}\left(x _ { n - 1 } ^ { - 1 } \left(\ldots \left(x _ { 2 } ^ { - 1 } \left(x _ { 1 } ^ { - 1 } \left(x_{2}^{-1}\left(\ldots\left(x_{n-1}^{-1} x_{n}^{-1}\right) \ldots\right) .\right.\right.\right.\right.\right.
\end{align*}
$$

Proof. We use the idenity $\left(B_{l}\right)(n-1)$-times to prove the first identity,

$$
\begin{aligned}
& {\left[x_{n}\left(\left(x_{n-1}\left(\left[\ldots\left[x_{3}\left(\left[x_{2}\left(x_{1} x_{2}\right)\right] x_{3}\right)\right] \ldots\right] x_{n-1}\right)\right) x_{n}\right)\right] \cdot z \underset{\left(B_{l}\right)}{\approx} } \\
\underset{\left(\widetilde{B}_{l}\right)}{\approx} & x_{n}\left(\left(x_{n-1}\left(\left[\ldots\left[x_{3}\left(\left[x_{2}\left(x_{1} x_{2}\right)\right] x_{3}\right)\right] \ldots\right] x_{n-1}\right)\right)\left(x_{n} z\right)\right) \underset{\left(B_{l}\right)}{\approx} \ldots \\
\ldots & \underset{\left(B_{l}\right)}{\approx} x_{n}\left(x _ { n - 1 } \left(\ldots \left(x _ { 3 } \left(x _ { 2 } \left(x _ { 1 } \left(x _ { 2 } \left(x_{3}\left(\ldots\left(x_{n-1}\left(x_{n} z\right)\right) \ldots\right) .\right.\right.\right.\right.\right.\right.\right.
\end{aligned}
$$

For $z=e$, the second identity is obtained, and (iii) is a consequence of $(S A)$.
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# A loop transversal in a sharply 2 -transitive permutation loop 
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#### Abstract

The well-known theorem of M.Hall about the description of a finite sharply 2 -transitive permutation group is generalized for the case of permutation loops. It is shown that the identity permutation with the set of all fixed-point-free permutations in a finite sharply 2 -transitive permutation loop forms a loop transversal by its proper subloop - a stabilizator of one symbol.
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## 1 Introduction

In the theory of finite multiply transitive permutation groups the following M. Hall's theorem is well-known.

Theorem 1. Let $G$ be a sharply 2-transitive permutation group on a finite set of symbols $E$, i.e.

1. $G$ is a 2-transitive permutation group on $E$;
2. only the identity permutation id fixes two symbols from the set $E$.

Then

1. the identity permutation id together with the set of all fixed-point-free permutations from the group $G$ forms a transitive invariant subgroup $A$ in the group G;
2. the group $G$ is isomorphic to the group of linear transformations

$$
G_{K}=\{\alpha \mid \alpha(x)=x \cdot a+b, \quad a, b \in E, \quad a \neq 0\}
$$

of some near-field $K=\langle E,+, \cdot, 0,1\rangle$.
In the articles $[11,12,14]$ the notion of a permutation loop on some set of symbols $E$ is defined. Both for permutation groups, and for permutation loops the notions of transitivity, multiple transitivity and sharply multiple transitivity can be defined

[^6]$[11,12,14]$. The studying of a sharply 2 -transitive permutation loop of permutations is the most interesting, because (see [6]) there exists a 1-1 correspondence between every finite projective plane and some sharply 2 -transitive permutation loop.

Using the notion of a transversal in a loop to its subloop (see [11, 13]), the author of the present article proves a generalization of Hall's Theorem for the case of a sharply 2 -transitive permutation loop.

Theorem 2. Let $L$ be a sharply 2-transitive permutation loop on a finite set of symbols $E$, i.e.

1. L is a 2-transitive set of permutations on the finite set of symbols $E$;
2. permutations from the set $L$ form a loop by some operation ".";
3. only the identity permutation id fixes two symbols from the set $E$.

## Then

1. the identity permutation id together with the set of all fixed-point-free permutations from the loop $L$ forms a transitive loop transversal $A$ in the loop $L$ to its proper subloop $R_{a}$, where $R_{a}$ is a loop of all permutations from the loop $L$ which fix some symbol $a \in E$;
2. this loop transversal $A$ is a unique loop transversal in the loop $L$ to its proper subloop $R_{a}$, i.e. any other loop transversal $T$ in the loop $L$ to its proper subloop $R_{a}$ coincide with the transversal $T$.

Let us give some necessary notations and prove some basic statements.

## 2 Necessary definitions and notations

Definition 1. A system $\langle E, \cdot\rangle$ is called [2, 5] a right (left) quasigroup if for arbitrary $a, b \in E$ the equation $x \cdot a=b(a \cdot y=b)$ has a unique solution in the set $E$. If a system $\langle E, \cdot\rangle$ is both a right and left quasigroup, then it is called a quasigroup. If in a right (left) quasigroup $\langle E, \cdot\rangle$ there exists an element $e \in E$ such that

$$
x \cdot e=e \cdot x=e,
$$

for any $x \in E$, then the system $\langle E, \cdot\rangle$ is called a right (left) loop (the element e is called a unit or identity element). If a system $\langle E, \cdot\rangle$ is both a right and left loop, then it is called a loop.

Definition 2. Let $G$ be a group and $H$ be a subgroup in $G$. A complete system $T=\left\{t_{i}\right\}_{i \in E}$ of representatives of the left (right) cosets of $H$ in $G\left(e=t_{1} \in H\right)$ is called [1] a left (right) transversal in $G$ to $H$.

Let $T=\left\{t_{x}\right\}_{x \in E}$ be a left transversal in $G$ to $H$. We can define correctly (see $[1,6]$ ) the following operation (transversal operation) on the set $E$ ( $E$ is an index set; left cosets of $H$ in $G$ are numbered by indexes from $E$ ):

$$
\begin{equation*}
x^{(T)} y=z \quad \stackrel{\text { def }}{\Longleftrightarrow} \quad t_{x} t_{y}=t_{z} h, \quad h \in H . \tag{1}
\end{equation*}
$$

In [5] it was proved that the system $\left\langle E, \stackrel{(T)}{ }^{(T)} 1\right\rangle$ is a left loop with the unit 1 .

Definition 3. Let $T$ be a left transversal in $G$ to $H$. If the system $\left\langle E,{ }^{(T)}, 1\right\rangle$ is a loop, then $T$ is called a left loop (or simply "loop") transversal in $G$ to $H$.

## 3 A transversal in a loop to its subloop

The author of the present article generalized in $[10,11]$ the well-known (in group theory) notion of a transversal in a group to its proper subgroup. Also the analogous generalization is studied in [3].

At the beginning let us define a partition of a loop by left (right) cosets to its proper subloop.

Definition 4. Let $\langle L, \cdot\rangle$ be a loop and $\langle R, \cdot\rangle$ be its proper subloop. Then [13] a left coset of $R$ is a set of the form

$$
x R=\{x r \mid r \in R\},
$$

and a right coset has the form

$$
R x=\{r x \mid r \in R\} .
$$

The cosets of a subloop do not necessarily form a partition of the loop. This leads to the following definition.

Definition 5. A loop L has a left (right) coset decomposition by its proper subloop $R$ [13], if the left (right) cosets form a partition of the loop L, i.e. for some set of indexes $E$

1. $\underset{i \in E}{\cup}\left(a_{i} R\right)=L$;
2. for every $i, j \in E, i \neq j$

$$
\left(a_{i} R\right) \cap\left(a_{j} R\right)=\varnothing .
$$

Lemma 1. The following conditions are equivalent:

1. a loop $L$ has a left coset decomposition by its proper subloop $R$;
2. the following condition take place (it can be named a weak left Condition $\boldsymbol{A}$, see below): for every $a \in L$

$$
\begin{equation*}
(a R) R=a R . \tag{2}
\end{equation*}
$$

Proof. See in [13], Theorem I.2.12.
In order to define correctly the notion of a left (right) transversal in a loop to its proper subloop, it is necessary that the following condition be fulfilled.

Definition 6. (Left Condition A) The multiplication to the left of an arbitrary element a of the loop $L$ by an arbitrary left coset in the loop $L$ to its proper subloop $R$ is a left coset in the loop $L$ to its proper subloop $R$ too, i.e. for every $a, b \in L$ there exists an element $c \in L$ such that

$$
\begin{equation*}
a(b R)=c R . \tag{3}
\end{equation*}
$$

The right Condition A is defined analogously.
Lemma 2. The following conditions are equivalent:

1. a left Condition $A$ is fulfilled in the loop $L$ to its proper subloop $R$;
2. for every $a, b \in L$

$$
\begin{equation*}
a(b R)=(a b) R \tag{4}
\end{equation*}
$$

Proof. See in [11].
Remark 1. The condition (4) is called in [3] a strong left coset decomposition of the loop $L$ by its proper subloop $R$. Also we can say that the subloop $R$ is a left invariant subloop in the loop $L$.

Definition 7. (See also [3]) Let $\langle L, \cdot, e\rangle$ be a loop and $\langle R, \cdot, e\rangle$ be its proper subloop. Let a left Condition A be fulfilled in the loop $L$ to its proper subloop $R$. Then the loop L has a left coset decomposition by its proper subloop $R$. A left transversal $T=\left\{t_{x}\right\}_{x \in E}$ in the loop $L$ to its proper subloop $R$ is a set of representatives, one from each left coset; moreover, $t_{1}=e \in R$.

A right transversal $T=\left\{t_{x}\right\}_{x \in E}$ in the loop $L$ to its proper subloop $R$ is defined analogously.

Remark 2. If in the last definition we eliminate the condition $t_{1}=e \in R$, then we obtain a definition of a non-reduced left transversal $T=\left\{t_{x}\right\}_{x \in E}$ in the loop $L$ to its proper subloop $R$.

Let $T=\left\{t_{x}\right\}_{x \in E}$ be a left transversal in a loop $L$ to its proper subloop $R$. We can define correctly the following operation (transversal operation) on the set $E$ :

$$
\begin{equation*}
x^{(T)} y=z \quad \stackrel{d e f}{\Longleftrightarrow} \quad t_{x} \cdot t_{y}=t_{z} \cdot r, \quad r \in R \tag{5}
\end{equation*}
$$

where $t_{x}, t_{y}, t_{z} \in T, r \in R$. In [11] it is proved that the system $\left\langle E,{ }^{(T)}, 1\right\rangle$ is a left loop with the unit 1 .

Definition 8. Let $T$ be a left transversal in a loop $L$ to its proper subloop $R$. If the system $\left\langle E,{ }^{(T)}, 1\right\rangle$ is a loop, then $T$ is called a left loop (or simply "loop") transversal in the loop $L$ to its proper subloop $R$.

## 4 Finite projective planes, $D K$-ternars and loop transversals in the group $S_{n}$ to $S t_{a, b}\left(S_{n}\right)$

Let us remember the basic facts from the theory of finite projective planes and their coordinatization (see [7]).

Definition 9. The projective plane of order $n$ is the incidence structure $\langle P, L, I\rangle$ which satisfies the following axioms:

1. Given any two distinct points from $P$ there exists just one line from $L$ incident with both of them;
2. Given any two distinct lines from $L$ there exists just one point from $P$ incident with both of them;
3. There exist four points such that a line incident with any two of them is not incident with either of the remaining two.
4. There exists a line in $L$ which consists of exactly $n+1$ points.

Definition 10. A system $\langle E,(x, t, y), 0,1\rangle$ is called [7] a DK-ternar (i.e. a set $E$ with ternary operation $(x, t, y)$ and distinguished elements $0,1 \in E)$ if the following conditions hold:

1. $(x, 0, y)=x$,
2. $(x, 1, y)=y$,
3. $(x, t, x)=x$,
4. $(0, t, 1)=t$,
5. if $a, b, c, d$ are arbitrary elements from $E$ and $a \neq b$, then the system

$$
\left\{\begin{array}{l}
(x, a, y)=c \\
(x, b, y)=d
\end{array}\right.
$$

has an unique solution in $E \times E$.
Definition 11. A set $M$ of permutations on a set $X$ is called [4] sharply 2transitive if for any two pairs $(a, b)$ and $(c, d)$ of different elements from $X$ there exists an unique permutation $\alpha \in M$ satisfying the following conditions:

$$
\alpha(a)=c, \quad \alpha(b)=d .
$$

Lemma 3. Let $\pi$ be an arbitrary finite projective plane. We can introduce on the plane $\pi$ the coordinates $(a, b),(m),(\infty)$ for points and $[a, b],[m],[\infty]$ for lines (where the set $E$ is a finite set with the distinguished elements 0,1 and $a, b, m \in E)$ such that if we define a ternary operation $(x, t, y)$ on the set $E$ by the formula

$$
(x, t, y)=z \quad \stackrel{\text { def }}{\Longrightarrow}(x, y) \in[t, z],
$$

then the system $\langle E,(x, t, y), 0,1\rangle$ be a DK-ternar.
Proof. See Lemma 1 in [7].
Now let a system $\langle E,(x, t, y), 0,1\rangle$ be a $D K$-ternar. Let us define the following binary operation $(x, \infty, y)$ on the set $E$ :

$$
\left\{\begin{array}{l}
(x, \infty, 0) \stackrel{\text { def }}{=} x, \\
(x, y) \neq(u, 0)
\end{array} \stackrel{\text { def }}{\Longleftrightarrow} \stackrel{(x, t, y) \neq(u, t, 0)}{\rightleftharpoons} \quad \forall t \in E .\right.
$$

Lemma 4. Operation $(x, \infty, y)$ satisfies the following conditions:

1. $\left\{\begin{array}{l}(x, \infty, y)=(u, \infty, v) \\ (x, y) \neq(u, v)\end{array} \Longleftrightarrow \quad \begin{array}{c}(x, t, y) \neq(u, t, v) \\ \forall t \in E .\end{array}\right.$
2. $(x, \infty, x)=0$.
3. if $a, b, c$ are arbitrary elements from $E$, then the system

$$
\left\{\begin{array}{c}
(x, a, y)=b \\
(x, \infty, y)=c
\end{array}\right.
$$

has a unique solution in $E \times E$.

Proof. See Lemma 4 in [7].
Let $\langle E,(x, t, y), 0,1\rangle$ be a finite $D K$-ternar. Let us introduce points $(a, b),(m),(\infty)$ and lines $[a, b],[m],[\infty]$ (where $a, b, m \in E$ ) and define the following incidence relation $I$ between points and lines:

Lemma 5. The incidence system $\langle X, L, I\rangle$, where

$$
X=\{(a, b),(m),(\infty) \mid a, b, m \in E\}
$$

$$
L=\{[a, b],[m],[\infty] \mid a, b, m \in E\}
$$

$$
I \text { is the incidence relation, defined above in (6), }
$$

is a projective plane.
Proof. See Lemma 5 in [7].
Lemma 6. (Cell permutations) Let the system $\langle E,(x, t, y), 0,1\rangle$ be a finite $D K$ ternar. Let $a, b$ be arbitrary elements from $E$ and $a \neq b$. Then every unary operation $\alpha_{a, b}(t)=(a, t, b)$ is a permutation on the set $E$.

Proof. See Lemma 6 in [7].
Lemma 7. Cell permutations $\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ of the finite $D K$-ternar $\langle E,(x, t, y), 0,1\rangle$ satisfy the following conditions:

1. All cell permutations are distinct;
2. The set $M$ of all cell permutations is sharply 2-transitive on the set $E$;
3. A permutation $\alpha_{a, b}$ is a fixed-point-free cell permutation on the set $E$ iff the following condition holds

$$
(a, \infty, b)=(0, \infty, 1)
$$

4. There exists the fixed-point-free permutation $\nu_{0}$ on the set $E$ such that we can represent the set $A$ of all fixed-point-free cell permutations together with the identity cell permutation $\alpha_{0,1}$ in the following form:

$$
A=\left\{\alpha_{a, b} \mid b=\nu_{0}(a), \quad a \in E\right\}=\left\{\alpha_{a, \nu_{0}(a)}\right\}_{a \in E} .
$$

Proof. See Lemma 7 in [7].

$$
\begin{align*}
& (a, b) I[c, d] \quad \Longleftrightarrow \quad(a, c, b)=d, \\
& (a, b) I[d] \quad \Longleftrightarrow \quad(a, \infty, b)=d, \\
& \text { (a) } I[c, d] \quad \Longleftrightarrow \quad a=c, \\
& \text { (a) } I[\infty], \quad(\infty) I[d], \quad(\infty) I[\infty] \text {, }  \tag{6}\\
& (a, b) I[\infty] \Longleftrightarrow(a) I[d] \Longleftrightarrow \\
& (\infty) I[c, d] \Longleftrightarrow \text { false. }
\end{align*}
$$

Lemma 8. Let $M=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ be a set of permutations on the set $E$ ( $E$ is a finite set with distinguished elements 0 and 1), and the following conditions hold:

1. $\alpha_{0,1}=i d$.
2. $\alpha_{a, b}(0)=a, \alpha_{a, b}(1)=b$.
3. The set $M$ is a sharply 2-transitive set of permutations on $E$.

Let us suppose by definition:

$$
\begin{gathered}
(x, t, y) \stackrel{\text { def }}{=} \alpha_{x, y}(t) \quad \text { if } \quad x \neq y, \\
(x, t, x) \stackrel{\text { def }}{=} x .
\end{gathered}
$$

Then the system $\langle E,(x, t, y), 0,1\rangle$ is a finite $D K$-ternar.
Proof. See Lemma 8 in [7].
Next theorem shows a connection between finite sharply 2-transitive sets of permutations and loop transversals in the symmetric group $S_{n}$.

Theorem 3. Let $E$ be a finite set and card $M=n$. Then the following conditions are equivalent:

1. A set $T$ of permutations of degree $n$ is a sharply 2-transitive set of permutations on the set $E$ and $i d \in T$.
2. A set $T$ of permutations of degree $n$ is a loop transversal in $S_{n}$ to $S t_{a, b}\left(S_{n}\right)$ (where $a, b$ are arbitrary fixed elements from $E$ and $a \neq b$ ).
3. A system $\langle E \times E-\{\triangle\}, \stackrel{(T)}{ },\langle a, b\rangle\rangle$ is a sharply 2-transitive permutation loop of degree $n$ (a definition of permutation loop see in [11, 12, 14]).

Proof. See Theorem 1 in [6].
Lemma 9. Let $T_{a, b}=\left\{\alpha_{x, y}\right\}_{x, y \in E, x \neq y}$ be a loop transversal in $S_{n}$ to $S t_{a, b}\left(S_{n}\right)$ (where $a, b$ are arbitrary fixed elements from $E$ and $a \neq b$ ). Let a system $\langle E \times E-$ $\left.\{\triangle\},{ }^{\left(T_{a, b}\right)},\langle a, b\rangle\right\rangle$ be a loop transversal operation corresponding to the transversal $T_{a, b}$. Then

$$
\begin{equation*}
\langle x, y\rangle{ }^{\left(T_{a, b}\right)}\langle u, v\rangle=\left\langle\alpha_{x, y}(u), \alpha_{x, y}(v)\right\rangle . \tag{7}
\end{equation*}
$$

Proof. See Lemma 10 in [7].

## 5 A loop transversal in a sharply 2-transitive permutation loop

As it is shown above, there exist a 1-1 correspondences between

- a finite projective plane $\pi$ of order $n$;
- a finite $D K$-ternar $\langle E,(x, t, y), 0,1\rangle$ which gives a coordinatization of the projective plane $\pi$;
- a sharply 2-transitive permutation loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ of cell permutations of the $D K$-ternar $\langle E,(x, t, y), 0,1\rangle$;
- a loop transversal $T_{a, b}=\left\{\alpha_{x, y}\right\}_{x, y \in E,} x \neq y$ in the symmetric group $S_{n}$ to $S t_{a, b}\left(S_{n}\right)$ (where $a, b$ are arbitrary fixed elements from $E$ and $a \neq b$ );
- a loop transversal operation $\left\langle E \times E-\{\triangle\},{ }^{\left(T_{a, b}\right)},\langle a, b\rangle\right\rangle$ corresponding to the transversal $T_{a, b}$ (in [7] this loop is called a loop of pairs of the $D K$-ternar $\langle E,(x, t, y), 0,1\rangle)$.

Below for simplicity we shall consider that $\langle a, b\rangle=\langle 0,1\rangle$.
Lemma 10. The set

$$
H_{0}^{*}=\{\langle 0, a\rangle \mid a \in E-\{0\}\}
$$

forms a subloop in the loop of pairs $L^{*}=\left\langle E \times E-\{\triangle\},{ }^{\left(T_{0,1}\right)},\langle a, b\rangle\right\rangle$.
Proof. See Lemma 11 in [7].
Lemma 11. A left Condition $A$ is fulfilled for the loop of pairs $L^{*}$ to its proper subloop $H_{0}^{*}$.

Proof. Let us have

$$
\begin{aligned}
a_{0} & =\langle a, b\rangle \in L, \quad b_{0}=\langle c, d\rangle \in L \\
x & =\langle 0, u\rangle \in H_{0}^{*}, \quad y=\langle 0, v\rangle \in H_{0}^{*},
\end{aligned}
$$

where $a, b, c, d \in E, \quad a \neq b, \quad c \neq d, \quad u, v \in E-\{0\}$. According to (7), we obtain

$$
\begin{aligned}
a_{0}{ }^{\left(T_{0,1}\right)}\left(b_{0}{ }^{\left(T_{0,1}\right)} x\right) & =\langle a, b\rangle{ }^{\left(T_{0,1}\right)}\left(\langle c, d\rangle{ }^{\left(T_{0,1}\right)}\langle 0, u\rangle\right)=\langle a, b\rangle{ }^{\left(T_{0,1}\right)}\left\langle\alpha_{c, d}(0), \alpha_{c, d}(u)\right\rangle= \\
& =\langle a, b\rangle{ }^{\left(T_{0,1}\right)}\left\langle c, \alpha_{c, d}(u)\right\rangle=\left\langle\alpha_{a, b}(c), \alpha_{a, b} \alpha_{c, d}(u)\right\rangle,
\end{aligned}
$$

since $\alpha_{x, y}(0)=x$ (see Lemma 8). By the analogous way we obtain

$$
\begin{aligned}
\left(a_{0}{ }^{\left(T_{0,1}\right)} b_{0}\right)^{\left(T_{0,1}\right)} y & =\left(\langle a, b\rangle{ }^{\left(T_{0,1}\right)}\langle c, d\rangle\right)^{\left(T_{0,1}\right)}\langle 0, v\rangle=\left\langle\alpha_{a, b}(c), \alpha_{a, b}(d)\right\rangle{ }^{\left(T_{0,1}\right)}\langle 0, v\rangle= \\
& =\left\langle\alpha_{a, b}(c), \alpha_{\alpha_{a, b}(c), \alpha_{a, b}(d)}(v)\right\rangle .
\end{aligned}
$$

Because the function $\alpha_{a, b}(t)$ is a permutation on the set $E$, then for every $u \in E-\{0\}$ there exists $u \in E-\{0\}$ such that

$$
\alpha_{a, b} \alpha_{c, d}(u)=\alpha_{\alpha_{a, b}(c), \alpha_{a, b}(d)}(v) ;
$$

really

$$
v=\alpha_{\alpha_{a, b}(c), \alpha_{a, b}(d)}^{-1} \alpha_{a, b} \alpha_{c, d}(u) .
$$

Let us note that

$$
\alpha_{a, b} \alpha_{c, d}(0)=\alpha_{a, b}(c)=\alpha_{\alpha_{a, b}(c), \alpha_{a, b}(d)}(0)
$$

Finally we obtain that for every $x \in H_{0}^{*}$ there exists $y \in H_{0}^{*}$ such that

$$
a_{0}{ }^{\left(T_{0,1}\right)}\left(b_{0}{ }^{\left(T_{0,1}\right)} x\right)=\left(a_{0}{ }^{\left(T_{0,1}\right)} b_{0}\right){ }^{\left(T_{0,1}\right)} y
$$

for every $a_{0}, b_{0} \in L$. A left Condition A is fulfilled for the loop of pairs $L^{*}$ to its proper subloop $H_{0}^{*}$.

According to the last Lemma we obtain that the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ of cell permutations has a strong left coset decomposition by its proper subloop $H_{0}=$ $\left\{\alpha_{0, a} \mid a \in E-\{0\}\right\}$. So it is possible to define and investigate a left or right transversals in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its proper subloop $H_{0}$.

Let us study the set $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E} \subset L$ of all fixed-point-free permutations and the identity permutation (see Lemma 8 ).

Lemma 12. The set $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E}$ is a loop transversal in the loop $L=$ $\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its proper subloop $H_{0}$.
Proof. Let us study left cosets $\left(\alpha_{a, b}{ }^{\left(T_{0,1}\right)} H_{0}\right)$ in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$. We have

$$
\begin{aligned}
& \alpha_{c, d} \in \alpha_{a, b}{ }^{\left(T_{0,1}\right)} H_{0}, \\
& \alpha_{c, d}=\alpha_{a, b}{ }^{\left(T_{0,1}\right)} \alpha_{0, u}
\end{aligned}
$$

for some $u \in E-\{0\}$. Then we obtain

$$
\left\{\begin{array}{l}
c=\alpha_{a, b}(0)=a, \\
d=\alpha_{a, b}(u) \neq a,
\end{array}\right.
$$

i.e.

$$
\alpha_{a, b}{ }^{\left(T_{0,1}\right)} H_{0}=\left\{\alpha_{a, v} \mid v \in E-\{a\}\right\} .
$$

So for every $a \in E$ a left coset $H_{a}=\left(\alpha_{a, b}{ }^{\left(T_{0,1}\right)} H_{0}\right)$ in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E,} a \neq b$ to its subloop $H_{0}$ is a set of all permutations $\varphi$ from $L$ such that $\varphi(0)=a$.

Let us study the set $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E}$ from the Lemma's condition. If $a=0$ then

$$
\alpha_{0, \nu(0)}=\alpha_{0,1}=i d \in A \cap H_{0}
$$

i.e. the unit $i d$ of the loop $L$ belongs to the set $A$. Further,

$$
\alpha_{a, \nu(a)}(0)=a \quad \Rightarrow \quad \alpha_{a, \nu(a)} \in H_{a}
$$

i.e. for every $a \in E$ it is true that

$$
A \cap H_{a}=\left\{\alpha_{a, \nu(a)}\right\} .
$$

Then the set $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E}$ is a left transversal in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its proper subloop $H_{0}$.

Finally, let us consider a transversal operation $\left\langle E,{ }^{(A)}, 1\right\rangle$ corresponding to the transversal $A$ :

$$
\begin{equation*}
x \stackrel{(A)}{\stackrel{( }{2}} y=z \quad \Leftrightarrow \quad \alpha_{x, \nu(x)}{ }^{\left(T_{0,1}\right)} \alpha_{y, \nu(y)}=\alpha_{z, \nu(z)}{ }^{\left(T_{0,1}\right)} \alpha_{0, u}, \tag{8}
\end{equation*}
$$

where $\alpha_{0, u} \in H_{0}$. According to [11], the system $\left\langle E,{ }^{(A)}, 1\right\rangle$ is a left loop with the unit 1. It is sufficient to prove that the system $\left\langle E,{ }^{(A)}, 1\right\rangle$ is a right loop with the same unit 1 too. So let us study for every $a, b \in E$ the equation $x \stackrel{(A)}{\bullet} a=b$. According (8), we have

$$
\begin{aligned}
x \stackrel{(A)}{\bullet} a & =b \\
\alpha_{x, \nu(x)}{ }^{\left(T_{0,1)}\right)} \alpha_{a, \nu(a)} & =\alpha_{b, \nu(b)}{ }^{\left(T_{0,1)}\right)} \alpha_{0, u}
\end{aligned}
$$

where $u \in E-\{0\}$. It is equivalent to the following system

$$
\left\{\begin{array}{c}
\alpha_{x, \nu(x)}(a)=\alpha_{b, \nu(b)}(0)=b, \\
\alpha_{x, \nu(x)}(\nu(a))=\alpha_{b, \nu(b)}(u) .
\end{array}\right.
$$

It is easy to see that it is sufficient to show, that for every $a, b \in E$ there exists a unique permutation $\gamma \in A$ such that $\gamma(a)=b$. If $a=b$, then $\gamma=i d=\alpha_{0,1}$. Let $a \neq b$; then according to Lemma 4 we obtain:

$$
\begin{aligned}
& \left\{\begin{array}{l}
\alpha_{x, \nu(x)}(a)=b, \\
\alpha_{x, \nu(x)} \text { is a fixed-point-free permutation on the set } E,
\end{array}\right. \\
& \left\{\begin{array}{l}
(x, a, \nu(x))=b, \\
(x, t, \nu(x)) \neq t \quad \forall t \in E,
\end{array}\right. \\
& \left\{\begin{array}{l}
(x, a, \nu(x))=b, \\
(x, \infty, \nu(x))=(0, \infty, 1) .
\end{array}\right.
\end{aligned}
$$

According to Lemma 4 the last system has a unique solution in $E \times E$, i.e. there exists a unique such $\gamma=\alpha_{x, \nu(x)}$.

Lemma 13. There exists a unique left loop transversal in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$.

Proof. According to the last Lemma there exists a such left loop transversal: the transversal $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E}$ of all fixed-point-free permutations and the identity permutation. Let us prove that the transversal $A=\left\{\alpha_{a, \nu(a)}\right\}_{a \in E}$ is a unique left loop transversal in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$.

Let $T=\left\{t_{x}\right\}_{x \in E}$ be a left loop transversal in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$. Because the set $T$ is a left transversal in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$, then

$$
T=\left\{\alpha_{x, \delta(x)}\right\}_{x \in E}
$$

where $\delta$ is some function on the set $E ; \delta(x) \neq x$ for every $x \in E$. Moreover,

$$
t_{1}=\alpha_{0, \delta(0)}=i d=\alpha_{0,1} \in H_{0},
$$

i.e. $\delta(0)=1$.
 $T$ in the loop $L=\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$. According to the definition of transversal operation, we have:

$$
x \stackrel{(T)}{ } y=z \quad \Leftrightarrow \quad \alpha_{x, \delta(x)} \stackrel{\left(T_{0,1}\right)}{ } \alpha_{y, \delta(y)}=\alpha_{z, \delta(z)}{ }^{\left(T_{0,1}\right)} \alpha_{0, u},
$$

where $\alpha_{0, u} \in H_{0}$. So we obtain the following system

$$
\left\{\begin{array}{c}
\alpha_{x, \delta(x)}(y)=\alpha_{z, \delta(z)}(0)=z, \\
\alpha_{x, \delta(x)}(\delta(y))=\alpha_{z, \delta(z)}(u) .
\end{array}\right.
$$

Since the transversal $T=\left\{t_{x}\right\}_{x \in E}$ is a left loop transversal in the loop $L=$ $\left\{\alpha_{a, b}\right\}_{a, b \in E, a \neq b}$ to its subloop $H_{0}$, then for every $a, b \in E$ the equation $x{ }^{(T)} \cdot a=b$ has a unique solution in the set $E$; i.e. for every $a, b \in E$ the equation

$$
\alpha_{x, \delta(x)}(a)=b
$$

has a unique solution in the set $E$. It means that if $x_{1}, x_{2} \in E$ and $x_{1} \neq x_{2}$, then must be

$$
\alpha_{x_{1}, \delta\left(x_{1}\right)}(a) \neq \alpha_{x_{2}, \delta\left(x_{2}\right)}(a) .
$$

It is true for every $a \in E$, so we obtain for every $a \in E$ and $x_{1}, x_{2} \in E, x_{1} \neq x_{2}$ :

$$
\alpha_{x_{1}, \delta\left(x_{1}\right)}(a) \neq \alpha_{x_{2}, \delta\left(x_{2}\right)}(a),
$$

i.e. for every $a \in E$ and $x_{1}, x_{2} \in E, x_{1} \neq x_{2}$ :

$$
\left(x_{1}, a, \delta\left(x_{1}\right)\right) \neq\left(x_{2}, a, \delta\left(x_{2}\right)\right)
$$

According to Lemma 4, we obtain

$$
\begin{equation*}
\left(x_{1}, \infty, \delta\left(x_{1}\right)\right)=\left(x_{2}, \infty, \delta\left(x_{2}\right)\right) \tag{9}
\end{equation*}
$$

It means that for any different elements $\alpha_{x_{1}, \delta\left(x_{1}\right)}$ and $\alpha_{x_{2}, \delta\left(x_{2}\right)}$ of the left loop transversal $T=\left\{\alpha_{x, \delta(x)}\right\}_{x \in E}$ the formula (9) holds. Moreover,

$$
t_{1}=\alpha_{0, \delta(0)}=\alpha_{0,1} \in T,
$$

since for every $x \in E-\{0\}$ we have

$$
(x, \infty, \delta(x))=(0, \infty, \delta(0))=(0, \infty, 1)
$$

According to Lemma 8 (statements 2 and 3), we obtain that $\delta(x)=\nu(x)$ for every $x \in E$, i.e.

$$
T=\left\{\alpha_{x, \delta(x)}\right\}_{x \in E}=\left\{\alpha_{x, \nu(x)}\right\}_{x \in E}=A
$$

Corollary 1. There exist exactly $n-2$ different non-reduced left loop transversals in the loop $L$ to its subloop $H_{0}$.

Proof. The proof is analogous to the proof of the last Lemma till the moment, when we obtain the following identity for the non-reduced left loop transversal $T=$ $\left\{\alpha_{x, \delta(x)}\right\}_{x \in E}$ in the loop $L$ to its subloop $H_{0}$ :

$$
\begin{equation*}
\left(x_{1}, \infty, \delta\left(x_{1}\right)\right)=\left(x_{2}, \infty, \delta\left(x_{2}\right)\right) \tag{10}
\end{equation*}
$$

for every $x_{1}, x_{2} \in E, \quad x_{1} \neq x_{2}$. Since $T=\left\{\alpha_{x, \delta(x)}\right\}_{x \in E}$ is a non-reduced left loop transversal in the loop $L$ to its subloop $H_{0}$, then $T \cap H_{0}=\left\{\alpha_{0, u_{0}}\right\}$ for some $u_{0} \in E-\{0,1\}$. So we obtain from (10) for every $x \in E$

$$
(x, \infty, \delta(x))=(0, \infty, \delta(0))=\left(0, \infty, u_{0}\right)
$$

Since $u_{0} \neq 0,1$, then there exist exactly $n-2$ such elements $u_{0}$ in the set $E$. So there exist exactly $n-2$ different non-reduced left loop transversals in the loop $L$ to its subloop $H_{0}$.

Remark 3. We can note a correlation between the left loop transversal $A$ in the loop $L$ to its subloop $H_{0}$ and points of the line $[(0, \infty, 1)]$ in the projective plane $\pi$ :

$$
\alpha_{x, \nu(x)} \in A \quad \Leftrightarrow \quad(x, \nu(x)) \in[(0, \infty, 1)] .
$$

There exists an analogous correlation between non-reduced left loop transversals in the loop $L$ to its subloop $H_{0}$ and points of the lines $[d](d \neq 0)$ in the projective plane $\pi$ :

$$
\alpha_{x, \delta(x)} \in T_{c} \quad \Leftrightarrow \quad(x, \delta(x)) \in[(0, \infty, c)], \quad c \neq 0,1
$$

Corollary 2. The following condition is fulfilled for the loop $\left\langle E,{ }^{(A)}, 0\right\rangle$ and permutation $\nu$ : for every $x \in E$

$$
\nu(x)=x{ }^{(A)} 1
$$

Proof. According to formula (8) we have for the transversal operation $\left\langle E,{ }^{(A)}, 0\right\rangle$ :

$$
x \stackrel{(A)}{\cdot} y=z \quad \Leftrightarrow \quad \alpha_{x, \nu(x)}(y)=z
$$

If $y=1$ then we obtain

$$
x^{(A)} 1=z \quad \Leftrightarrow \quad \alpha_{x, \nu(x)}(1)=z \quad \Leftrightarrow \quad \nu(x)=z
$$

i.e.

$$
\nu(x)=z=x \stackrel{(A)}{\cdot} 1
$$
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#### Abstract

We consider the multiobjective noncooperative games with vector payoff functions of players. Pareto-Nash equilibria conditions for such class of games are formulated and algorithms for determining Pareto-Nash equilibria are proposed.
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## 1 Introduction and Problem Formulation

In this paper we consider multiobjective games, which generalize noncooperative ones $[1-3]$ and Pareto multicriterion problems [4,5]. The payoff functions of players in such games are presented as vector functions, where players intend to optimize them in the sense of Pareto on their sets of strategies. At the same time in our game model it is assumed that players are interested to preserve Nash optimality principle when they interact between them on the set of situations. Such statement of the game leads to a new equilibria notion which we call Pareto-Nash equilibria.

The multiobjective game with $p$ players is denoted by $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}\right.$, $\left.\bar{F}_{2}, \ldots, \bar{F}_{p}\right)$, where $X_{i}$ is the set of strategies of player $i, i=\overline{1, p}$, and $\bar{F}_{i}=\left(F_{i}^{1}, F_{i}^{2}, \ldots, F_{i}^{r_{i}}\right)$ is the vector payoff function of player $i$, defined on set of situations $X=X_{1} \times X_{2} \times \cdots \times X_{p}$ :

$$
\bar{F}_{i}: X_{1} \times X_{2} \times \cdots \times X_{p} \rightarrow R^{r_{i}}, i=\overline{1, p} .
$$

Each component $F_{i}^{k}$ of $\bar{F}_{i}$ corresponds to a partial criterion of player $i$ and represents a real function defined on set of situations $X=X_{1} \times X_{2} \times \cdots \times X_{p}$ :

$$
F_{i}^{k}: X_{1} \times X_{2} \times \cdots \times X_{p} \rightarrow R^{1}, k=\overline{1, r_{i}}, i=\overline{1, p} .
$$

We call the solution of the multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}\right.$, $\bar{F}_{2}, \ldots, \bar{F}_{p}$ ) Pareto-Nash equilibrium and define it in the following way.

Definition 1. The situation $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right) \in X$ is called Pareto-Nash equilibrium for the multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$ if for every
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$i \in\{1,2, \ldots, p\}$ the strategy $x_{i}^{*}$ represents Pareto solution for the following multicriterion problem:

$$
\max _{x_{i} \in X_{i}} \rightarrow \bar{f}_{x^{*}}^{i}\left(x_{i}\right)=\left(f_{x^{*}}^{i 1}\left(x_{i}\right), f_{x^{*}}^{i 2}\left(x_{i}\right), \ldots, f_{x^{*}}^{i r_{i}}\left(x_{i}\right)\right)
$$

where

$$
f_{x^{*}}^{i k}\left(x_{i}\right)=F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right), k=\overline{1, r_{i}}, i=\overline{1, p} .
$$

This definition generalizes well-known Nash equilibria notion for classical noncooperative games (single objective games) and Pareto optimum for multicriterion problems. If $r_{i}=1, i=\overline{1, p}$, then $\bar{G}$ becomes classical noncooperative game, where $x^{*}$ represents Nash equilibria solution; in the case $p=1$ the game $\bar{G}$ becomes Pareto multicriterion problem, where $x^{*}$ is Pareto solution.

An important special class of multiobjective games represents zero-sum games of two players. This class is obtained from general case of the multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$ when $p=2, r_{1}=r_{2}=r$ and $\bar{F}_{2}\left(x_{1}, x_{2}\right)=$ $-\bar{F}_{1}\left(x_{1}, x_{2}\right)$.

Zero-sum multiobjective game is denoted $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$, where $\bar{F}\left(x_{1}, x_{2}\right)=$ $\bar{F}_{2}\left(x_{1}, x_{2}\right)=-\bar{F}_{1}\left(x_{1}, x_{2}\right)$. Pareto-Nash equilibrium for this game corresponds to saddle point $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right) \in X_{1} \times X_{2}$ for the following max-min multiobjective problem:

$$
\begin{equation*}
\max _{x_{1} \in X_{1}} \min _{x_{2} \in X_{2}} \rightarrow \bar{F}\left(x_{1}, x_{2}\right)=\left(F^{1}\left(x_{1}, x_{2}\right), F^{2}\left(x_{1}, x_{2}\right), \ldots, F^{r}\left(x_{1}, x_{2}\right)\right) . \tag{1}
\end{equation*}
$$

Strictly we define the saddle point $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right) \in X_{1} \times X_{2}$ for zero-sum multiobjective problem (1) in the following way.

Definition 2. The situation $\left(x_{1}^{*}, x_{2}^{*}\right) \in X_{1} \times X_{2}$ is called the saddle point for max-min multiobjective problem (1) (i.e. for zero-sum multiobjective game $\left.\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)\right)$ if $x_{1}^{*}$ is Pareto solution for multicriterion problem:

$$
\max _{x_{1} \in X_{1}} \rightarrow \bar{F}\left(x_{1}, x_{2}^{*}\right)=\left(F^{1}\left(x_{1}, x_{2}^{*}\right), F^{2}\left(x_{1}, x_{2}^{*}\right), \ldots, F^{r}\left(x_{1}, x_{2}^{*}\right)\right),
$$

and $x_{2}^{*}$ is Pareto solution for multicriterion problem:

$$
\min _{x_{2} \in X_{2}} \rightarrow \bar{F}\left(x_{1}^{*}, x_{2}\right)=\left(F^{1}\left(x_{1}^{*}, x_{2}\right), F^{2}\left(x_{1}^{*}, x_{2}\right), \ldots, F^{r}\left(x_{1}^{*}, x_{2}\right)\right) .
$$

If $r=1$ this notion corresponds to classical saddle point notion for min-max problems, i.e. we obtain saddle point notion for classical zero-sum games of two players.

In this paper we show that theorems of J. Nash [2] and J. Neumann [1] related to classical noncooperative games can be extended for our multiobjective case of games. Moreover, we show that all results related to discrete multiobjective games, especially matrix games can be developed in analogous way as for classical ones. Algorithms for determining the optimal strategies of players in considered games will be developed.

## 2 The main results

First we formulate the main theorem which represents an extension of the Nash theorem for our multiobjective version of the game.

Theorem 1. Let $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$ be a multiobjective game, where $X_{1}, X_{2}, \ldots, X_{p}$ are convex compact sets and $\bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}$ represent continuous vector payoff functions. Moreover, let us assume that for every $i \in\{1,2, \ldots, p\}$ each component $F_{i}^{k}\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{p}\right), k \in\left\{1,2, \ldots, r_{i}\right\}$, of the vector function $\bar{F}_{i}\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{p}\right)$ represents a concave function with respect to $x_{i}$ on $X_{i}$ for fixed $x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{p}$. Then for multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$ there exists Pareto-Nash equilibria situation $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right) \in X_{1} \times X_{2} \times \cdots \times X_{p}$.
Proof. Let $\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \alpha_{22}, \ldots, \alpha_{2 r_{2}}, \ldots, \alpha_{p 1}, \alpha_{p 2}, \ldots, \alpha_{p r_{p}}$ be an arbitrary set of real numbers which satisfy the following condition

$$
\begin{cases}\sum_{k=1}^{r_{i}} \alpha_{i k}=1, & i=\overline{1, p}  \tag{2}\\ \alpha_{i k}>0, & k=\overline{1, r_{i}}, i=\overline{1, p}\end{cases}
$$

We consider an auxiliary noncooperative game (single objective game) $G=$ $\left(X_{1}, X_{2}, \ldots, X_{p}, f_{1}, f_{2}, \ldots, f_{p}\right)$, where

$$
f_{i}\left(x_{1}, x_{2}, \ldots, x_{p}\right)=\sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}, x_{2}, \ldots, x_{p}\right), i=\overline{1, p}
$$

It is evident that $f_{i}\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{p}\right)$ for every $i \in\{1,2, \ldots, p\}$ represents a continuous and concave function with respect to $x_{i}$ on $X_{i}$ for fixed $x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{p} \quad$ because $\quad \alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \alpha_{22}, \ldots, \alpha_{2 r_{2}}, \ldots$, $\alpha_{p 1}, \alpha_{p 2}, \ldots, \alpha_{p r_{p}}$ satisfy condition (2) and $F_{i}^{k}\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{p}\right)$ is a continuous and concave function with respect to $x_{i}$ on $X_{i}$ for fixed $x_{1}, x_{2}, \ldots, x_{i-1}$, $x_{i+1}, \ldots, x_{p}, k=\overline{1, r_{i}}, i=\overline{1, p}$.

According to Nash theorem [2] for the noncooperative game $G=\left(X_{1}, X_{2}, \ldots\right.$, $\left.X_{p}, f_{1}, f_{2}, \ldots, f_{p}\right)$ there exists Nash equilibria situation $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right)$, i.e.

$$
\begin{gathered}
f_{i}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right) \leq \\
\leq f_{i}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}^{*}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right) \\
\forall x_{i} \in X_{i}, i=\overline{1, p} .
\end{gathered}
$$

Let us show that $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right)$ is Pareto-Nash equilibria solution for multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$. Indeed, for every $x_{i} \in X_{i}$ we have

$$
\sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right)=
$$

$$
\begin{gathered}
=f_{i}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right) \leq \\
\leq f_{i}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}^{*}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right)= \\
=\sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}^{*}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right) \\
\forall x_{i} \in X_{i}, i=\overline{1, p} .
\end{gathered}
$$

So,

$$
\begin{align*}
& \sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right) \leq \\
& \leq \sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}^{*}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right)  \tag{3}\\
& \forall x_{i} \in X_{i}, i=\overline{1, p}
\end{align*}
$$

for given $\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \alpha_{22}, \ldots, \alpha_{2 r_{2}}, \ldots, \alpha_{p 1}, \alpha_{p 2}, \ldots, \alpha_{p r_{p}}$, which satisfy (2).

Taking in account that the functions $f_{x^{*}}^{i_{k}}=F_{i}^{k}\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{i-1}^{*}, x_{i}, x_{i+1}^{*}, \ldots, x_{p}^{*}\right)$, $k=\overline{1, r_{i}}$, are concave functions with respect to $x_{i}$ on convex set $X_{i}$ and $\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i k}$ satisfy the condition $\sum_{k=1}^{r_{i}} \alpha_{i k}=1, \alpha_{i k}>0, k=\overline{1, r_{i}}$, then according to Theorem 1 from [6] (see also [7-9]) the condition (3) implies that $x_{i}^{*}$ is Pareto solution for the following multicriterion problem:

$$
\max _{x_{i} \in X_{i}} \rightarrow \bar{f}_{x^{*}}^{i}\left(x_{i}\right)=\left(f_{x^{*}}^{i 1}\left(x_{i}\right), f_{x^{*}}^{i 2}\left(x_{i}\right), \ldots, f_{x^{*}}^{i r_{i}}\left(x_{i}\right)\right), i \in\{1,2, \ldots, p\} .
$$

This means that $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right)$ is Pareto-Nash equilibria solution for multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$.

So, if conditions of Theorem 1 are satisfied then Pareto-Nash equilibria solution for multiobjective game can be found by using the following algorithm.

## Algorithm 1

1. Fix an arbitrary set of real numbers $\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \alpha_{22}, \ldots, \alpha_{2 r_{2}}, \ldots$, $\alpha_{p 1}, \alpha_{p 2}, \ldots, \alpha_{p r_{p}}$, which satisfy condition (2);
2. Form the single objective game $G=\left(X_{1}, X_{2}, \ldots, X_{p}, f_{1}, f_{2}, \ldots, f_{p}\right)$, where

$$
f_{i}\left(x_{1}, x_{2}, \ldots, x_{p}\right)=\sum_{k=1}^{r_{i}} \alpha_{i k} F_{i}^{k}\left(x_{1}, x_{2}, \ldots, x_{p}\right), i=\overline{1, p}
$$

3. Find Nash equilibria $x^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{p}^{*}\right)$ for noncooperative game $G=\left(X_{1}, X_{2}, \ldots, X_{p}, f_{1}, f_{2}, \ldots, f_{p}\right)$ and fix $x^{*}$ as a Pareto-Nash equilibria solution for multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$.

Remark 1. Algorithm 1 finds only one of the solutions for multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$. In order to find all solutions in Pareto-Nash sense it is necessary to apply algorithm 1 for every $\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 r_{1}}, \alpha_{21}, \alpha_{22}, \ldots$, $\alpha_{2 r_{2}}, \ldots, \alpha_{p 1}, \alpha_{p 2}, \ldots, \alpha_{p r_{p}}$ which satisfy (2) and then to form the union of all obtained solutions.

Note that the proof of Theorem 1 is based on reduction the multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \overline{F_{1}}, \overline{F_{2}}, \ldots, \overline{F_{p}}\right)$ to the auxiliary one $G=\left(X_{1}, X_{2}, \ldots, X_{p}, f_{1}\right.$, $\left.f_{2}, \ldots, f_{p}\right)$ for which Nash theorem from [2] can be applied. In order to reduce multiobjective game $\bar{G}$ to auxiliary one $G$ linear convolution criteria for vector payoff functions in the proof of Theorem 1 have been used. Perhaps similar reduction of the multiobjective game to classical one can be used also applying other convolution procedures for vector payoff functions of players, as example the standard procedure for multicriterion problem from [6-9].

For zero-sum multiobjective game of two players the following theorem holds.
Theorem 2. Let $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$ be a zero-sum multiobjective game of two players, where $X_{1}, X_{2}$ are convex compact sets and $\bar{F}\left(x_{1}, x_{2}\right)$ is a continuous vector function on $X_{1} \times X_{2}$. Moreover, let us assume that each component $F^{k}\left(x_{1}, x_{2}\right)$, $k \in\{1,2, \ldots, r\}$, of $\bar{F}\left(x_{1}, x_{2}\right)$ for fixed $x_{1} \in X_{1}$ represents a convex function with respect to $x_{2}$ on $X_{2}$ and for every fixed $x_{2} \in X_{2}$ it is a concave function with respect to $x_{1}$ on $X_{1}$. Then for zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$ there exists saddle point $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right) \in X_{1} \times X_{2}$, i.e. $x_{1}^{*}$ is Pareto solution for multicriterion problem:

$$
\max _{x_{1} \in X_{1}} \rightarrow \bar{F}\left(x_{1}, x_{2}^{*}\right)=\left(F^{1}\left(x_{1}, x_{2}^{*}\right), F^{2}\left(x_{1}, x_{2}^{*}\right), \ldots, F^{r}\left(x_{1}, x_{2}^{*}\right)\right)
$$

and $x_{2}^{*}$ is Pareto solution for multicriterion problem:

$$
\min _{x_{2} \in X_{2}} \rightarrow \bar{F}\left(x_{1}^{*}, x_{2}\right)=\left(F^{1}\left(x_{1}^{*}, x_{2}\right), F^{2}\left(x_{1}^{*}, x_{2}\right), \ldots, F^{r}\left(x_{1}^{*}, x_{2}\right)\right) .
$$

Proof. The proof of Theorem 2 can be obtained as a corollary from Theorem 1 if we will regard our zero-sum game as a game of two players of the form $\bar{G}=$ $\left(X_{1}, X_{2}, \bar{F}_{1}\left(x_{1}, x_{2}\right), \bar{F}_{2}\left(x_{1}, x_{2}\right)\right.$, where $\bar{F}_{2}\left(x_{1}, x_{2}\right)=-\bar{F}_{1}\left(x_{1}, x_{2}\right)=\bar{F}\left(x_{1}, x_{2}\right)$.

The proof of Theorem 2 can be obtained also by reducing our zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$ to classical single objective case $G=\left(X_{1}, X_{2}, f\right)$ and applying J. Neumann theorem from [1], where

$$
f\left(x_{1}, x_{2}\right)=\sum_{k=1}^{r} \alpha_{k} F^{k}\left(x_{1}, x_{2}\right)
$$

and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}$ are arbitrary real numbers such that

$$
\sum_{k=1}^{r} \alpha_{k}=1 ; \alpha_{k}>0, k=\overline{1, r}
$$

It is easy to show that if $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right)$ is a saddle point for zero-sum game $G=\left(X_{1}, X_{2}, f\right)$ then $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right)$ represents a saddle point for zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$.

So, if conditions of Theorem 2 are satisfied then a solution of zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$ can be found by using the following algorithm.

## Algorithm 2

1. Fix an arbitrary set of real numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}$ such that $\sum_{k=1}^{r} \alpha_{k}=1$; $\alpha_{k}>0, k=\overline{1, r} ;$
2. Form the zero-sum game $G=\left(X_{1}, X_{2}, f\right)$, where $f\left(x_{1}, x_{2}\right)=\sum_{k=1}^{r} \alpha_{k} F^{k}\left(x_{1}, x_{2}\right)$.
3. Find a saddle point $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right)$ for single zero-sum game $G=\left(X_{1}, X_{2}, f\right)$. Then fix $x^{*}=\left(x_{1}^{*}, x_{2}^{*}\right)$ as a saddle point for zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$.

Remark 2. Algorithm 2 finds only a solution for given zero-sum multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \bar{F}\right)$. In order to find all saddle points it is necessary to apply algorithm 2 for every $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}$ satisfying conditions $\sum_{k=1}^{r} \alpha_{k}=1 ; \quad \alpha_{k}>0$, $k=\overline{1, r}$, and then to form the union of obtained solutions.

Note that for reducing the zero-sum multiobjective games to classical ones also can be used other convolution criteria for vector payoff functions, i.e. the standard procedure from [7-9].

## 3 Discrete and matrix multiobjective games

Discrete multiobjective games are determined by the discrete structure of sets of strategies $X_{1}, X_{2}, \ldots, X_{p}$. If $X_{1}, X_{2}, \ldots, X_{p}$ are finite sets then we may consider $X_{i}=J_{i}, J_{i}=\left\{1,2, \ldots, q_{i}\right\}, i=\overline{1, p}$. In this case the multiobjective game is determined by vectors

$$
\bar{F}_{i}=\left(F_{i}^{1}, F_{i}^{2}, \ldots, F_{i}^{r_{i}}\right), i=\overline{1, p},
$$

where each component $F_{i}^{k}, k=\overline{1, r_{i}}$, represents $p$-dimensional matrix of size $q_{1} \times q_{2} \times \cdots \times q_{p}$.

If $p=2$ then we have bimatrix multiobjective game and if $F_{2}=-F_{1}$ then we obtain matrix multiobjective one. In analogous way as for single objective matrix games here we can interpret the strategies $j_{i} \in J_{i}, i=\overline{1, p}$, of players as pure strategies.

It is evident that for such matrix multiobjective games Pareto-Nash equilibria may not exist because Nash equilibria may not exist for bimatrix and matrix games in pure strategies. But to each finite discrete multiobjective game we can associate
a continuous multiobjective game $\overline{\bar{G}}=\left(Y_{1}, Y_{2}, \ldots, Y_{p}, \bar{f}_{1}, \bar{f}_{2}, \ldots, \bar{f}_{p}\right)$ by introducing mixed strategies $y_{i}=\left(y_{i 1}, y_{i 2}, \ldots, y_{i r_{i}}\right) \in Y_{i}$ of player $i$ and vector payoff functions $\bar{f}_{1}, \bar{f}_{2}, \ldots, \bar{f}_{p}$, which we define in the following way:

$$
\begin{gathered}
Y_{i}=\left\{y_{i}=\left(y_{i 1}, y_{i 2}, \ldots, y_{i r_{i}}\right) \in R^{r_{i}} \mid \sum_{j=1}^{r_{i}} y_{i j}=1, y_{i j} \geq 0, j=\overline{1, r_{i}}\right\} \\
\bar{f}_{i}=\left(f_{i}^{1}, f_{i}^{2}, \ldots, f_{i}^{r_{i}}\right)
\end{gathered}
$$

where

$$
\begin{gathered}
f_{i}^{k}\left(y_{11}, y_{12}, \ldots, y_{1 r_{1}}, y_{21}, y_{22}, \ldots, y_{2 r_{2}}, \ldots, y_{p 1}, y_{p 2}, \ldots, y_{p r_{p}}\right)= \\
=\sum_{j_{1}=1}^{r_{1}} \sum_{j_{2}=1}^{r_{2}} \cdots \sum_{j_{p}=1}^{r_{p}} F^{k}\left(j_{1}, j_{2}, \ldots, j_{p}\right) y_{i j_{1}} y_{i j_{2}} \ldots y_{i j_{p}} ; \quad k=\overline{1, r_{i}}, i=\overline{1, p} .
\end{gathered}
$$

It is easy to observe that for auxiliary multiobjective game $\overline{\bar{G}}=\left(Y_{1}, Y_{2}, \ldots, Y_{p}\right.$, $\bar{f}_{1}, \bar{f}_{2}, \ldots, \bar{f}_{p}$ ) conditions of theorem 1 are satisfied and therefore Pareto-Nash equilibria $y^{*}=\left(y_{11}^{*}, y_{12}^{*}, \ldots, y_{1 r_{1}}^{*}, y_{21}^{*}, y_{22}^{*}, \ldots, y_{2 r_{2}}^{*}, \ldots, y_{p 1}^{*}, y_{p 2}^{*}, \ldots, y_{p r_{p}}^{*}\right)$ exist.

In the case of matrix games the auxiliary zero-sum multiobjective game of two players is defined as follows: $\overline{\bar{G}}=\left(Y_{1}, Y_{2}, \bar{f}\right)$;

$$
\begin{aligned}
& Y_{1}=\left\{y_{1}=\left(y_{11}, y_{12}, \ldots, y_{1 r}\right) \in R^{r} \mid \sum_{j=1}^{r} y_{1 j}=1, y_{1 j} \geq 0, j=\overline{1, r}\right\} ; \\
& \begin{array}{r}
Y_{2}=\left\{y_{2}=\left(y_{21}, y_{22}, \ldots, y_{2 r}\right) \in R^{r} \mid \sum_{j=1}^{r} y_{2 j}=1, y_{2 j} \geq 0, j=\overline{1, r}\right\} ; \\
\bar{f}=\left(f^{1}, f^{2}, \ldots, f_{r}^{r}\right), \\
f^{k}\left(y_{11}, y_{12}, \ldots, y_{1 r}, y_{21}, y_{22}, \ldots, y_{2 r}\right)=\sum_{j_{1}=1}^{r} \sum_{j_{2}=1}^{r} F^{k}\left(j_{1}, j_{2}\right) y_{1 j_{1} y_{2 j_{2}}} ; \\
k=\overline{1, r} .
\end{array}
\end{aligned}
$$

The game $\overline{\bar{G}}=\left(Y_{1}, Y_{2}, \bar{f}\right)$ satisfies conditions of theorem 2 and therefore a saddle point $y^{*}=\left(y_{1}^{*}, y_{2}^{*}\right) \in Y_{1} \times Y_{2}$ exists.

So, the results related to discrete and matrix game can be extended for multiobjective case of the game and can be interpreted in analogous way as for single objective games. In order to solve these associated multiobjective games algorithms 1 and 2 can be applied.

## 4 Conclusion

The considered multiobjective games extend classical ones and represent a combination of cooperative and noncooperative games. Indeed, the player $i$ in multiobjective game $\bar{G}=\left(X_{1}, X_{2}, \ldots, X_{p}, \bar{F}_{1}, \bar{F}_{2}, \ldots, \bar{F}_{p}\right)$ can be regarded as a union
of $r_{i}$ subplayers with payoff functions $F_{i}^{1}, F_{i}^{2}, \ldots, F_{i}^{r_{i}}$ respectively. So, the game $\bar{G}$ represents a game with $p$ coalitions $1,2, \ldots, p$ which interact between them on the set of situations $X_{1} \times X_{2} \times \cdots \times X_{p}$.

The introduced Pareto-Nash equilibria notion uses the concept of cooperative games because according to this notion subplayers of the same coalitions should optimize in the sense of Pareto their vector functions $F_{i}$ on set of strategies $X_{i}$. On the other hand Pareto-Nash equilibria notion takes into account also the concept of noncooperative games because coalitions interact between them on the set of situations $X_{1} \times X_{2} \times \cdots \times X_{p}$ and are interested to preserve Nash equilibria between coalitions.

The obtained results allow us to describe a class of multiobjective games for which Pareto-Nash equilibria exists. Moreover, a suitable algorithm for finding Pareto-Nash equilibria is proposed.
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# On Bruck-Belousov Problem 

Victor Shcherbacov


#### Abstract

In this paper on the language of subgroups of the multiplication group of a quasigroup (of the associated group of a quasigroup) necessary and sufficient conditions of normality of congruences of a left (right) loop are given. These conditions can be considered as a partial answer to the problem posed in books of R. H. Bruck and V.D. Belousov about conditions of normality of all congruences of quasigroups. Results on the regularity of congruences of quasigroups and the behavior of quasigroup congruences by isotopy are given.
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## 1 Introduction

The main purpose of this paper is an attempt to promote in solving the following Bruck-Belousov problem: What loops $G$ have the property that every image of $G$ under a multiplicative homomorphism is also a loop [9, p. 92]? What quasigroups or loops in which all congruences are normal [5, Problem 20, p. 221]?

We notice it is well known (see [3]), if homomorphic image of a multiplicative homomorphism $\varphi$ of a loop is also a loop then congruence $\theta$ which corresponds to $\varphi$, is a normal congruence.

This article is an extended variant of the paper [27]. See also [28]. We shall use standard quasigroup notations and definitions from [5,6,11,23]. Information on lattices and universal algebras can be found in $[10,20,30]$, on groups in $[14,19]$, on semigroups in [12].

For convenience of readers we recall some well known definitions.
A groupoid ( $Q, \cdot)$ in which for any fixed elements $a, b$ from the set $Q$ the equations $a \cdot x=b$ and $y \cdot a=b$ have unique solutions is called a quasigroup.

A quasigroup $(Q, \cdot)$ that has an element $f$ such that $f \cdot x=x$ for all $x \in Q$ is called a left loop.

A quasigroup $(Q, \cdot)$ that has an element $e$ such that $x \cdot e=x$ for all $x \in Q$ is called a right loop.

A quasigroup with the identity of associativity $(x \cdot y z=x y \cdot z)$ is a group [19].
It is known (see [5]) that in a quasigroup left ( $\left.L_{a}: x \rightarrow a \cdot x\right)$, right ( $R_{a}: x \rightarrow$ $x \cdot a)$ translations, as well as its inverse, are permutations. Let $\mathbb{L}=\left\{L_{a} \mid a \in Q\right\}$, $\mathbb{R}=\left\{R_{b} \mid b \in Q\right\}, \mathbb{T}=\left\{L_{a}, R_{b} \mid a, b \in Q\right\}$.
(C) Victor Shcherbacov, 2005

By $\Pi(Q)$ or by $\Pi$ for the short we shall designate a semigroup generated by the left and right translations of a quasigroup $Q$, i.e. elements of a semigroup $\Pi(Q)$ are words of the form $T_{1}^{\alpha_{1}} T_{2}^{\alpha_{2}} \ldots T_{n}^{\alpha_{n}}$, where $T_{i} \in \mathbb{T}$, $\alpha_{i} \in \mathbb{N}$.

The group generated by all left and right translations of a quasigroup $Q$ will be denoted by $M(Q)$, or by $M$ for the short. Elements of the group $M$ are words of the form $T_{1}^{\alpha_{1}} T_{2}^{\alpha_{2}} \ldots T_{n}^{\alpha_{n}}$, where $T_{i} \in \mathbb{T}, \alpha_{i} \in \mathbb{Z}$.

A binary relation $\varphi$ on a set $Q$ is a subset of the cartesian product $Q \times Q$ [10,22].
As it is known $([10,12,20,30])$, a binary relation $q$ is an equivalence if and only if $\varepsilon \subseteq q, q^{-1}=q, q^{2}=q$, where $\varepsilon=\{(x, x) \mid x \in Q\}$. We shall use both definitions: this definition and definition of equivalence as reflexive, symmetric and transitive relation on the language of pairs of elements.

A class of an equivalence $\theta$ that contains an element $a$ will be denoted by $\theta(a)$.
An equivalence $\theta$ of a quasigroup $(Q, \cdot)$ such that from $a \theta b$ follows $(c \cdot a) \theta(c \cdot b)$ for all $a, b, c \in Q$ is called a left congruence of a quasigroup $(Q, \cdot)$.

An equivalence $\theta$ of a quasigroup $(Q, \cdot)$ such that from $a \theta b$ follows $(a \cdot c) \theta(b \cdot c)$ for all $a, b, c \in Q$ is called a right congruence of a quasigroup $(Q, \cdot)$.

A left and right congruence $\theta$ of a quasigroup $(Q, \cdot)$ is called a congruence of a quasigroup $(Q, \cdot)[5,6]$.

A congruence $\theta$ of a quasigroup $(Q, \cdot)$ is called normal, if from $(a \cdot c) \theta(b \cdot c)$ follows $a \theta b$, from $(c \cdot a) \theta(c \cdot b)$ follows $a \theta b$ for all $a, b, c \in Q$.

We shall call a binary relation $\theta$ of a groupoid $(Q, \cdot)$ stable from the left (accordingly from the right) if from $x \theta y$ it follows $(a \cdot x) \theta(a \cdot y)$, (accordingly $(x \cdot a) \theta(y \cdot a))$ for all $a \in Q$.

It is easy to see that a stable from the left (from the right) equivalence of a quasigroup $(Q, \cdot)$ is called a left (right) congruence. A congruence is an equivalence relation which is stable from the left and from the right.

Definition 1. If $\theta$ is a binary relation on a set $Q, \alpha$ is a permutation of the set $Q$ and from $x \theta y$ it follows $\alpha x \theta \alpha y$ for all $(x, y) \in \theta$, then we shall say that the permutation $\alpha$ is semi-admissible relative to the relation $\theta$.

Remark 1. We notice in [13] a permutation with such property is called an admissible permutation.

Definition 2. If $\theta$ is a binary relation on a set $Q, \alpha$ is a permutation of the set $Q$ and from $x \theta y$ it follows $\alpha x \theta \alpha y$ and $\alpha^{-1} x \theta \alpha^{-1} y$ for all $(x, y) \in \theta$, then we shall say that the permutation $\alpha$ is an admissible permutation relative to the binary relation $\theta$ [5].

We recall any element of the group $M(Q)$ of a quasigroup $Q$ is admissible relative to any normal congruence of the quasigroup $Q$; any element the semigroup $\Pi(Q)$ of a quasigroup $Q$ is semi-admissible relative to any congruence of the quasigroup $Q[5,6]$.

As it is known (see $[5,6]$ ) to each homomorphism $\varphi$ of a quasigroups $Q$ it is possible to associate a congruence $\theta$ by the rule: $a \theta b$ if and only if $\varphi a=\varphi b$. In this case $\varphi Q \cong Q / \theta$.

As is was proved in [3], see also [5,11], homomorphic image of a quasigroups $Q$ can be a quasigroup or a groupoid with division. If homomorphic image of a quasigroup is a quasigroup, then the congruence $\theta$ which corresponds to this homomorphism is normal, if $\varphi Q$ is a proper division groupoid, then congruence $\theta$ is not normal [6].

If $\varphi$ and $\psi$ are binary relations on $Q$, then their product is defined in the following way: $(a, b) \in \varphi \circ \psi$ if there is an element $c \in Q$ such that $(a, c) \in \varphi$ and $(c, b) \in \psi$ $[12,30]$. The operation of product of binary relations is associative [12, 22, 24].

Below we shall designate product of binary relations and quasigroup operation by a point, by the letter $Q$ we shall designate a quasigroup $(Q, \cdot)$ and a set on which this quasigroup is defined.

Lemma 1. For all binary relations $\varphi, \psi, \theta \subseteq Q^{2}$ from $\varphi \subseteq \psi$ follows $\varphi \theta \subseteq \psi \theta$, $\theta \varphi \subseteq \theta \psi$, i.e. it is possible to say that a binary relation of set-theoretic inclusion of binary relations is stable from the left and from the right relative to the multiplication of binary relations.
Proof. If $(x, z) \in \varphi \theta$, then there exists an element $y \in Q$, such that $(x, y) \in \varphi$ and $(y, z) \in \theta$. Since $\varphi \subseteq \psi$, then we have $(x, y) \in \psi,(x, z) \in \psi \theta$.

Remark 2. Translations of a quasigroup can be considered as binary relations: $(x, y) \in L_{a}$, if and only if $y=a \cdot x,(x, y) \in R_{b}$, if and only if $y=x \cdot b$.

Remark 3. To coordinate the multiplication of translations with their multiplication as binary relations, we use the following multiplication of translations: if $\alpha, \beta$ are translations, $x$ is an element of the set $Q$, then $(\alpha \beta)(x)=\beta(\alpha(x))$, i.e. $(\alpha \beta) x=\beta \alpha x$.

A partially ordered set $(L, \subseteq)$ is called a lower (an upper) semilattice if any its two-element subset has exact lower (upper) bound, i.e. in a set $L$ exists $\inf (a, b)$ $(\sup (a, b))$ for all $a, b \in L[10,20]$.

If a partially ordered set is simultaneously the lower and upper semilattice, then it is called a lattice.

We can define a lattice as algebra $(L, \vee, \wedge)$ satisfying the following axioms $([10])$ :

$$
\begin{array}{ll}
(a \vee b) \vee c=a \vee(b \vee c) ; & a \vee b=b \vee a ; \\
a \vee a=a ; & (a \vee b) \wedge a=a ; \\
(a \wedge b) \wedge c=a \wedge(b \wedge c) ; & a \wedge b=b \wedge a ; \\
a \wedge a=a ; & (a \wedge b) \vee a=a .
\end{array}
$$

We notice similarly as for quasigroups, which are defined in a signature with one and three binary operations, for the lattices which are defined in a signature with one binary operation $\leq$ and with two binary operations $\vee$ and $\wedge$, the concepts of a sublattice do not coincide. Namely, the sublattice of a lattice $(L, \vee, \wedge)$ always is a sublattice of a lattice $(L, \leq)$, but an inverse is not always correct [20].

## 2 Congruences of a quasigroup and its associated group

Connections between normal subloops of a loop $Q$ and normal subgroups of the group $M(Q)$ were studied by A. Albert $[1,2]$. Generalizations of Albert results on some classes of quasigroups can be found in works of V.A. Beglaryan [4] and K.K. Shchukin [29]. In these works also questions of the lattice embedding of lattices of some normal congruences of a quasigroup $Q$ into the lattice of normal subgroups of the group $M(Q)$ are studied.

Proposition 1. An equivalence $\theta$ is a congruence of a quasigroup $Q$ if and only if $\theta \omega \subseteq \omega \theta$ for all $\omega \in \mathbb{T}$.

Proof. Let $\theta$ be an equivalence, $\omega=L_{a}$. It is clear that $(x, z) \in \theta L_{a}$ is equivalent to that there exists an element $y \in Q$ such that $(x, y) \in \theta$ and $(y, z) \in L_{a}$. But if $(y, z) \in L_{a}, z=a y$, then $y=L_{a}^{-1} z$. Therefore, from the relation $(x, z) \in \theta L_{a}$ it follows that $\left(x, L_{a}^{-1} z\right) \in \theta$.

Let us prove that from $\left(x, L_{a}^{-1} z\right) \in \theta$ it follows $(x, z) \in \theta L_{a}$. We have $\left(x, L_{a}^{-1} z\right) \in$ $\theta$ and $\left(L_{a}^{-1} z, z\right) \in L_{a},(x, z) \in \theta L_{a}$. Thus $(x, z) \in \theta L_{a}$ is equivalent to $\left(x, L_{a}^{-1} z\right) \in \theta$.

Similarly, $(x, z) \in L_{a} \theta$ is equivalent to $(a x, z) \in \theta$. Now we can say that the inclusion $\theta \omega \subseteq \omega \theta$ by $\omega=L_{a}$ is equivalent to the following implication:

$$
\left(x, L_{a}^{-1} z\right) \in \theta \Longrightarrow(a x, z) \in \theta
$$

for all suitable $a, x, z \in Q$.
If we replace in the last implication $z$ with $L_{a} z$, we shall obtain the following implication:

$$
(x, z) \in \theta \Longrightarrow(a x, a z) \in \theta
$$

for all $a \in Q$.
Thus, the inclusion $\theta L_{a} \subseteq L_{a} \theta$ is equivalent to the stability of the relation $\theta$ from the left relative to an element $a$. Since the element $a$ is an arbitrary element of the set $Q$, we have that the inclusion $\theta \omega \subseteq \omega \theta$ by $\omega \in \mathbb{L}$ is equivalent to the stability of the relation $\theta$ from the left.

Similarly, the inclusion $\theta \omega \subseteq \omega \theta$ for any $\omega \in \mathbb{R}$ is equivalent to the stability from the right of relation $\theta$. Uniting the last two statements, we obtain required equivalence.

Let us remark Proposition 1 can be deduced from results of the article of Thurston [26].

The following proposition is almost obvious corollary of Theorem 5 from [21].
Proposition 2. An equivalence $\theta$ is a congruence of a quasigroup $Q$ if and only if $\omega \theta(x) \subseteq \theta(\omega x)$ for all $x \in Q, \omega \in \mathbb{T}$.

Proof. Let $\theta$ be an equivalence relation and for all $\omega \in \mathbb{T}, \omega \theta(x) \subseteq \theta(\omega x)$. We shall prove that from $a \theta b$ follows $c a \theta c b, a c \theta b c$ for all $c \in Q$.

By definition of the equivalence $\theta, a \theta b$ is equivalent to $a \in \theta(b)$. Then $c a \in$ $c \theta(b) \subseteq \theta(c b), c a \theta c b$. Similarly, from $a \theta b$ follows $a c \theta b c$.

Converse. Let $\theta$ be a congruence. We shall prove that $c \theta(a) \subseteq \theta(c a)$ for all $c, a \in Q$. Let $x \in c \theta(a)$. Then $x=c y$, where $y \in \theta(a)$, that is $y \theta a$. Then, since $\theta$ is a congruence, we obtain $c y \theta c a$. Therefore $x=c y \in \theta(c a)$. Thus, $L_{c} \theta \subseteq \theta(c a)$. It is similarly proved that $R_{c} \theta(a) \subseteq \theta(a c)$.

Corollary 1. An equivalence $\theta$ of a quasigroup $(Q, \cdot)$ is a congruence if and only if $\theta \omega \subseteq \omega \theta$ for all $\omega \in \Pi$.

Proof. The multiplication of binary relations is associative, therefore, if $\theta \omega_{1} \subseteq \omega_{1} \theta$, $\theta \omega_{2} \subseteq \omega_{2} \theta$, where $\omega_{1}, \omega_{2} \in \Pi$, then $\theta\left(\omega_{1} \omega_{2}\right)=\left(\theta \omega_{1}\right) \omega_{2} \subseteq\left(\omega_{1} \theta\right) \omega_{2}=\omega_{1}\left(\theta \omega_{2}\right) \subseteq$ $\omega_{1}\left(\omega_{2} \theta\right)=\left(\omega_{1} \omega_{2}\right) \theta$.

Corollary 2. An equivalence $\theta$ is a congruence of a quasigroup $Q$ if and only if $\omega \theta(x) \subseteq \theta(\omega x)$ for all $x \in Q, \omega \in \Pi$.

Proof. The proof is similar with the previous one.
Corollary 3. A congruence $\theta$ of a quasigroup $Q$ is normal if and only if at least one of the following conditions is fulfilled:
(i) $\omega \theta \subseteq \theta \omega$ for all $\omega \in \mathbb{T}$;
(ii) $\omega \theta=\theta \omega$ for all $\omega \in \mathbb{T}$;
(iii) $\theta(\omega x) \subseteq \omega \theta(x)$ for all $\omega \in \mathbb{T}, x \in Q$;
(vi) $\theta(\omega x)=\omega \theta(x)$ for all $\omega \in \mathbb{T}, x \in Q$.

Proof. As it is proved in Proposition 1, the inclusion $\theta L_{a} \subseteq L_{a} \theta$ is equivalent to the implication $x \theta y \Longrightarrow$ ax $\theta a y$.

Let us check up that the inclusion $L_{a} \theta \subseteq \theta L_{a}$ is equivalent to the implication

$$
a x \theta a y \Rightarrow x \theta y .
$$

Indeed, as it is proved in Proposition $1,(x, z) \in \theta L_{a}$ is equivalent with $\left(x, L_{a}^{-1} z\right) \in \theta$. Similarly, $(x, z) \in L_{a} \theta$ is equivalent with $(a x, z) \in \theta$. The inclusion $\omega \theta \subseteq \theta \omega$ by $\omega=L_{a}$ has the form $L_{a} \theta \subseteq \theta L_{a}$ and it is equivalent to the following implication:

$$
(a x, z) \in \theta \Longrightarrow\left(x, L_{a}^{-1} z\right) \in \theta
$$

for all $a, x, z \in Q$. If we change in the last implication the element $z$ by the element $L_{a} z$, we shall obtain that the inclusion $\theta L_{a} \supseteq L_{a} \theta$ is equivalent to the implication $a x \theta a y \Rightarrow x \theta y$. Therefore, the equivalence $\theta$ is cancellative from the left.

Similarly, the inclusion $R_{b} \theta \subseteq \theta R_{b}$ is equivalent to the implication:

$$
(x a, z a) \in \theta \Longrightarrow(x, z) \in \theta .
$$

If a congruence $\theta$ is cancellative from the left and from the right, then, by definition, $\theta$ is a normal congruence.

Cases (ii), (iii), (iv) are proved similarly.

Corollary 4. A congruence $\theta$ of a quasigroup $Q$ is normal if and only if $\omega \theta=\theta \omega$ for all $\omega \in \Pi$.
$A$ congruence $\theta$ of a quasigroup $Q$ is normal if and only if $\omega \theta=\theta \omega$ for all $\omega \in M$.
Proof. The proof is obvious.
It is easy to see that an equivalence $q$ of a set $M$ is a congruence of the group $M$ if and only if $q$ is admissible relative to all elements of the set $\mathbb{T} \cup \mathbb{T}^{-1}$, where $\mathbb{T}^{-1}=\left\{L_{x}^{-1}, R_{x}^{-1} \mid \forall x \in Q\right\}$.

Theorem 1. The lattice of congruences $\left(L(Q), \leq_{1}\right)$ of one-sided loop (in particular, of a loop) $Q$ is isomorphically embedded in the lattice $\left(L(M(Q)), \leq_{2}\right)$ of the left congruences of group $M$, which are semi-admissible from the right relative to all permutations of the semigroup $\Pi$.

Proof. The proof of this theorem in some parts repeats the proof of the theorem on an isomorphic embedding of normal congruences of a quasigroup $Q$ in the lattice of congruences of the group $M(Q)$ [26].

By a quasigroup $Q$ during the proof of this theorem we shall understand a quasigroup with the right unit, i.e. right loop.

Let $q$ be a congruence of a quasigroup $Q$. We shall define the relation $q^{\top}$ in group $M$ as follows: $\theta q^{\top} \varphi \Longleftrightarrow \theta^{-1} \varphi \subseteq q$ for all $\theta, \varphi \in M$.

We prove that $q^{\top}$ is a left congruence of the group $M$ which is admissible from the right relative to all permutations $\alpha, \alpha \in \Pi$.

Reflexivity of $q^{\top}$. Since $\varepsilon \subseteq q, \alpha q^{\top} \alpha$ for all $\alpha \in M$.
Symmetry of $q^{\top}$. The equivalence $\theta q^{\top} \varphi \leftrightarrow \varphi q^{\top} \theta$ is equivalent to the equivalence $\theta^{-1} \varphi \subseteq q \leftrightarrow \varphi^{-1} \theta \subseteq q$. The last equivalence is true since, if $\theta^{-1} \varphi \subseteq q$, then $\left(\theta^{-1} \varphi\right)^{-1} \subseteq q^{-1}, \varphi^{-1} \theta \subseteq q^{-1}=q$. It is clear that in the same way it is possible to receive also an inverse implication: $\left(\varphi^{-1} \theta \subseteq q\right) \rightarrow\left(\theta^{-1} \varphi \subseteq q\right)$.

Transitivity of $q^{\top}$. An implication $\theta q^{\top} \varphi \wedge \varphi q^{\top} \psi \rightarrow \theta q^{\top} \psi$ is equivalent with the implications $\theta^{-1} \varphi \subseteq q \wedge \varphi^{-1} \psi \subseteq q \rightarrow \theta^{-1} \psi \subseteq q$. We shall show that the last implication is fulfilled. Indeed, if $\theta^{-1} \varphi \subseteq q \wedge \varphi^{-1} \psi \subseteq q, \theta^{-1} \varphi \varphi^{-1} \psi=\theta^{-1} \psi \subseteq q^{2}=q$.

Let us show that $q^{\top}$ is semi-admissible from the left relative to any permutation $\alpha \in M$. Indeed, the condition "if $\theta q^{\top} \varphi$, then $\alpha \theta q^{\top} \alpha \varphi$ " is equivalent with the following condition: if $\theta^{-1} \varphi \subseteq q$, then $\theta^{-1} \alpha^{-1} \alpha \varphi=\theta^{-1} \varphi \subseteq q$.

Let us show that the binary relation $q^{\top}$ (we have already proved that $q^{\top}$ is a left congruence of $M$ ) is semi-admissible from the right relative to any permutation $\alpha \in \Pi$. For this purpose we shall show that $\theta \alpha q^{\top} \varphi \alpha$ for all $\alpha \in \Pi$. We shall pass, using Proposition 1, to the needed inclusions.

Then we have $\theta q^{\top} \varphi \leftrightarrow \theta^{-1} \varphi \subseteq q, \theta \alpha q^{\top} \varphi \alpha \leftrightarrow \alpha^{-1} \theta^{-1} \varphi \alpha \subseteq q$. Since $q$ is a congruence, then by Corollary 1 we have $\alpha^{-1} q \alpha \subseteq q$ for all $\alpha \in \Pi$. Therefore, if $\theta^{-1} \varphi \subseteq q$, then $\alpha^{-1} \theta^{-1} \varphi \alpha \subseteq \alpha^{-1} q \alpha \subseteq q$.

Thus, we have proved that an arbitrary congruence of a quasigroup $Q$ corresponds the left congruence $q^{\top}$ of the group $M$ which is semi-admissible from the right relative to all permutations of the semigroup $\Pi$.

Let $p$ be a left congruence of the group $M$, that is semi-admissible from the right relative to all $\alpha \in \Pi$. We shall define a binary relation on a quasigroup $Q$ in the following way: $p^{\perp}=\cup \theta^{-1} \varphi$ for all $\theta, \varphi \in M$, such that $\theta p \varphi$.

We demonstrate that $p^{\perp}$ is a congruence of a quasigroup $Q$.
Reflexivity of $p^{\perp}$. Since $\theta p \theta$ for all $\theta \in M$, then $\theta^{-1} \theta=\varepsilon \subseteq p^{\perp}$.
Symmetry of $p^{\perp} .\left(p^{\perp}\right)^{-1}=p^{\perp}$, since $p^{-1}=p$ and $p^{\perp}=\cup \theta^{-1} \varphi$ for all $\theta, \varphi \in M$, such that $\theta p \varphi$.

Transitivity of $p^{\perp}$. Let $(a, b) \in\left(p^{\perp}\right)^{2}$, i.e. there exists element $c$ such that $a p^{\perp} c$ and $c p^{\perp} b$. Hence, there exist $\theta, \varphi, \psi, \xi \in M, \theta p \varphi, \psi p \xi$, such that $a \theta^{-1} \varphi c$ and $c \psi^{-1} \xi b$. Then $c=\left(\theta^{-1} \varphi\right) a, b=\left(\psi^{-1} \xi\right) c$, and $b=\left(\theta^{-1} \varphi \psi^{-1} \xi\right) a$, i. e. $(a, b) \in\left(\varphi^{-1} \theta\right)^{-1} \psi^{-1} \xi$.

We need to prove that $\varphi^{-1} \theta p \psi^{-1} \xi$. If $\theta p \varphi$, then taking into account that the binary relation $p$ is stable from the left relative to any permutation $\alpha \in M$, we obtain, $\varphi^{-1} \theta p \varphi^{-1} \varphi, \varphi^{-1} \theta p \varepsilon$.

Similarly, $\varepsilon p \psi^{-1} \xi$, and by transitivity of the relation $p$ we have: $\varphi^{-1} \theta p \psi^{-1} \xi$. Thus, we have proved that $p$ is an equivalence on $Q$.

Let us show that $p^{\perp}$ is a congruence of a quasigroup $Q$. For this purpose it is sufficient, taking into account Corollary 1 , to prove that for all $\omega \in \Pi, \omega^{-1} p^{\perp} \omega \subseteq$ $p^{\perp}$.

Let $(a, b) \in \omega^{-1} p^{\perp} \omega$. Then there exist $\varphi, \theta \in M, \theta p \varphi$ such that $(a, b) \in$ $\omega^{-1} \theta^{-1} \varphi \omega=(\theta \omega)^{-1} \varphi \omega$.

Since $\theta p \varphi$ then for all $\omega \in \Pi, \theta \omega p \varphi \omega$, and then $(\theta \omega)^{-1} \varphi \omega \subseteq p^{\perp}$.
Thus $(a, b) \in p^{\perp}, \omega^{-1} p^{\perp} \omega \subseteq p^{\perp}$ for all $\omega \in \Pi$, i.e. $p^{\perp}$ is a congruence of a quasigroup $Q$.

We prove if $q$ is a congruence of a quasigroup $Q$, then $q^{\top \perp}=q$, i.e. we establish that the map $T$ is a bijective map and that $(T)^{-1}=\perp$.

It is easy to understand that $q^{\top \perp} \subseteq q$. Indeed, if $(a, b) \in\left(q^{\perp}\right)^{\top}$ there is a pair of permutations $\varphi, \theta \in M$ such that $\theta q^{\top} \varphi,(a, b) \in \theta^{-1} \varphi$.

By definition of the relation $q^{\top}, \varphi q^{\top} \theta$ if and only if $\varphi^{-1} \theta \subseteq q$, and then $(a, b) \in q$.
Let us prove a converse inclusion. Now we use property that the quasigroup $Q$ has the right unit.

Let $(a, b) \in q$. Then for all $x$ from $Q$ the relation $a x q b x$ is equivalent with $L_{a} x q L_{b} x$. Having replaced $x$ by $L_{a}^{-1} x$, we obtain $x q\left(L_{a}^{-1} L_{b}\right) x$, i.e. $L_{a}^{-1} L_{b} \subseteq q$, and then $L_{a} q^{\top} L_{b}, L_{a}^{-1} L_{b} \subseteq\left(q^{\top}\right)^{\perp}$. From the last relation we have $\left(a,\left(L_{a}^{-1} L_{b}\right) a\right)=$ $\left(a, L_{b} e_{a}\right)=(a, b) \in\left(q^{\top}\right)^{\perp}$, since $e_{a}=e_{b}$. Therefore $q \subseteq\left(q^{\top}\right)^{\perp}$.

If we have quasigroup with the left unit, then instead of translations $L_{a}, L_{b}$ we take translations $R_{a}, R_{b}$. Thus $\left(q^{\top}\right)^{\perp} \supseteq q$, the map $\top$ is a bijective map, $(\top)^{-1}=\perp$.

Let us recall lattices $\mathcal{L}_{1}=\left(L_{1}, \leq_{1}\right)$ and $\mathcal{L}_{2}=\left(L_{2}, \leq_{2}\right)$ are called isomorphic if there is a bijective map $\sigma$ such that $a \leq_{1} b$ in $\mathcal{L}_{1}$ if and only if $\sigma(a) \leq_{1} \sigma(b)$ in $\mathcal{L}_{2}$ [10].

In order to prove that $T$ is a lattice isomorphism, we need to prove: if $q_{1} \subseteq q_{2}$, then $q_{1}^{\top} \subseteq q_{2}^{\top}$, if $p_{1} \subseteq p_{2}$, then $p_{1}^{\perp} \subseteq p_{2}^{\perp}$, where $q_{1}, q_{2}$ are congruences of a quasigroup $Q, p_{1}, p_{2}$ are the left congruences of group $M$ that are semi-admissible relative to multiplication from the right on permutations $\alpha$ from the semigroup $\Pi$. These two implications, taking into account the definition of maps $\perp, \top$, are obvious.

Proposition 3. If the lattice of congruences is considered as an algebra of the form $(L, \vee, \wedge)$, i.e. in a signature with two binary operations, then $\left(q_{1} \wedge q_{2}\right)^{\top}=q_{1}^{\top} \wedge q_{2}^{\top}$.

Proof. Indeed, the operation $\wedge$ both in a lattice of congruences of a quasigroup and in a lattice of the left congruences of group $M$ coincides with the set-theoretic intersection of congruences. Therefore, if $(\alpha, \beta) \in\left(q_{1} \wedge q_{2}\right)^{\top}$, then $\alpha^{-1} \beta \subseteq q_{1} \wedge q_{2}$, $\alpha^{-1} \beta \subseteq q_{1} \cap q_{2}, \alpha^{-1} \beta \subseteq q_{1}, \alpha^{-1} \beta \subseteq q_{2},(\alpha, \beta) \in q_{1}^{\top},(\alpha, \beta) \in q_{2}^{\top},(\alpha, \beta) \in q_{1}^{\top} \cap q_{2}^{\top}=$ $q_{1}^{\top} \wedge q_{2}^{\top}$.

Conversely, let $(\alpha, \beta) \in q_{1}^{\top} \wedge q_{2}^{\top}$. Then $\alpha^{-1} \beta \subseteq q_{1}, \alpha^{-1} \beta \subseteq q_{2}, \alpha^{-1} \beta \subseteq q_{1} \cap q_{2}=$ $q_{1} \wedge q_{2},(\alpha, \beta) \in\left(q_{1} \wedge q_{2}\right)^{\top}$. Thus, $\left(q_{1} \wedge q_{2}\right)^{\top}=q_{1}^{\top} \wedge q_{2}^{\top}$.

Remark 4. It is easy to see that $q_{1}^{\top} \vee q_{2}^{\top} \subseteq\left(q_{1} \vee q_{2}\right)^{\top}$. Indeed, $q_{1}^{\top} \subseteq\left(q_{1} \vee q_{2}\right)^{\top}$, $q_{2}^{\top} \subseteq\left(q_{1} \vee q_{2}\right)^{\top}, q_{1}^{\top} \vee q_{2}^{\top} \subseteq\left(q_{1} \vee q_{2}\right)^{\top} \vee\left(q_{1} \vee q_{2}\right)^{\top}=\left(q_{1} \vee q_{2}\right)^{\top}$.

Probably, in general, there exist examples such that $q_{1}^{\top} \vee q_{2}^{\top} \varsubsetneqq\left(q_{1} \vee q_{2}\right)^{\top}$. Results from $[1,2,4,29]$ strengthen our guess.

Since in Theorem 1 it is proved that the map $T$ is bijective, we can formulate the following theorem.

Theorem 2. The lower semilattice of congruences of an one-sided loop $Q$ is isomorphically embedded in the lower semilattice of the left congruences of the group $M(Q)$ that are semi-admissible relative to all elements of the semigroup $\Pi(Q)$.
Corollary 5. The lower semilattice of congruences of an one-sided loop $Q$ is isomorphically embedded in the lower semilattices of congruences: of the semigroup $L \Pi$, of the semigroup $\Pi$ and of the left congruences of the group LM.

Proof. By the intersection of the left congruences of group $M$ with the set $L \Pi \times L \Pi$, for example, we obtain some binary relations of semigroup $L \Pi$.

It is easy to understand that these binary relations are equivalences which are semi-admissible relative to multiplication from the left and from the right by elements of the semigroup $L \Pi$, i.e. these equivalences are congruences of semigroup $L \Pi$.

Now we should prove: if $p_{1} \subset p_{2}$ and $p_{1}^{\perp} \subset p_{2}^{\perp}$, then $p_{1}, p_{2}$ are elements of lattice of the left congruences of the group $M, p_{1} \cap(L \Pi)^{2} \subset p_{2} \cap(L \Pi)^{2}$.

If $p_{1} \subset p_{2}$ and $p_{1}^{\perp} \subset p_{2}^{\perp}$, then there is a pair $(a, b)$, such that $(a, b) \in p_{2}^{\perp}$ and $(a, b) \notin p_{1}^{\perp}$. Then $\left(L_{a}, L_{b}\right) \in p_{2}=\left(\left(p_{2}\right)^{\perp}\right)^{\top}$ and $\left(L_{a}, L_{b}\right) \notin p_{1}$.

If we suppose that $\left(L_{a}, L_{b}\right) \in p_{1}$, then $L_{a}^{-1} L_{b} \subseteq p_{1}^{\perp},\left(a, L_{a}^{-1} L_{b} a\right)=(a, b) \in p_{1}^{\perp}$. We have received a contradiction. Thus $p_{1} \cap(L \Pi)^{2} \subset p_{2} \cap(L \Pi)^{2}$.

The remaining inclusion maps are proved similarly.
Corollary 6. A lower semilattice of congruences of a loop is isomorphically embedded in the lower semilattices of congruences of semigroups $L \Pi, R \Pi$, $\Pi$, the left congruences of groups LM, RM.

Theorem 3. In an one-sided loop $Q$ all congruences are normal if and only if in the group $M$ all left congruences, which are semi-admissible from the right relative to all elements of the semigroup $\Pi$, are congruences.
Proof. We suppose that in the group $M$ all left congruences, which are semiadmissible from the right relative to permutations from the semigroup $\Pi$, are congruences. We shall show that then they induce in $Q$ only normal congruences. Indeed, let $p$ be a congruence of the group $M$. We demonstrate that then $p^{\perp}$ is a normal congruence of a quasigroup $Q$.

For this purpose it is enough to prove, taking into account Theorem 1, Corollary 1 , that $\omega p^{\perp} \omega^{-1} \subseteq p^{\perp}$ for all $\omega \in \Pi$.

Let $(a, b) \in \omega p^{\perp} \omega^{-1}$. Then there exist $\theta, \varphi \in M, \theta p \varphi$ such that $(a, b) \in$ $\omega \theta^{-1} \varphi \omega^{-1}=\left(\theta \omega^{-1}\right)^{-1} \varphi \omega^{-1}$. Since $p$ is a congruence of the group $M$, then from $\theta p \varphi$ follows $\theta \omega^{-1} p \varphi \omega^{-1}$ for all $\omega \in M$. Thus, $(a, b) \in p^{\perp}, \omega p^{\perp} \omega^{-1} \subseteq p^{\perp}$.

Converse. Let in an one-sided loop $Q$ all congruences be normal. We shall prove that then in the group $M$ all left congruences, which are semi-admissible from the right relatively to permutations from $\Pi$, are congruences.

We suppose converse, that in the group $M$ there exists a left congruence $p$ which is not semi-admissible relative to multiplication on the right by at least one element from the set $\mathbb{T}^{-1}$. We denote such element by $R_{c}^{-1}$. In other words there exist elements $\alpha, \beta$ such that $\alpha p \beta$, but $\alpha R_{c}^{-1}$ is not congruent with the element $\beta R_{c}^{-1}$.

Passing to the congruence $p^{\perp}$, we obtain $\alpha^{-1} \beta \subseteq p^{\perp}$, but $R_{c} \alpha^{-1} \beta R_{c}^{-1} \nsubseteq p^{\perp}$, i.e. there is an element $x \in Q$ such that $\left(x,\left(R_{c} \alpha^{-1} \beta R_{c}^{-1}\right) x\right) \notin p^{\perp}$.

Since $p^{\perp}$ is a normal congruence of an one-sided loop $Q$, then: if $(a, b) \notin p^{\perp}$, then for all $x \in Q$ we obtain $(a x, b x) \notin p^{\perp}$.

Thus, if $\left(x,\left(R_{c} \alpha^{-1} \beta R_{c}^{-1}\right) x\right) \notin p^{\perp},\left(R_{c} x,\left(R_{c} \alpha^{-1} \beta\right) x\right) \notin p^{\perp}$ or $\left(x c,\left(\alpha^{-1} \beta\right) x c\right) \notin$ $p^{\perp}$, i.e. $\alpha^{-1} \beta \nsubseteq p^{\perp}$. We have a contradiction.

Therefore left but not right congruence $\theta$ of the group $M$, which is semiadmissible from the right relative to permutations of the semigroup $\Pi$ defines a non-normal congruence of an one-sided loop.

Definition 3. A subgroup $H$ of a group $M$ will be called $A$-invariant relative to a set $A$ of elements of the group $M$, if $a^{-1} H a \subseteq H$ for all $a \in A$.

In the language of Definition 3 any normal subgroup $H$ of a group $G$ is $G$ invariant subgroup of the group $G$ [14].

We reformulate Theorems 2 and 3 as follows.

Theorem 4. The lower semilattice of congruences of an one-sided loop is isomorphically embedded in the lower semilattice of $\Pi$-invariant subgroups of the group $M$.

Proof. We shall show that the kernel of a left congruence $\theta$ of the group $M$ is some its subgroup $H$, but the left congruence $\theta$ is a partition of the group $M$ in left coset classes by this subgroup. Indeed, if $\alpha \theta \varepsilon$ and $\beta \theta \varepsilon$, then $\alpha \beta \theta \alpha$, whence, $\alpha \beta \theta \varepsilon$.

If $\alpha \theta \varepsilon$, then $\alpha^{-1} \alpha \theta \alpha^{-1} \varepsilon, \alpha^{-1} \theta \varepsilon$. Thus, the kernel of left congruence $\theta$ is a subgroup of a group $M$.

We notice that various left congruences of the group $M$ define various kernels. Indeed, if we suppose converse, that $\alpha \theta_{1} \beta$ and it is not true that $\alpha \theta_{2} \beta$, but $\beta^{-1} \alpha \theta_{1} \varepsilon$ and $\beta^{-1} \alpha \theta_{2} \varepsilon$, then $\beta\left(\beta^{-1} \alpha\right) \theta_{2} \beta \varepsilon, \alpha \theta_{2} \beta$. We have received a contradiction.

Since any subgroup $H$ of a group $M$ defines the left congruence $(\alpha \sim \beta \Longleftrightarrow$ $\alpha H=\beta H)$, we proved that there is a bijection between the left congruences of the group $M$ and its subgroups.

We shall show, that the left congruence $\theta$ of the group $M$ is semi-admissible from the right relatively all permutations of the semigroup $\Pi$ if and only if its kernel $H$ fulfill the relation $H \gamma \subseteq \gamma H$ for all elements $\gamma \in \Pi$, or, equivalently, $\gamma^{-1} H \gamma \subseteq H$.

Indeed, if the left congruence $\theta$ of the group $M$ is semi-admissible from the right relatively permutations of the semigroup $\Pi$, then for the kernel $H$ of the congruence $\theta$ we have: let $\alpha \in H$, i.e. $\alpha \theta \varepsilon$.

Then, taking into consideration the semi-admissibility from the right of the congruence $\theta$, we obtain $\alpha \gamma \theta \gamma$ for all $\gamma \in \Pi$. Since $\theta$ is a left congruence, then $\gamma^{-1} \alpha \gamma \theta \gamma^{-1} \gamma, \gamma^{-1} \alpha \gamma \theta \varepsilon$. Therefore, for all $\gamma \in \Pi$ we have $\gamma^{-1} H \gamma \subseteq H$.

Converse. Let kernel the $H$ of a congruence $\theta$ satisfy the relation $\gamma^{-1} H \gamma \subseteq$ $H$ for all $\gamma \in \Pi$. If $\alpha \theta \beta$, then $\beta^{-1} \alpha \theta \varepsilon$, whence $\gamma^{-1} \beta^{-1} \alpha \gamma \theta \varepsilon, \alpha \gamma \theta \beta \gamma$ for all $\gamma \in \Pi$.

Theorem 5. Congruences of an one-sided loop are normal if and only if $\Pi$-invariant subgroups of the group $M$ are normal in $M$.

We can give sufficient conditions of normality of all congruences of a quasigroup.
Proposition 4. If a quasigroup $Q$ satisfies the condition $\mathbb{T}^{-1} \subseteq \Pi$, then in $Q$ all congruences are normal.

Proof. If $\theta$ is a congruence of a quasigroup $Q$, then, obviously, from $a \theta b$ follows $\alpha a \theta \alpha b$ for all $\alpha \in \Pi$.

Since $\mathbb{T}^{-1} \subseteq \Pi$, then from $a b \theta a c$ follows $L_{a}^{-1}(a b) \theta L_{a}^{-1}(a c), b \theta c$, from $c a \theta b a$ follows $R_{a}^{-1}(c a) \theta R_{a}^{-1}(b a), c \theta b$.

Corollary 7. If in a quasigroup $Q$ the condition $M=\Pi$ is fulfilled, then in the quasigroup $Q$ all congruences are normal.

Proof. It is easy to see that conditions $\mathbb{T}^{-1} \subseteq \Pi$ and $M=\Pi$ are equivalent.

Conditions of Proposition 4 and Corollary 7 can be used for concrete classes of quasigroups. See some examples below.

But, in general, these conditions are only sufficient, since there exists an example of a quasigroup, in which all congruences are normal, but $\mathbb{T} \varsubsetneqq \Pi$, or, that is equivalent, $M \neq \Pi$.

Example 1. Let $A=\left\{\left.\frac{a}{2^{n}} \right\rvert\, a \in \mathbb{Z}, n \in \mathbb{N}\right\}$, where $\mathbb{Z}$ is the set of integers, and $\mathbb{N}$ is the set of natural numbers.

The set $A$ forms a torsion-free abelian group of rank 1 relative to the operation of addition of elements of the set $A$ [19].

Using the group $(A,+)$ we define on the set $A$ a new quasigroup operation $\circ$. Let $\varphi$ be a map of the set $A$ into itself such that $\varphi x=\frac{1}{2} x$ for all $x \in A$.

It is easy to check that $\varphi$ is an automorphism of the group $(A,+)$. Then $(A, \cdot)$ with the form $x \cdot y=\varphi x+y$ for all $x, y \in A$ is a left loop with the left identity 0 . Indeed, $0 \cdot x=\varphi 0+x=x$.

We prove that in the quasigroup $(A, \cdot) M(A, \cdot) \neq \Pi(A, \cdot)$, and all congruences are normal.

For this purpose in the beginning we calculate the form of translations of a quasigroup $(A, \cdot)$. We have $R_{a}^{*} x=x \cdot a=\varphi x+a=\left(\varphi R_{a}^{+}\right) x, L_{a}^{\dot{*}} x=a \cdot x=$ $\varphi a+x=L_{\varphi a}^{+} x$. Using results from [14,29] further it is possible to deduce the following relations

$$
\begin{aligned}
& L M(A, \cdot)=L M(A,+) \cong(A,+), \\
& R M(A, \cdot) \cong R M(A,+) \lambda\langle\varphi\rangle \cong(A,+) \lambda(\mathbb{Z},+), \\
& L \Pi(A, \cdot)=L \Pi(A,+), \\
& R \Pi(A, \cdot)=\left\{\left(\varphi^{n} R_{a}^{+}\right) \mid a \in A, n \in \mathbb{N}\right\}
\end{aligned}
$$

It is easy to see that $M(A, \cdot)=R M(A, \cdot)=\left\{\left(\varphi^{n} R_{a}^{+}\right) \mid a \in A, n \in \mathbb{Z}\right\}, \Pi(A, \cdot)=$ $\left\{\left(\varphi^{n} R_{a}^{+}\right) \mid a \in A, n \in \mathbb{N} \cup\{0\}\right\}$. Thus, $\Pi(A, \cdot) \varsubsetneqq M(A, \cdot)$. Moreover, if we denote by $\Pi^{-1}(A)$ the set $\left\{\left(\varphi^{n} R_{a}^{+}\right) \mid a \in A, n \in-\mathbb{N}\right\}$, then $M(A)=\Pi(A) \cup \Pi^{-1}(A)$.

Since $(A, \cdot)$ is a left loop, we can use Theorem 4. As it follows from Theorem 4, the subgroups of the group $M(A, \cdot)$ that are invariant relative to all permutations of the semigroup $\Pi(A, \cdot)$ correspond to congruences of the quasigroup $(A, \cdot)$.

We demonstrate that any $\Pi$-invariant subgroup of the group $M(A, \cdot)$ is a normal subgroup of the group $M(A, \cdot)$.

We notice that following our agreements we have $\left(R_{a}^{+} \varphi\right)(x)=\varphi(x+a)=\varphi x+$ $\varphi a=\left(\varphi R_{\varphi a}^{+}\right)(x)$. Below in this example we shall write $R_{x}$ instead of $R_{x}^{+}$. We have $\left(\varphi^{k} R_{a}\right)\left(\varphi^{l} R_{b}\right)=\varphi^{k+l} R_{\varphi^{l} a+b},\left(\varphi^{n} R_{a}\right)^{-1}=\varphi^{-n} R_{-\varphi^{-n} a}$.

It is clear that any element of a subgroup $H$ of the group $M$ has the form $\varphi^{k} R_{b}$. If $H$ is a $\Pi$-invariant subgroup of the group $M$, then we have: if $\varphi^{k} R_{b} \in H$, then $\varphi^{-n} R_{-\varphi^{-n} a} \varphi^{k} R_{b} \varphi^{n} R_{a}=\varphi^{k} R_{c} \in H$ for all $\varphi^{k} R_{b} \in H, \varphi^{n} R_{a} \in \Pi$, where $c=-\varphi^{k} a+\varphi^{n} b+a$.

In other words, If $H$ is a $\Pi$-invariant subgroup of the group $M$, then: if $\varphi^{k} R_{b} \in H$, then $\varphi^{k} R_{\varphi^{n} b} R_{-\varphi^{k} a+a} \in H$ for all $\varphi^{k} R_{b} \in H, n \in \mathbb{N} \cup\{0\}, a \in A$.

If we change in the last implication $a$ by $-a$, then we obtain the following implication:
if $\varphi^{k} R_{b} \in H$, then $\varphi^{k} R_{\varphi^{n} b} R_{\varphi^{k} a-a} \in H$ for all $\varphi^{k} R_{b} \in H, n \in \mathbb{N} \cup\{0\}, a \in A$.
From the implication (*) by $a=0$ it follows:
if $\varphi^{k} R_{b} \in H$, then $\varphi^{k} R_{\varphi^{n} b} \in H$ for all $\varphi^{k} R_{b} \in H, n \in \mathbb{N} \cup\{0\}$.
We can write the condition that the $\Pi$-invariant subgroup $H$ of group $M$ is a normal subgroup of group $M$, in the form: if $\varphi^{k} R_{b} \in H$, then $\varphi^{n} R_{a} \varphi^{k} R_{b} \varphi^{-n} R_{-\varphi^{-n} a}=$ $\varphi^{k} R_{d} \in H$, where $d=-\varphi^{-n}\left(-\varphi^{k} a-b+a\right)$, for all $\varphi^{k} R_{b} \in H, \varphi^{n} R_{a} \in \Pi$.

Applying to the last implication condition ( $* *$ ), we obtain the following equivalent condition of normality of $\Pi$-invariant group $H$ : if $\varphi^{k} R_{b} \in H$, then $\varphi^{k} R_{h} \in H$, where $h=\varphi^{k} a+b-a$ for all $\varphi^{k} R_{b} \in H, a \in A$.

The last implication we can re-write in the form: if $\varphi^{k} R_{b} \in H$, then $\varphi^{k} R_{b} R_{\varphi^{k} a-a} \in H$ for all $\varphi^{k} R_{b} \in H, a \in A$.

It is easy to see that the last implication follows from the implication (*) by $n=0$.

Example 2. Using the group $(A,+)$ from Example 1 we define on the set $A$ a binary operation $*$ in the following way $x * y=2 \cdot x+y$ for all $x, y \in A$. The operation $*$ is a quasigroup operation, since the map $2: x \mapsto 2 \cdot x$ for all $x \in A$ is an automorphism of the group $(A,+)$, moreover, a left loop operation, see Example 1.

We denote by $H$ the following subgroup of the group $M(A, *): H=\left\langle R_{1}^{+}\right| 1 \in$ $A\rangle=\left\{\ldots R_{-2}^{+}, R_{-1}^{+}, R_{0}^{+}, R_{1}^{+}, R_{2}^{+}, \ldots\right\}$. It is easy to see that $H \cong(\mathbb{Z},+)$.

We check that the group $H$ is a $\Pi$-invariant non-normal subgroup of the group $M$.

We use results of Example 1 by $\varphi=2$. Thus, if $H$ is a $\Pi$-invariant subgroup of the group $M$, then we have: $2^{-n} R_{-2^{-n} a} R_{1} 2^{n} R_{a}=R_{2^{n}} \in H$ for all $2^{n} R_{a} \in \Pi$.

We prove that the group $H$ is a non-normal subgroup of the group $M$. We have $2^{n} R_{a} R_{1} 2^{-n} R_{-2^{-n} a}=R_{2^{-n}} \notin H$ for all $2^{n} R_{a} \in M$ such that $n>1$.

As it follows from Theorems 2 and 4 , the subgroup $H$ of the group $M(A, *)$ induces a non-normal congruence of the quasigroup $(A, *)$.

Remark 5. The fact that the group $H$ induces a congruence of the quasigroup $(A, *)$ can be deduced from results of the article of T. Kepka and P. Nemec [16, Theorem 42], since the quasigroup $(A, *)$ is a T-quasigroup, moreover, it is a medial quasigroup.

## 3 On normality of congruences of some inverse quasigroups

Definition 4. A quasigroup $Q$ is called rst-inverse quasigroup, if there exist a permutation $J$ of the set $Q$, some fixed integers $r, s, t$ such that in the quasigroup $Q$ for all $x, y \in Q$ the relation $J^{r}(x \circ y) \circ J^{s} x=J^{t} y$ is fulfilled [16].

A $(0,1,0)$-inverse quasigroup is called a CI-quasigroup. A $(-1,0,-1)$-inverse quasigroup is called an WIP-quasigroup [5]. An $(m, m+1, m)$-inverse quasigroup is called an $m$-inverse quasigroup [15].

Proposition 5. In rst-quasigroup $(Q, \cdot)$ all congruences are normal if permutations $J^{r}$ and $J^{-t}$ are semi-admissible relative to any congruence of $(Q, \cdot)$.

Proof. In the language of translations we can re-write Definition 4 in the form $L_{x} J^{r} R_{J^{s} x}=J^{t}$. Then $L_{x}^{-1}=J^{r} R_{J^{s} x} J^{-t}, R_{J^{s}{ }_{x}}^{-1}=J^{-t} L_{x} J^{r}$.

Using Proposition 4 we obtain the required.
Corollary 8. In CI-quasigroup all congruences are normal.
Corollary 9. In WIP-quasigroup $(Q, \cdot)$ all congruences are normal if the permutation $J$ is admissible relative to any congruence of $(Q, \cdot)$.

Corollary 10. In m-inverse quasigroup $(Q, \cdot)$ all congruences are normal if the permutation $J^{m}$ is admissible relative to any congruence of $(Q, \cdot)$.

In [17] Definition 4 is generalized in the following way.
Definition 5. A quasigroup $Q, \circ$ ) is called an $(\alpha, \beta, \gamma)$-inverse quasigroup if there exist permutations $\alpha, \beta, \gamma$ of the set $Q$ such that $\alpha(x \circ y) \circ \beta x=\gamma y$ for all $x, y \in Q$.

Proposition 6. In $(\alpha, \beta, \gamma)$-quasigroup $(Q, \cdot)$ all congruences are normal if permutations $\alpha$ and $\gamma^{-1}$ are semi-admissible relative to any congruence of $(Q, \cdot)$.

Proof. The proof repeats the proof of Proposition 5.
Definition 6. A quasigroup $(Q, \circ)$ has the $\lambda$-inverse-property if there exist permutations $\lambda_{1}, \lambda_{2}, \lambda_{3}$ of the set $Q$ such that $\lambda_{1} x \circ \lambda_{2}(x \circ y)=\lambda_{3} y$ for all $x, y \in Q[8]$.

Definition 7. A quasigroup $(Q, \circ)$ has the $\rho$-inverse-property if there exist permutations $\rho_{1}, \rho_{2}, \rho_{3}$ of the set $Q$ such that $\rho_{1}(x \circ y) \circ \rho_{2} y=\rho_{3} x$ for all $x, y \in Q$ [8].

Definition 8. A quasigroup $(Q, \circ)$ that has $\lambda$-inverse-property and $\rho$-inverseproperty is called I-inverse quasigroup [8].

Proposition 7. In an I-inverse quasigroup ( $Q, \cdot)$ all congruences are normal if permutations $\lambda_{2}, \lambda_{3}^{-1}, \rho_{1}$ and $\rho_{3}^{-1}$ are semi-admissible relative to any congruence of $(Q, \cdot)$.
Proof. From Definition 6 we have $L_{x} \lambda_{2} L_{\lambda_{1} x}=\lambda_{3}$. Then $L_{x}^{-1}=\lambda_{2} L_{\lambda_{1} x} \lambda_{3}^{-1}$. From Definition 7 we have $R_{y} \rho_{1} R_{\rho_{2} y}=\rho_{3}$. Therefore $R_{y}^{-1}=\rho_{1} R_{\rho_{2} y} \rho_{3}^{-1}$. Further we can apply Proposition 4.

If in $I$-inverse quasigroup $(Q, \circ) \lambda_{2}=\lambda_{3}=\rho_{1}=\rho_{3}=\varepsilon$, then $(Q, \circ)$ is called an $I P$-quasigroup.

Corollary 11. In IP-quasigroup all congruences are normal [5].
Proof. The proof follows from the definition of IP-quasigroup and Proposition 7.

## 4 On regularity of congruences of quasigroups

Definition 9. A congruence is called regular if it is uniquely defined by any its coset, the coset of a congruence is called regular if it is a coset of only one congruence.

In [21] A.I. Mal'tsev has given necessary and sufficient conditions that a normal complex $K$ of an algebraic systems $A$ is a coset of only one congruence, i.e. $K$ is a coset of only one congruence of a system $A$.

For this purpose for any set $S \subseteq A$ the congruence $\bmod S$ is constructed. Elements $a, b$ are equivalent $a \sim b(\bmod S)$ if either $a=b$, or $a, b \in S$, or $a=\alpha u, b=\alpha v$, where $u, v \in S, \alpha$ is a translation of the algebraic system $A$.
A.I. Mal'tsev names elements $a$ and $b$ comparable if there exists a sequence $x_{1}, \ldots, x_{n}$ of elements from $A$ such that: $a \sim x_{1}, x_{1} \sim x_{2}, \ldots, x_{n} \sim b(\bmod S)$.

The binary relation $(\bmod S)$ is a congruence on an algebraic system $A$, and the congruence $(\bmod S)$ is minimal among all congruences for which elements of the set $S$ are comparable with each other [21].

Theorem 6. The normal complex $K$ is a coset of only one congruence of an algebraic system $A$ if and only if elements $a, b \in A$, for which by any translation $\alpha$ the statements $\alpha a \in K$ and $\alpha b \in K$ are equivalent, are comparable $(\bmod K)$ [21].

We notice if in Theorem $6 A$ is a binary quasigroup, then $\alpha$ is an element of $\Pi(A)$.

If in Mal'tsev theorem we pass from a quasigroup $A$ to its homomorphic image $\bar{A}=A / \bmod \mathrm{K}$, then we shall have the following conditions of regularity of a normal complex $K$ of a quasigroup $A$.

Proposition 8. The normal complex $K$ is a coset of only one congruence of a quasigroup $A$ if and only if for each pair of elements $\bar{a}, \bar{b} \in \bar{A}$ for which by any translation $\bar{\alpha} \in \bar{A}$ the statements $\bar{\alpha} \bar{a}=\bar{k}$ and $\bar{\alpha} \bar{b}=\bar{k}$ are equivalent the equality $\bar{a}=\bar{b}$ is fulfilled.

Remark 6. Let's remark if $\bar{A}$ is a binary quasigroup, then conditions of Proposition 8 are fulfilled. Indeed, if we take translation $\bar{\alpha}$ such that $\bar{\alpha}=\bar{L}_{c}$ and $\bar{c} \cdot \bar{a}=\bar{k}$, then we have $\bar{c} \cdot \bar{b}=\bar{k}$ by conditions of the proposition. Then $\bar{a}=\bar{c} \backslash \bar{k}=\bar{b}$.

Example 3. It is possible to construct division groupoid in which the conditions of Proposition 8 are satisfied. We denote by $(\mathbb{Q},+)$ the group of rational numbers relative to the operation of addition, and by $(\mathbb{Z},+)$ the group of integers relative to the operation of addition. On the factor group $\bar{A}=(\mathbb{Q} / \mathbb{Z},+)$ we define operation $x \circ y=2 x+y$ for all $x, y \in \bar{A}$.

It is easy to check up that $(\bar{A}, \circ)$ is a division groupoid. We shall show that this groupoid satisfies conditions of Proposition 8. Since $(\bar{A}, \circ)$ is a division groupoid, then for any $\bar{k} \in \bar{A}$ there exists $\bar{c} \in \bar{A}$ such that $\bar{c} \circ \bar{a}=\bar{k}$, and then by conditions of this proposition also $\bar{c} \circ \bar{b}=\bar{k}$. Therefore $2 \bar{c}+\bar{a}=\bar{k}, 2 \bar{c}+\bar{b}=\bar{k}, \bar{a}=\bar{b}=\bar{k}-2 \bar{c}$.

Proposition 9. There exist a quasigroup $Q$ and its subset $K$ such that $K$ is a coset of more than one congruence.
Proof. It is known (see [9. p. 10]) that any division groupoid is a homomorphic image of some quasigroups.

From Mal'tsev theorem it follows that to give an example of a quasigroup in which not all congruences are regular it is necessary to find a pair of elements $a, b \in Q$ such that $a \nsim b(\bmod \mathrm{~K})$, where $K$ is a coset of some congruence, but for which by any translation $\alpha$ statements $\alpha a \in K$ and $\alpha b \in K$ are equivalent.

We pass to homomorphic image $P=Q / \operatorname{modK}$ of quasigroups $Q$. Then conditions that the coset $K$ is not regular are the following: $\bar{a} \neq \bar{b}$, but for any $c \in Q$ the equality $\bar{c} \cdot \bar{a}=\bar{k}$ is equivalent with the equality $\bar{c} \cdot \bar{b}=\bar{k}$, the equality $\bar{a} \cdot \bar{c}=\bar{k}$ is equivalent to the equality $\bar{b} \cdot \bar{c}=\bar{k}$ where $\bar{k}$ is an image of the set $K$ in the groupoid $P$.

We construct the following division groupoid. Let $\mathbb{C}$ be a set of complex numbers, $x \circ y=(x y)^{2}$ for all $x, y \in \mathbb{C}$. It is easy to check that $(\mathbb{C}, \circ)$ is a commutative division groupoid.

Let $\bar{k}=4$. Then the equation $a \circ y=4 \Longleftrightarrow(a y)^{2}=4$, $a y= \pm 2, y= \pm \frac{2}{a}$ has two solutions. And, if one of radicals is a solution of the equations $a \circ y=4$, so is the other, for any $a \in \mathbb{C}$. If we take in a quasigroup $Q$ pre-images of elements of 2 and -2 , then we find the necessary pair.

## 5 On behavior of congruences by an isotopy

A quasigroup $(Q, \circ)$ is an isotope of a quasigroup $(Q, \cdot)$ if there exist permutations $\alpha, \beta, \gamma$ of the set $Q$ such that $x \circ y=\gamma^{-1}(\alpha x \cdot \beta y)$ for all $x, y \in Q$. We can also write this fact in the form $(Q, \circ)=(Q, \cdot) T$, where $T=(\alpha, \beta, \gamma)[5,6,23]$. An isotopy $T=(\alpha, \beta, \gamma)$ is admissible relative to a binary relation $\theta$, if the permutations $\alpha, \beta, \gamma$ are admissible relative to $\theta$.

If ( $Q, \cdot$ ) is a quasigroup, then an isotopy of the form $\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)$, where $R_{a}, L_{b}$ are some fixed translations of the quasigroup $(Q, \cdot)$ is called LP-isotopy. Any LPisotopic image of a quasigroup is a loop [5,6].

In [5], p. 59 the following lemma is proved.
Lemma 2. Let $\theta$ be a normal congruence of a quasigroup $(Q, \cdot)$. If a quasigroup $(Q, \circ)$ is isotopic to $(Q, \cdot)$ and the isotopy $(\alpha, \beta, \gamma)$ is admissible relative to $\theta$, then $\theta$ is a normal congruence also in ( $Q, \circ$ ).
Corollary 12. If $(Q, \cdot)$ is a quasigroup, $(Q,+)$ is a loop of the form $x+y=$ $R_{a}^{-1} x \cdot L_{b}^{-1} y$ for all $x, y \in Q$, then $n \operatorname{Con}(Q, \cdot) \subseteq n \operatorname{Con}(Q,+)$, where $n \operatorname{Con}(Q, \cdot)$ is the set of normal congruences of the quasigroup $(Q, \cdot)$, and $n \operatorname{Con}(Q,+)$ is the set of normal congruences of the loop $(Q,+)$.

Proof. If $\theta$ is a normal congruence of a quasigroup $(Q, \cdot)$, then, since $\theta$ is admissible relative to the isotopy $T=\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right), \theta$ is also a normal congruence of a loop $(Q,+)$.

Remark 7. It is easy to see, if $x+y=R_{a}^{-1} x \cdot L_{b}^{-1} y$, then $x \cdot y=R_{a} x+L_{b} y$. If in conditions of Corollary 12 we shall in addition suppose, that the isotopy $T^{-1}=$ ( $R_{a}, L_{b}, \varepsilon$ ) is admissible relative to any normal congruence of the loop $(Q,+)$, then we obtain the following equality $n \operatorname{Con}(Q, \cdot)=n \operatorname{Con}(Q,+)$.

Proposition 10. The lattice $(L, \vee, \wedge)$ of normal congruences of a quasigroup $(Q, \cdot)$ is isomorphic to a sublattice of the lattice ( $L_{1}, \vee, \wedge$ ) of normal congruences of isotope loop $(Q, \circ)$ [9].

Proof. By an LP-isotopy $T\left(T=\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)\right)$ a normal congruence $\theta$ of quasigroup $(Q, \cdot)$ is also a normal congruence of a loop $(Q, \star),(Q, \star)=(Q, \cdot) T$ (Corollary 12).

Since the operation $\wedge$ in sets of congruences of a quasigroup $(Q, \cdot)$ and loops $(Q, \star)$ coincides with the set-theoretic intersection, and the operation $\vee$ coincides, in view of the permutability of normal congruences, with their product as binary relations ([30]), we can state that the lattice of normal congruences of a quasigroup $(Q, \cdot)$ is a sublattice of the lattice of normal congruences of the loop $(Q, \star)$. This corollary is proved, since any isotopy between a loop and a quasigroup has the form $\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)(\varphi, \varphi, \varphi)$.

Obviously, any permutation of the semigroup $\Pi(Q, \cdot)$ is semi-admissible relative to any congruence of a quasigroup ( $Q, \cdot)$. An isotopy is semi-admissible, if all permutations included in it are semi-admissible.

Proposition 11. Let $\theta$ be a congruence of a quasigroup $(Q, \cdot)$. If a quasigroup $(Q, \circ)$ is isotopic to $(Q, \cdot)$, and the isotopy $T$ is semi-admissible relative to $\theta$, then $\theta$ is a congruence also in $(Q, \circ)$.

Proof. We suppose that the isotopy $T$ has the form $T=(\alpha, \beta, \gamma)$. If $a \theta b$, then $\beta a \theta \beta b, \alpha c \cdot \beta a \theta \alpha c \cdot \beta b, \gamma^{-1}(\alpha c \cdot \beta a) \theta \gamma^{-1}(\alpha c \cdot \beta b)$.

Finally, we obtain $(c \circ a) \theta(c \circ b)$. Similarly, if $a \theta b$, then $a \circ c \theta b \circ c$.
Proposition 12. If in a quasigroup ( $Q, \cdot)$ there exist elements $a, b$ such that $R_{a}^{-1}$, $L_{b}^{-1} \in \Pi$, then the lower semilattice $\left(L_{1}, \wedge\right)$ of congruences of a quasigroup $(Q, \cdot)$ is a subsemilattice of the semilattice $\left(L_{2}, \wedge\right)$ of congruences of the loop $(Q, \circ)$ which is an isotope of a quasigroup $(Q, \cdot)$ of the form $\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)$.

Proof. If $R_{a}^{-1}, L_{b}^{-1} \in \Pi$, then the isotopy $\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)$ is admissible relative to any congruence of quasigroup $(Q, \cdot)$. The corollary is true, since the operations $\wedge$ in $\left(L_{1}, \wedge\right)$ and $\left(L_{2}, \wedge\right)$ coincide with the set-theoretic intersection of congruences.

In any IP-loop $(Q, \circ)$ with the identity 1 the map $J: a \mapsto a^{-1}$ for all $a \in Q$, where $a \circ a^{-1}=1$, is a permutation of the set $Q, J^{2}=\varepsilon([11])$.

Example 4. If $(Q, \circ)$ is an IP-loop, $(Q, \cdot)$ is its isotope of the form $\left(\alpha J^{\tau}, \beta J^{\kappa}, \varepsilon\right)$, where $\alpha, \beta \in M(Q, \circ), \tau, \kappa \in\{0,1\}$, i.e. $x \cdot y=\alpha J^{\tau} x \circ \beta J^{\kappa} y$ for all $x, y \in Q$, then $\operatorname{Con}(Q, \circ)=n \operatorname{Con}(Q, \cdot)$.

Proof. The permutation $J$ is an antiautomorphism in $(Q, \circ)$ and any normal congruence in $(Q, \circ)$ is admissible relative to this permutation. Indeed, if $x \theta y$, then $1 \theta x^{-1} \circ y, y^{-1} \theta\left(x^{-1} \circ y\right) \circ y^{-1}, y^{-1} \theta x^{-1}, x^{-1} \theta y^{-1}$ and in the similar way $x \theta y$ follows from $x^{-1} \theta y^{-1}$.

By Corollary 11 in an IP-loop all congruences are normal, i.e. $\operatorname{Con}(Q, \circ)=$ $n C o n(Q, \circ)$. Then permutations $\alpha, \beta$ and $J$ are admissible relative to any congruence of the loop $(Q, \circ)$, by $\operatorname{Lemma} 2 \operatorname{Con}(Q, \circ) \subseteq n \operatorname{Con}(Q, \cdot)$.

Since $(Q, \cdot)=(Q, \circ)\left(\alpha J^{\tau}, \beta J^{\kappa}, \varepsilon\right)$, then $(Q, \circ)=(Q, \cdot)\left(\left(\alpha J^{\tau}\right)^{-1},\left(\beta J^{\kappa}\right)^{-1}, \varepsilon\right)$. It is known ([5,6]) that every principal isotopy (the third component of such isotopy is an identity mapping) of a quasigroup $(Q, \cdot)$ to a loop $(Q, \circ)$ has the form $\left(R_{a}^{-1}, L_{b}^{-1}, \varepsilon\right)$, where $R_{a} x=x \cdot a, L_{b} x=b \cdot x$.

Thus, taking into consideration Corollary 12 , we have: $n \operatorname{Con}(Q, \cdot) \subseteq \operatorname{Con}(Q, \circ)$. Therefore $n \operatorname{Con}(Q, \cdot)=\operatorname{Con}(Q, \circ)$.

Example 5. If $(Q, \circ)$ is a CI-loop, $(Q, \cdot)$ is its isotope of the form $x \cdot y=\alpha J^{\tau} x \circ \beta J^{\kappa} y$ for all $x, y \in Q$, where $\alpha, \beta \in M(Q, \circ), \tau, \kappa \in\{0,1\}$, then $\operatorname{Con}(Q, \circ)=n \operatorname{Con}(Q, \cdot)$.

Proof. The permutation $J$ is an automorphism in ( $Q, \circ$ ) ([5]) and any normal congruence in $(Q, \circ)$ is admissible relative to this permutation. Indeed, if $x \theta y$, then $1 \theta y \circ J x, J y \theta(y \circ J x) \circ J y, J y \theta J x, J x \theta J y$.

In any CI-quasigroup ( $Q, \circ$ ) the following equality is true $x \circ(y \circ J x)=y$ for all $x, y \in Q[16]$. If $J x \theta J y$, then $y \circ J x \theta y \circ J y, y \circ J x \theta 1, x \circ(y \circ J x) \theta x, y \theta x$.

By Corollary 8 in the loop ( $Q, \circ$ ) all congruences are normal. Therefore, permutations $\alpha, \beta$ are admissible relative to any congruence of the loop ( $Q, \circ$ ).

Acknowledgement. The author thanks Prof. G.B. Belyavskaya and Prof. E.A. Zamorzaeva for their helpful comments.

## References

[1] Albert A.A. Quasigroups, I. Trans. Amer. Math. Soc., 1943, 54, p. 507-519.
[2] AlbertA.A. Quasigroups, II. Trans. Amer. Math. Soc., 1944, 55, p. 401-419.
[3] Bates G.E., Kiokemeister F. A note on homomorphic mappings of quasigroups into multiplicative systems. Bull. Amer. Math. Soc., 1948, 54, p. 1180-1185.
[4] Beglaryan V.A. To theory of homomorphisms in quasigroups. Thesis of Ph. Degree. Kishinev, 1981 (in Russian).
[5] Belousov V.D. Foundation of the theory of quasigroups and loops. Moscow, Nauka, 1967.
[6] Belousov V.D. Elements of the Quasigroup Theory: A special course. Kishinev, Kishinev State University Press, 1981 (in Russian).
[7] Belousov V.D. Inverse loops. Mat. Issled., vyp. 95. Kishinev, Shtiintsa, 1987, p. 3-22 (in Russian).
[8] Belousov V.D. Inverse loops. Mat. Issled., vyp. 95. Kishinev, Shtiintsa, 1987, p. 3-22 (in Russian).
[9] Belyavskaya G.B. Direct decompositions of quasigroups. Mat. Issled., vyp. 95. Kishinev, Shtiintsa, 1987, p. 23-38 (in Russian).
[10] Birkhoff G. Lattice theory. Moscow, Nauka, 1984, (in Russian).
[11] Bruck R.H. A Survey of Binary Systems. Berlin, Springer Verlag, 1958.
[12] Clifford A.H., Preston G.B. The algebraic thery of semigroups, V. 1. Moscow, Mir, 1972 (in Russian).
[13] Cohn P.M. Universal Algebra. Harper \& Row, New York, 1965.
[14] Kargapolov M.I., Merzlyakov Yu.I. Foundations of the Group Theory. Moscow, Nauka, 1977 (in Russian).
[15] Karklin’š B.B., Karklin’V.B. Inverse loops. Nets and groups, Mat. Issled., vyp. 39. Kishinev, Shtiintsa, 1976, p. 87-101 (in Russian).
[16] Keedwell A.D., Shcherbacov V.A. Construction and properties of ( $r, s, t$ )-inverse quasigroups, I. Discrete Math., 2003, 266, N 1-3, p. 275-291.
[17] Keedwell A.D., Shcherbacov V.A. Quasigroups with an inverse property and generalized parastrophic identities. Quasigroups and related systems, 2005, 13, p. 109-124.
[18] Kepka T., Němec P. T-quasigroups. Part II. Acta Universitatis, Carolinae Math. et Physica, 1971, 12, N 2, p. 31-49.
[19] Kurosh A.G. The Group Theory. Moscow, Nauka, 1967 (in Russian).
[20] Kurosh A.G. Lectures on General Algebra. Moscow, Gos. Izd. Fiz.-mat. Lit., 1962 (in Russian).
[21] Mal'tsev A.I. To general theory of algebraic systems. Mat. sbornik, 1954, 35, p. 3-20 (in Russian).
[22] Parovichenko I.I. The Theory of Operations over Sets. Kishinev, Shtiintsa, 1981.
[23] Pflugfelder H.O. Quasigroups and Loops: Introduction. Berlin, Heldermann Verlag, 1990.
[24] Riguet J. Relations binares, fermetures, correspondances de Galois. Bull. Soc. Math. France, 1948, 76, p. 114-155.
[25] Thurston H.A. Equivivalences and mappings. Proc. London Math. Soc., 1952, 3, N 2, p. 175-182.
[26] Thurston H.A. Certain congruences on quasigroups. Proc. Amer. Math. Soc., 1952, 3, p. 10-12.
[27] Shcherbacov V.A. On congruences of quasigroups. Reg. in VINITI 01.08.90, N 4413-B90. Moscow, 1990 (in Russian).
[28] Shcherbacov V.A. On automorphism groups and congruences of quasigroups. Thesis of Ph. Degree. Kishinev, 1991 (in Russian).
[29] Shchukin K.K. Action of a group on a quasigroup. Kishinev, Kishinev State University Press, 1985 (in Russian).
[30] Smith J.D.H. Mal'cev Varieties. Lecture Notes in Mathematics, 1976, 554.

Institute of Mathematics and Computer Science
Received August 19, 2005
Academy of Sciences of Moldova
5 Academiei str.
MD-2028 Chişinău
Moldova
E-mail: scerb@math.md

# On Commutativity and Mediality of Polyagroup Cross Isomorphs 
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#### Abstract

The notion of cross isotopy (cross isomorphism) of $n$-ary operations can be got from the well-known notion of isotopy (isomorphism) by replacing one of its components with a $k$-ary $m$-invertible operation [1,2]. The idea of consideration of cross isotopy belongs to V.D. Belousov [3], who defined it for binary quasigroups. In the paper necessary and sufficient conditions for commutativity and mediality of a polyagroup cross isomorph (when $n>2 k$ ) are determined. A neutrality criterion of an arbitrary element is stated.
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## 1 Introduction

V.D. Belousov [3] introduced left and right cross isotopy notions for binary quasigroups by replacing the left (right) component of the common isotopy with a left (right) invertible binary operation.

For the first time the corresponding notion for multiary operations was proposed in [1] and was based on the same idea. Namely, the notion of $i$-cross isotopy of an $(n+1)$-ary operation can be received from the well-known notion of isotopy by replacing its $i$-th nonprincipal component with an $m$-invertible operation depending on variables having indices in $\vec{\imath}:=\left(i_{0}, \ldots, i_{k}\right)$, where $0 \leqslant i_{0}<\cdots<i_{k} \leqslant n$ and $i_{m}=i$. The pair $(m ; \vec{\imath})$ is called a type of the cross isotopy. If all its components coincide, except the $i$-th one, then the cross isotopy is called a cross isomorphism.

General properties of cross isotopy were studied in [1]. The set of all cross isotopies of fixed type of a set $Q$ forms a group acting on the set of all operations of $Q$. It follows that the set of all cross autotopies of an operation is its subgroup; cross autotopy groups of cross isotopic operations are isomorphic; cross isotopy is an equivalence relation and so on. The same results were proved for cross isomorphism. Some other results were observed in the mentioned work too. For example, every two quasigroup operations defined on the same set are cross isomorphic if its type is maximal, i.e. if $n=k$, but there exists a pair of quasigroup operations (irreducible and completely reducible) which is not cross isotopic for every nonmaximal type.

In [2] the study of cross isotopy and cross isomorphism was continued: the structure of polyagroup nonmaximal type cross isotopism was found if the type is
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a segment of integers or the polyagroup is medial (i.e. a decomposition group of the polyagroup is commutative); an associate being $i$-cross isotopic to a quasigroup is a polyagroup if $i$ is one of the integers $1, \ldots, n-1$; the notions of strong cross isomorphism and the well-known notion of isomorphism coincide if its type does not contain 1 or $n-1$ or the polyagroup is medial and the integers from the set $\{1, \ldots, n-1\}$, which is not in the cross isotomorphism type are relatively prime.
E.A.Kuznetsov [4] used the notion of cross isotopy for describing some classes of loops. It is proposed a description of all cross isotopies between the given class of loops and well-studied class of loops, for example, the class of groups.

The same problem exists for multiary operations. Now the most developed operations are polyadic groups. So, the problem is to describe the structure of cross isotopies assuring a polyagroup cross isotope belongs to the given class $\mathfrak{A}$.

Here, we consider the problem in the case if the cross isotopy is a cross isomorphism and if the class $\mathfrak{A}$ is a class of commutative or medial operations. We also determine the neutrality criterion for an element of polyagroup cross isomorph.

## 2 General notion

All the operations below are defined on the same fixed set $Q$. We recall that $(n+1)$-ary operation $f$ is called

- $(i, j)$-associative if for arbitrary $x_{0}, \ldots, x_{n} \in Q$ the identity

$$
\begin{aligned}
& f\left(x_{0}, \ldots, x_{i-1}, f\left(x_{i}, \ldots, x_{i+n}\right), x_{i+n+1}, \ldots, x_{2 n}\right)= \\
& =f\left(x_{0}, \ldots, x_{j-1}, f\left(x_{j}, \ldots, x_{j+n}\right), x_{j+n+1}, \ldots, x_{2 n}\right)
\end{aligned}
$$

is true;

- $i$-invertible if for any $a_{0}, \ldots, a_{n}$ of $Q$ the equation

$$
\begin{equation*}
f\left(a_{0}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n}\right)=a_{i} \tag{1}
\end{equation*}
$$

has a unique solution;

- invertible or a quasigroup operation if it is $i$-invertible for all $i=0,1, \ldots, n$.

A groupoid $(Q ; f)$ is called (see [5]) an associate of the kind $(s, n)$, where $s \mid n$, if the operation $f$ is $(i, j)$-associative for all pairs $(i, j)$ such that $i \equiv j(\bmod s)$; a quasigroup if $f$ is invertible; a polyagroup of the kind $(s, n)$ if it is an associate of the kind $(s, n)$ and a quasigroup; an $(n+1)$-group if it is a polyagroup and $s=1$.
Theorem 1 [6]. If a groupoid $(Q ; f)$ is a polyagroup of the kind $(s, n)$, then for arbitrary element $0 \in Q$ there exists a unique triple of operations $(+, \varphi, a)$ of the arities 2, 1, 0 respectively such that the following conditions are true:

1) $(Q ;+)$ is a group, $\varphi$ is its automorphism, 0 is its neutral element and the identities

$$
\begin{equation*}
\varphi^{n} x+a=a+x, \quad \varphi^{s} a=a \tag{2}
\end{equation*}
$$

are valid;
2) a decomposition of the operation $f$ has the following form

$$
\begin{equation*}
f\left(x_{0}, \ldots, x_{n}\right)=x_{0}+\varphi x_{1}+\cdots+\varphi^{n-1} x_{n-1}+\varphi^{n} x_{n}+a \tag{3}
\end{equation*}
$$

And vice versa, if the conditions 1) hold, then the groupoid $(Q ; f)$ defined by (3) is a polyagroup of the kind $(s, n)$.

In that case, the group $(Q ;+)$ is called a decomposition group, and the triple $(+, \varphi, a)$ is a decomposition of the polyagroup $(Q ; f)$.

Let $\stackrel{k}{a}$ denote a sequence $a, \ldots, a(k$ times $)$.
An operation $g$ of the arity $n+1$ is called weak $i$-cross isomorphic of the type $\vec{\imath}:=\left(i_{0}, \ldots, i_{k}\right)$, where $0 \leqslant i_{0}<\cdots<i_{k} \leqslant n$, or weak cross isomorphic of the type $(m, \vec{\imath})$ to $(n+1)$-ary operation $f$ if $i_{m}=i$ and there exist a substitution $\alpha$ and an $m$-invertible operation $h$ of the arity $k+1$ such that the equality

$$
\begin{equation*}
g\left(x_{0}, \ldots, x_{n}\right)=\alpha^{-1} f\left(\alpha x_{0}, \ldots, \alpha x_{i-1}, \alpha h\left(x_{i_{0}}, \ldots, x_{i_{k}}\right), \alpha x_{i+1}, \ldots, \alpha x_{n}\right) \tag{4}
\end{equation*}
$$

holds for all $x_{0}, \ldots, x_{n} \in Q$. The pair $(\alpha ; h)$ is called a weak cross isomorphism of the type $(m, \vec{\imath})$ of the arity $k+1$. A cross isomorphism is called principal if $\alpha=\varepsilon$. If $k=n$, then $i$-th cross isomorphism is called $i$-th cross isomorphism of the maximal type.

A weak cross isomorphism $(\alpha ; h)$ is called strong if $h$ is a selector-like operation, i.e. if for arbitrary substitution $\tau$ of $Q$ and for all $x \in Q$ the equality

$$
\begin{equation*}
h\left(\stackrel{m}{x}, \tau x, \stackrel{k-m}{x}_{x}\right)=\tau x \tag{5}
\end{equation*}
$$

holds.
An operation $g$ is called commutative if for all permutation $\sigma$ of the set $\{0,1, \ldots, n\}$ the identity

$$
\begin{equation*}
g\left(x_{\sigma 0}, x_{\sigma 1}, \ldots, x_{\sigma n}\right)=g\left(x_{0}, x_{1}, \ldots, x_{n}\right) \tag{6}
\end{equation*}
$$

is true.
Lemma 2 [7]. If there exist transformations $\alpha, \beta, \gamma, \delta$ of the group $(Q ;+)$ such that the equality

$$
\alpha x+\beta y=\gamma y+\delta x
$$

holds for all $x, y \in Q$ and at least one element of each of the sets $\{\alpha, \delta\}$ and $\{\beta, \gamma\}$ is a substitution of $Q$, then the group $(Q ;+)$ is commutative.

The relation (4) implies the following identity

$$
g_{0}\left(x_{0}, \ldots, x_{n}\right)=f\left(x_{0}, \ldots, x_{i-1}, h_{0}\left(x_{i_{0}}, \ldots, x_{i_{k}}\right), x_{i+1}, \ldots, x_{n}\right)
$$

where

$$
g_{0}\left(x_{0}, \ldots, x_{n}\right)=\alpha g\left(\alpha^{-1} x_{0}, \ldots, \alpha^{-1} x_{n}\right), h_{0}\left(x_{i_{0}}, \ldots, x_{i_{k}}\right)=\alpha h\left(\alpha^{-1} x_{i_{0}}, \ldots, \alpha^{-1} x_{i_{k}}\right),
$$

i.e. groupoids $(Q ; g)$ and $\left(Q ; g_{0}\right)$ are isomorphic. To clarify the truth of a formula for cross isotopes it is enough to clarify it for principal cross isotopes. So from here on we will consider principal cross isotopes only.

Let $(n+1)$-ary groupoid $(Q ; g)$ be a principal cross isomorph of the type $(m, \vec{\imath})$ of an $(n+1)$-ary polyagroup $(Q ; f)$ with a decomposition $(+, \varphi, a)$, where $\vec{\imath}:=$ $\left(i_{0}, \ldots, i_{k}\right)$. Combining the identities (3) and (4) we obtain a decomposition of the operation $g$

$$
\begin{align*}
g\left(x_{0}, \ldots, x_{n}\right)= & x_{0}+\varphi x_{1}+\cdots+\varphi^{i-1} x_{i-1}+\varphi^{i} h\left(x_{i_{0}}, \ldots, x_{i_{k}}\right)+ \\
& +\varphi^{i+1} x_{i+1}+\cdots+\varphi^{n} x_{n}+a . \tag{7}
\end{align*}
$$

## 3 Commutativity

The next theorem gives a criterion when a cross isomorphism of a polyagroup is commutative.

Theorem 3. Let $(Q ; f)$ be a polyagroup with a decomposition $(+, \varphi, a)$ and let $(\varepsilon, h) f$ be a principal cross isomorph of a nonmaximal type $(m, \vec{\imath})$ of the operation $f$, where $\vec{\imath}:=\left(i_{0}, \ldots, i_{k}\right)$ and $i:=i_{m}$. Then the operation $(\varepsilon, h) f$ is commutative if and only if the following relationships are true:

1) the group $(Q ;+)$ is commutative;
2) $p \equiv \ell(\bmod |\varphi|)$ if $p, \ell \notin \vec{\imath}$, where $|\varphi|$ denotes the order of the automorphism $\varphi$;
3) a decomposition of the operation $h$ is the following

$$
\begin{gather*}
h\left(x_{i_{0}}, \ldots, x_{i_{k}}\right)=\varphi^{-i}\left(\left(\varphi^{p}-\varphi^{i_{0}}\right) x_{i_{0}}+\cdots+\left(\varphi^{p}-\varphi^{i_{m-1}}\right) x_{i_{m-1}}+\varphi^{p} x_{i}+\right. \\
\left.+\left(\varphi^{p}-\varphi^{i_{m+1}}\right) x_{i_{m+1}}+\cdots+\left(\varphi^{p}-\varphi^{i_{k}}\right) x_{i_{k}}\right)+b \tag{8}
\end{gather*}
$$

for some $p \notin \vec{\imath}$ and $b \in Q$.

Proof. Let the operation $g$ be commutative, then the identities (6) and (7) are true. Since the type $\vec{\imath}$ is not maximal then there exists a nonnegative integer $p \leqslant n$, which does not belong to the cross isomorphism type $\vec{\imath}$.

We replace all variables, except $x_{i}$ and $x_{p}$, with the neutral element 0 of $(Q ;+)$ in (6). From the commutativity of the operation $g$ we have:

$$
\begin{aligned}
& g\left(\stackrel{p}{0}, x_{p}, \stackrel{i-p}{0}, x_{i}, \stackrel{n-i}{0}\right)=g\left(\stackrel{p}{0}, x_{i}, \stackrel{i-p}{0}, x_{p}, \stackrel{n-i}{0}\right) \text {, if } p<i, \\
& g\left(\stackrel{i}{0}, x_{i}, \stackrel{p-i}{0}, x_{p}, \stackrel{n-p}{0}\right)=g\left(\stackrel{i}{0}, x_{p}, \stackrel{p-i}{0}, x_{i},{ }_{n}^{n-p}\right), \text { if } p>i .
\end{aligned}
$$

Taking into account (7), we obtain

$$
\begin{align*}
& \varphi^{p} x_{p}+\varphi^{i} \lambda x_{i}=\varphi^{p} x_{i}+\varphi^{i} \lambda x_{p}, \quad \text { when } p<i,  \tag{9}\\
& \varphi^{i} \lambda x_{i}+\varphi^{p} x_{p}=\varphi^{i} \lambda x_{p}+\varphi^{p} x_{i}, \quad \text { when } p>i,
\end{align*}
$$

where $\lambda x:=h\left(0, x,{ }_{0}^{m-m}\right)$. Therefore, according to Lemma 2, the group $(Q ;+)$ is commutative.

We denote $b:=h(0, \ldots, 0)$ and put $x_{p}=0$ in (9):

$$
\begin{equation*}
\varphi^{i} \lambda x=\varphi^{i} b+\varphi^{p} x . \tag{10}
\end{equation*}
$$

We notice that the commutativity of $g$ implies the identity

$$
\begin{equation*}
g\left(x_{0}^{p-1}, x_{p}, x_{p+1}^{q-1}, x_{q}, x_{q}^{n}\right)=g\left(x_{0}^{p-1}, x_{q}, x_{p+1}^{q-1}, x_{p}, x_{q}^{n}\right) \tag{11}
\end{equation*}
$$

for arbitrary numbers $p, q$.
To find a decomposition of the operation $h$ we set $q=i_{r}$ for some $r \in\{0, \ldots, m+$ $1, m-1, \ldots, k\}$ and $p \notin \vec{\imath}$ in (11) and replace the operation $g$ with its decomposition (7):

$$
\begin{align*}
& \varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j}+a= \\
& =\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{r-1}}, x_{p}, x_{i_{r+1}}, \ldots, x_{i_{k}}\right)+ \\
& \quad+\sum_{j=0, j \neq i, i_{r}, p}^{n} \varphi^{j} x_{j}+\varphi^{p} x_{i_{r}}+\varphi^{i_{r}} x_{p}+a . \tag{12}
\end{align*}
$$

After canceling the same summands and setting $x_{p}=0$, we obtain

$$
\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{k}}\right)+\varphi^{i_{r}} x_{i_{r}}=\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{r-1}}, 0, x_{i_{r+1}}, \ldots, x_{i_{k}}\right)+\varphi^{p} x_{i_{r}} .
$$

Thence

$$
\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{k}}\right)=\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{r-1}}, 0, x_{i_{r+1}}, \ldots, x_{i_{k}}\right)+\left(\varphi^{p}-\varphi^{i_{r}}\right) x_{i_{r}} .
$$

We shall use this equality successively for $r=0, \ldots, m+1, m-1, \ldots, k$ :

$$
\begin{gathered}
\varphi^{i} h\left(x_{i_{0}}, x_{i_{1}}, \ldots, x_{i_{k}}\right)=\varphi^{i} h\left(0, x_{i_{1}}, \ldots, x_{i_{k}}\right)+\left(\varphi^{p}-\varphi^{i_{0}}\right) x_{i_{0}}= \\
=\varphi^{i} h\left(0,0, x_{i_{2}}, \ldots, x_{i_{k}}\right)+\left(\varphi^{p}-\varphi^{i_{0}}\right) x_{i_{0}}+\left(\varphi^{p}-\varphi^{i_{1}}\right) x_{i_{1}}=\cdots= \\
=\varphi^{i} h\left(0_{0}^{m} x_{i_{m}},, \frac{k-m}{0}\right)+\sum_{r=0, j \neq m}^{k}\left(\varphi^{p}-\varphi^{i_{r}}\right) x_{i_{r}}= \\
\stackrel{(10)}{=} \varphi^{p} x_{i_{m}}+\varphi^{i} b+\sum_{j=0, r \neq m}^{k}\left(\varphi^{p}-\varphi^{i_{r}}\right) x_{i_{r}} .
\end{gathered}
$$

Thence we obtain the equality (8).
Let us set up in the equality (11) all variables with 0 , except $x_{p}$ and $x_{\ell}$, if $q=\ell$. Taking into account decomposition (7) and commutativity of the decomposition group after respective cancellation we obtain $\varphi^{p} x_{p}+\varphi^{\ell} x_{\ell}=\varphi^{p} x_{\ell}+\varphi^{\ell} x_{p}$. Setting $x_{p}=0$ in the preceding equality, we obtain $\varphi^{p}=\varphi^{\ell}$. It follows that $\varphi^{p-\ell}=\varepsilon$, therefore $|\varphi|$ divides $p-\ell$, i.e. $p \equiv \ell(\bmod |\varphi|)$.

It is easy to prove the inverse statement.
Putting $b=0$ in Theorem 3, we obtain a theorem for polyagroup strong cross isomorphs.

## 4 Mediality

We shall clarify the conditions when a principal cross isomorph $(Q ; g)$ is medial, i.e. when the following identity

$$
\begin{align*}
& g\left(g\left(x_{00}, x_{01}, \ldots, x_{0 n}\right), g\left(x_{10}, x_{11}, \ldots, x_{1 n}\right), \ldots, g\left(x_{n 0}, x_{n 1}, \ldots, x_{n n}\right)\right)= \\
& =g\left(g\left(x_{00}, x_{10}, \ldots, x_{n 0}\right), g\left(x_{01}, x_{11}, \ldots, x_{n 1}\right), \ldots, g\left(x_{0 n}, x_{1 n}, \ldots, x_{n n}\right)\right) \tag{13}
\end{align*}
$$

is true. The next theorem can give an answer to this question.
Theorem 4. Let a pair $(\varepsilon, h)$ be a principal weak cross isomorphism of a nonmaximal type $(m, \vec{\imath})$, where $\vec{\imath}:=\left(i_{0}, i_{1}, \ldots, i_{k}\right)$, between an $(n+1)$-ary groupoid $(Q ; g)$ and $(n+1)$-ary polyagroup $(Q ; f)$ with a decomposition $(+, \varphi, a)$ and let $n>2 k$. A groupoid $(Q ; g)$ is medial if and only if there exist endomorphisms $\lambda_{0}, \ldots, \lambda_{m-1}$, $\lambda_{m+1}, \ldots, \lambda_{k}$, an automorphism $\lambda_{m}$ and an element $b$ of the group $(Q ;+)$ such that:

1) $(Q ;+)$ is commutative;
2) the relation

$$
\begin{equation*}
h\left(y_{0}, y_{1}, \ldots, y_{n}\right)=\lambda_{0} y_{0}+\lambda_{1} y_{1}+\cdots+\lambda_{k} y_{k}+b \tag{14}
\end{equation*}
$$

holds for all $y_{0}, y_{1}, \ldots, y_{k} \in Q$;
3) for arbitrary $r=0,1, \ldots, k$ and $p \notin \vec{\imath}$ the following relations are true

$$
\begin{gather*}
\lambda_{r} \varphi^{p}=\varphi^{p} \lambda_{r},  \tag{15}\\
\left(\lambda_{r} \varphi^{i}+\varphi^{i_{r}}\right) \lambda_{m}=\lambda_{m}\left(\varphi^{i} \lambda_{r}+\varphi^{i_{r}}\right), \tag{16}
\end{gather*}
$$

4) for arbitrary $i_{r_{1}}, i_{r_{2}} \in \vec{\imath}$ and $i_{r_{1}} \neq i_{r_{2}} \neq i$ the following equality is valid

$$
\begin{equation*}
\lambda_{r_{1}}\left(\varphi^{i} \lambda_{r_{2}}+\varphi^{i_{r_{2}}}\right)+\varphi^{i_{r_{1}}} \lambda_{r_{2}}=\lambda_{r_{2}}\left(\varphi^{i} \lambda_{r_{1}}+\varphi^{i_{r_{1}}}\right)+\varphi^{i_{r_{2}}} \lambda_{r_{1}} . \tag{17}
\end{equation*}
$$

Proof. Suppose that the groupoid $(Q ; g)$ is medial, i.e. (13) holds, the equality (7) implies

$$
\begin{equation*}
g(0, \ldots, 0)=\varphi^{i} b+a, \tag{18}
\end{equation*}
$$

where $b:=h(0, \ldots, 0)$. Nonmaximality of the type $\vec{\imath}$ means the existence of a number $p$ not belonging to $\vec{\imath}$. We replace all variables in (13), except $x_{p i}$ and $x_{i p}$, with the neutral element 0 of the group ( $Q ;+$ ). Then there exist transformations $\mu_{1}, \mu_{2}, \mu_{3}$, $\mu_{4}$, which are compositions of translations of $(Q ;+)$ and $m$-th translations of $h$ such that

$$
\mu_{1} x_{p i}+\mu_{2} x_{i p}=\mu_{1} x_{i p}+\mu_{2} x_{p i} .
$$

The cross isotopy definition means $m$-invertibility of $h$, so that these transformations are substitutions of $Q$. So, according to Lemma 2 the operation $(+)$ is commutative.

We replace the operation $h$ and the element $a$ with the operation $h_{0}$ and the element $a_{0}$, determined with the following equalities

$$
\begin{gathered}
h_{0}\left(y_{0}, \ldots, y_{k}\right):=h\left(y_{0}, \ldots, y_{k}\right)-h(0, \ldots, 0), \\
a_{0}:=\varphi^{i} h(0, \ldots, 0)+a=\varphi^{i} b+a .
\end{gathered}
$$

Therefore, taking into account commutativity of ( $Q ;+$ ), the decomposition (7) of $g$ can be written in the form:

$$
\begin{equation*}
g\left(x_{0}, \ldots, x_{n}\right)=\varphi^{i} h_{0}\left(x_{i_{0}}, \ldots, x_{i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j}+a_{0} . \tag{19}
\end{equation*}
$$

We recall that $h_{0}(0, \ldots, 0)=0$.
Now we replace the first occurence of $g$ in left and right sides of (13) with its decomposition (19):

$$
\begin{gather*}
\varphi^{i} h_{0}\left(g\left(x_{i_{0} 0}, \ldots, x_{i_{0} n}\right), \ldots, g\left(x_{i_{k} 0}, \ldots, x_{i_{k} n}\right)\right)+ \\
+\sum_{j=0, j \neq i}^{n} \varphi^{j} g\left(x_{j 0}, \ldots, x_{j n}\right)+a_{0}= \\
=\varphi^{i} h_{0}\left(g\left(x_{0 i_{0}}, \ldots, x_{n i_{0}}\right), \ldots, g\left(x_{0 i_{k}}, \ldots, x_{n i_{k}}\right)\right)+ \\
+\sum_{j=0, j \neq i}^{n} \varphi^{j} g\left(x_{0 j}, \ldots, x_{n j}\right)+a_{0} . \tag{20}
\end{gather*}
$$

Let us consider the second summands in the left and right sides of this equality. The summand of the left side is equal to

$$
\begin{gathered}
\sum_{j=0, j \neq i}^{n} \varphi^{j} g\left(x_{j 0}, \ldots, x_{j n}\right)= \\
\stackrel{(19)}{=} \sum_{j=0, j \neq i}^{n} \varphi^{j}\left(\varphi^{i} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)+\sum_{u=0, u \neq i}^{n} \varphi^{u} x_{j u}+a_{0}\right)= \\
=\sum_{j=0, j \neq i}^{n} \varphi^{i+j} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \sum_{u=0, u \neq i}^{n} \varphi^{j+u} x_{j u}+\sum_{j=0, j \neq i}^{n} \varphi^{j} a_{0} .
\end{gathered}
$$

By analogy we obtain a decomposition of the second summand of the right side:

$$
\begin{gathered}
\sum_{j=0, j \neq i}^{n} \varphi^{j} g\left(x_{0 j}, \ldots, x_{n j}\right)= \\
=\sum_{j=0, j \neq i}^{n} \varphi^{i+j} h_{0}\left(x_{i_{0} j}, \ldots, x_{i_{k} j}\right)+\sum_{j=0, j \neq i}^{n} \sum_{u=0, u \neq i}^{n} \varphi^{j+u} x_{u j}+\sum_{j=0, j \neq i}^{n} \varphi^{j} a_{0} .
\end{gathered}
$$

We notice that the following equality is obvious

$$
\sum_{j=0, j \neq i}^{n} \sum_{u=0, u \neq i}^{n} \varphi^{j+u} x_{j u}+\sum_{j=0, j \neq i}^{n} \varphi^{j} a_{0}=\sum_{j=0, j \neq i}^{n} \sum_{u=0, u \neq i}^{n} \varphi^{j+u} x_{u j}+\sum_{j=0, j \neq i}^{n} \varphi^{j} a_{0},
$$

therefore (20) can be cancelled on these summands and element $a_{0}$.

$$
\begin{aligned}
& \varphi^{i} h_{0}\left(g\left(x_{i_{0} 0}, \ldots, x_{i_{0} n}\right), \ldots, g\left(x_{i_{k} 0}, \ldots, x_{i_{k} n}\right)\right)+\sum_{j=0, j \neq i}^{n} \varphi^{i+j} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)= \\
& =\varphi^{i} h_{0}\left(g\left(x_{0 i_{0}}, \ldots, x_{n i_{0}}\right), \ldots, g\left(x_{0 i_{k}}, \ldots, x_{n i_{k}}\right)\right)+\sum_{j=0, j \neq i}^{n} \varphi^{i+j} h_{0}\left(x_{i_{0} j}, \ldots, x_{i_{k} j}\right) .
\end{aligned}
$$

After mentioned transformations we can apply the automorphism $\varphi^{-i}$ to the equality

$$
\begin{aligned}
& h_{0}\left(g\left(x_{i_{0} 0}, \ldots, x_{i_{0}}\right), \ldots, g\left(x_{i_{k} 0}, \ldots, x_{i_{k} n}\right)\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)= \\
& =h_{0}\left(g\left(x_{0 i_{0}}, \ldots, x_{n i_{0}}\right), \ldots, g\left(x_{0 i_{k}}, \ldots, x_{n i_{k}}\right)\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} h_{0}\left(x_{i_{0} j}, \ldots, x_{i_{k} j}\right) .
\end{aligned}
$$

We replace all occurences of $g$ with its decomposition (19):

$$
\begin{align*}
& h_{0}\left(\varphi^{i} h_{0}\left(x_{i_{0} i_{0}}, \ldots, x_{i_{0} i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{i_{0} j}+a_{0} ; \ldots ; \varphi^{i} h_{0}\left(x_{i_{k} i_{0}}, \ldots, x_{i_{k} i_{k}}\right)+\right. \\
& \left.\quad+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{i_{k} j}+a_{0}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)= \\
& =h_{0}\left(\varphi^{i} h_{0}\left(x_{i_{0} i_{0}}, \ldots, x_{i_{k} i_{0}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j i_{0}}+a_{0} ; \ldots ; \varphi^{i} h_{0}\left(x_{i_{0} i_{k}}, \ldots, x_{i_{k} i_{k}}\right)+\right. \\
& \left.\quad+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j i_{k}}+a_{0}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} h_{0}\left(x_{i_{0} j}, \ldots, x_{i_{k} j}\right) . \tag{21}
\end{align*}
$$

Let $p \notin \vec{\imath}$. We replace all variables, except $x_{i_{0} p}, \ldots, x_{i_{k} p}$, with 0 . Inasmuch as $h_{0}(0, \ldots, 0)=0$, then (21) can be given in the form

$$
\begin{equation*}
\varphi^{p} h_{0}\left(x_{i_{0} p}, \ldots, x_{i_{k} p}\right)=h_{0}\left(\varphi^{p} x_{i_{0} p}+a_{0}, \ldots, \varphi^{p} x_{i_{k} p}+a_{0}\right)-h_{0}\left(a_{0}, \ldots, a_{0}\right) \tag{22}
\end{equation*}
$$

We add to the both sides of (21) the element $(n-k)\left(-h_{0}\left(a_{0}, \ldots, a_{0}\right)\right)$ and apply (22) to the last summands of (21). Then the equality (21) in the case $x_{u v}=0$ for
all $u, v \in \vec{\imath}$ gives

$$
\begin{aligned}
& h_{0}\left(\sum_{j=0, j \notin \vec{\imath}}^{n} \varphi^{j} x_{i_{0} j}+a_{0} ; \ldots ; \sum_{j=0, j \notin \vec{\imath}}^{n} \varphi^{j} x_{i_{k} j}+a_{0}\right)+ \\
& \quad+\sum_{j=0, j \notin \vec{\imath}}^{n} h_{0}\left(\varphi^{j} x_{j i_{0}}+a_{0} ; \ldots ; \varphi^{j} x_{j i_{k}}+a_{0}\right)= \\
& =h_{0}\left(\sum_{j=0, j \notin \vec{\imath}}^{n} \varphi^{j} x_{j i_{0}}+a_{0} ; \ldots ; \sum_{j=0, j \notin \vec{\imath}}^{n} \varphi^{j} x_{j i_{k}}+a_{0}\right)+ \\
& \quad+\sum_{j=0, j \notin \vec{\imath}}^{n} h_{0}\left(\varphi^{j} x_{i_{0} j}+a_{0} ; \ldots ; \varphi^{j} x_{i_{k} j}+a_{0}\right) .
\end{aligned}
$$

Let us replace $\varphi^{j} y+a_{0}$ with $y$ for all variables $y$ appearing in the last identity:

$$
\begin{align*}
& h_{0}\left(\sum_{j=0, j \notin \vec{\imath}}^{n} x_{i_{0} j} ; \ldots ; \sum_{j=0, j \notin \vec{\imath}}^{n} x_{i_{k} j}\right)+\sum_{j=0, j \notin \vec{\imath}}^{n} h_{0}\left(x_{j i_{0}}, \ldots, x_{j i_{k}}\right)= \\
& =h_{0}\left(\sum_{j=0, j \notin \vec{\imath}}^{n} x_{j i_{0}} ; \ldots ; \sum_{j=0, j \notin \vec{\imath}}^{n} x_{j i_{k}}\right)+\sum_{j=0, j \notin \vec{\imath}}^{n} h_{0}\left(x_{i_{0} j}, \ldots, x_{i_{k} j}\right) . \tag{23}
\end{align*}
$$

Inasmuch as $n>2 k$, then there exist at least $k+1$ numbers which do not belong to $\vec{\imath}$. We denote them by $p_{0}, p_{1}, \ldots, p_{k}$ and replace all variables in (23), except $x_{p_{0} i_{0}}$, $x_{p_{1} i_{1}}, \ldots, x_{p_{k} i_{k}}$, with 0 :

$$
h_{0}\left(x_{p_{0} i_{0}}, \stackrel{k}{0}\right)+h_{0}\left(0, x_{p_{1} i_{1}}, \stackrel{k-1}{0}\right)+\cdots+h_{0}\left(\stackrel{k}{0}, x_{p_{k} i_{k}}\right)=h_{0}\left(x_{p_{0} i_{0}}, x_{p_{1} i_{1}}, \ldots, x_{p_{k} i_{k}}\right) .
$$

Denoting $y_{j}:=x_{p_{j} i_{j}}$ and $\lambda_{j} x:=h_{0}(\stackrel{j}{0}, x, \stackrel{k-j}{0})$ for all $j=0,1, \ldots, k$, we obtain

$$
\begin{equation*}
h_{0}\left(y_{0}, y_{1}, \ldots, y_{k}\right)=\lambda_{0} y_{0}+\lambda_{1} y_{1}+\cdots+\lambda_{k} y_{k} . \tag{24}
\end{equation*}
$$

It implies a decomposition (14) of $h$.
In the identity (23) we replace all variables, except $x_{i_{r} p_{0}}$ and $x_{i_{r} p_{1}}$, with 0 and replace $h_{0}$ with its decomposition:

$$
\lambda_{r}\left(x_{i_{r} p_{0}}+x_{i_{r} p_{1}}\right)=\lambda_{r} x_{i_{r} p_{0}}+\lambda_{r} x_{i_{r} p_{1}}
$$

i.e. $\lambda_{r}$ is an endomorphism of the group $(Q ;+)$.

Let us replace $h_{0}$ with its decomposition (24) in (21). Since every of $\lambda_{0}, \ldots, \lambda_{k}$ is an endomorphism of commutative group $(Q ;+)$, then left and right sides of the
obtained equality can be cancelled on $\lambda_{0} a_{0}+\cdots+\lambda_{k} a_{0}$ :

$$
\begin{gather*}
\lambda_{0}\left(\varphi^{i}\left(\lambda_{0} x_{i_{0} i_{0}}+\cdots+\lambda_{k} x_{i_{0} i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{i_{0} j}\right)+\ldots \\
\cdots+\lambda_{k}\left(\varphi^{i}\left(\lambda_{0} x_{i_{k} i_{0}}+\cdots+\lambda_{k} x_{i_{k} i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{i_{k} j}\right)+ \\
+\sum_{j=0, j \neq i}^{n} \varphi^{j}\left(\lambda_{0} x_{j i_{0}}+\cdots+\lambda_{k} x_{j i_{k}}\right)= \\
=\lambda_{0}\left(\varphi^{i}\left(\lambda_{0} x_{i_{0} i_{0}}+\cdots+\lambda_{k} x_{i_{k} i_{0}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j i_{0}}\right)+\ldots \\
\cdots+\lambda_{k}\left(\varphi^{i}\left(\lambda_{0} x_{i_{0} i_{k}}+\cdots+\lambda_{k} x_{i_{k} i_{k}}\right)+\sum_{j=0, j \neq i}^{n} \varphi^{j} x_{j i_{k}}\right)+ \\
+\sum_{j=0, j \neq i}^{n} \varphi^{j}\left(\lambda_{0} x_{i_{0} j}+\cdots+\lambda_{k} x_{i_{k} j}\right) . \tag{25}
\end{gather*}
$$

Let us consider the equality (25). Let $i_{r} \in \vec{\imath}, p \notin \vec{\imath}$. Replacing all variables, except $x_{i_{r} p}$, with 0 we obtain the relationship (15).

We replace all variables in (25) with 0 , except $x_{i_{r} i}$ :

$$
\lambda_{r} \varphi^{i} \lambda_{m}+\varphi^{i_{r}} \lambda_{m}=\lambda_{m}\left(\varphi^{i} \lambda_{r}+\varphi^{i_{r}}\right)
$$

It implies (16).
Let $r_{1}, r_{2} \in\{0, \ldots, m-1, m+1, \ldots, k\}$. If we replace all variables in (25) with 0 , except $x_{i_{r_{1}} i_{r_{2}}}$, then in the left side of the equality we have $\lambda_{r_{1}}\left(\varphi^{i} \lambda_{r_{2}}+\varphi^{i_{r_{2}}}\right)+\varphi^{i_{r_{1}}} \lambda_{r_{2}}$, and in the right side we obtain $\lambda_{r_{2}}\left(\varphi^{i} \lambda_{r_{1}}+\varphi^{i_{r_{1}}}\right)+\varphi^{i_{r_{2}}} \lambda_{r_{1}}$. i.e. (17) is true.

Vice versa, let $(Q ;+)$ be commutative group, $\lambda_{0}, \ldots, \lambda_{k}$ be its endomorphisms; $\lambda_{m}$ be its automorphism; $b$ be an arbitrary element of $Q$; an operation $h$ be determined by (14), and let the relationships (15)-(17) be valid. Thus, the operation $g$ has a decomposition

$$
\begin{equation*}
g\left(x_{0}, \ldots, x_{n}\right)=\sum_{j=0, j \notin \vec{\imath}}^{n} \varphi^{j} x_{j}+\sum_{r=0, r \neq m}^{k}\left(\varphi^{i_{r}}+\varphi^{i} \lambda_{r}\right) x_{r}+\varphi^{i} \lambda_{m} x_{i}+\varphi^{i} b+a \tag{26}
\end{equation*}
$$

All coefficients of $g$ 's decomposition are endomorphisms of the group $(Q ;+)$. From the relationships $(15),(16),(17)$ it follows that the coefficients pairwise commute. It is easy to prove that every such operation is medial.

If a cross isomorphism is strong, then the operation $h$ is idempotent (it follows that $b=h(0, \ldots, 0)=0)$. Hence, Theorem 4 with $b=0$ states a mediality criterion for a polyagroup strong cross isomorph.

## 5 Neutral elements

Every group isotop with a neutral element is derived. But for group cross isotop it is not true. The set of all identity elements of derived group is a subgroup of
its decomposition group center. The structure of the set of all neutral elements of a cross isotop is still unknown. Here we consider a neutrality criterion in medial polyagroup cross isotopes only, i.e. having commutative decomposition groups.
Theorem 5. Let $(Q ; g)$ be $i$-cross isomorph of the type $\vec{\imath}:=\left(i_{0}, i_{1}, \ldots, i_{k}\right)$, where $i=i_{m}$, of an $(n+1)$-ary medial polyagroup $(Q ; f)$ with decomposition $(+, \varphi, a)$ and let $(\varepsilon, h)$ be respective cross isomorphism. Then element e of the set $Q$ is neutral in $(Q ; g)$ if and only if

1) $\varphi^{p}=\varepsilon$, when $p \notin \vec{\imath}$;
2) for all $r=0, \ldots, m-1, m+1, \ldots, k$

$$
\begin{equation*}
h\left({ }_{e}^{r}, x,{ }^{k-r}\right)=b+\varphi^{-i}(x-e)-\varphi^{i_{r}-i}(x-e) ; \tag{27}
\end{equation*}
$$

3) for all $x$ from $Q$

$$
\begin{equation*}
h\left({ }_{e}^{m}, x,{ }^{k-m} e^{2}\right)=b+\varphi^{-i}(x-e) ; \tag{28}
\end{equation*}
$$

4) $g(e, \ldots, e)=e$.

Proof. Let $e$ be a neutral element of $(Q ; g)$, i.e. for arbitrary $j=0, \ldots, n$

$$
\begin{equation*}
g\left(e_{e}^{j}, x,{ }^{n-j}\right)=x \tag{29}
\end{equation*}
$$

holds for all $x \in Q$. In particular, when $x=e$ we obtain item 4) of Theorem 5 . Taking into account the decomposition (7) and the relation $\varphi^{n} x+a=a+x$, we have

$$
\begin{equation*}
\varphi^{i} b+c=0 \tag{30}
\end{equation*}
$$

where $b:=h(e, \ldots, e), c:=a+\sum_{j=0, j \neq i}^{n-1} \varphi^{j} e$.
If $p$ does not belong to $\vec{\imath}$, then (29) with decomposition (7) implies the equality

$$
\varphi^{i} b+c+e-\varphi^{p} e+\varphi^{p} x=x
$$

for all $x \in Q$. Taking into account (30), we obtain

$$
\varphi^{p} x=x+\varphi^{p} e-e .
$$

If $x=0$ then $\varphi^{p} e=e$, which together with the previous equality give $\varphi^{p}=\varepsilon$, i.e. item 1) of Theorem 5 is valid.

We suppose that $r$ is one of the numbers $0,1, \ldots, k$, then (29) means that

$$
\varphi^{i} h\left(\stackrel{r}{e}, x,{ }_{e}^{k-r}\right)+c-\varphi^{i_{r}} e+\varphi^{i_{r}} x+e=x .
$$

Taking into account (30), we have

$$
\varphi^{i} h\left(e, x,,_{e}^{k-r}\right)-\varphi^{i} b-\varphi^{i_{r}} e+\varphi^{i_{r}} x+e=x .
$$

It implies (27).
If $j=i$, the equality (29) has the form

$$
g(e, \ldots, e)+\varphi^{i} h\left(\stackrel{m}{e}, x,{ }^{k-m} e^{i}\right)-\varphi^{i} h(e, \ldots, e)=x .
$$

This equality is equivalent to $\varphi^{i} h(\stackrel{m}{e}, x, \stackrel{k-m}{e})-\varphi^{i} b=x-e$. Hence (28) is valid.
Vice versa, let the conditions 1)-4) of the theorem for some element $e$ be true. We shall show that $e$ is a neutral element. If $j \in \vec{\imath}$, then

$$
\begin{gathered}
g\left(e, x,{ }_{e}^{j-j} e^{\prime}\right) \stackrel{(20)}{=} e+\varphi e+\ldots+\varphi^{i-1} e+\varphi^{i} h(\stackrel{k+1}{e})+\varphi^{i+1} e+\ldots+\varphi^{n} e+ \\
+a-\varphi^{j} e+\varphi^{j} x \stackrel{1), 3)}{=} g(e, \ldots, e)-e+x=e-e+x=x .
\end{gathered}
$$

If $j \neq i$ and $j \in \vec{\imath}$, i.e. $j=i_{r}$ for some number $r \in\{0, \ldots, m-1, m+1, \ldots, k\}$, then

$$
\begin{gathered}
g\left(e, x, \stackrel{j}{n}_{e}^{e}\right) \stackrel{(7)}{=} e+\varphi e+\ldots+\varphi^{i-1} e+\varphi^{i} h\left(e_{e}, x,{ }^{k-r} e^{k}\right)+\varphi^{i+1} e+\ldots+\varphi^{n} e+ \\
+a+\varphi^{i_{r}} x-\varphi^{i_{r}} e=g(e, \ldots, e)-\varphi^{i} b+\varphi^{i} h\left({ }_{e}, x,{ }^{k-r} e^{k}\right)+\varphi^{i_{r}} x-\varphi^{i_{r}} e \\
\stackrel{(27)}{=} e-\varphi^{i} b+\varphi^{i} b+x-e-\varphi^{i_{r}}(x-e)+\varphi^{i_{r}}(x-e)=x .
\end{gathered}
$$

At last, let $j=i=i_{m}$, then

$$
\begin{aligned}
& g\left(\stackrel{i}{e}, x,{ }^{n-i}\right) \stackrel{(7)}{=} e+\varphi e+\ldots+\varphi^{i-1} e+\varphi^{i} h\left(\stackrel{m}{e}, x,,_{e}^{k-m}\right)+\varphi^{i+1} e+\ldots+\varphi^{n} e+a= \\
& =g(e, \ldots, e)-\varphi^{i} b+\varphi^{i} h(\stackrel{m}{e}, x, \stackrel{k-m}{e}) \stackrel{(28)}{=} e-\varphi^{i} b+\varphi^{i} b+x-e=x .
\end{aligned}
$$
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# Cores of Bol loops and symmetric groupoids * 

A. Vanžurová


#### Abstract

The notion of a core was originally invented by R.H. Bruck for Moufang loops, [3], and the construction was generalized by V.D. Belousov for quasigroups in [2] (we will discuss 1-cores here). It is well known that cores of left Bol loops, particularly cores of Moufang loops, or groups, are left distributive, left symmetric, and idempotent, [2]. Among others, our aim is to clarify the relationship between cores and the variety of left symmetric left distributive idempotet groupoids, $\underline{S I D}$, or its medial subvariety, $\underline{S I E}$, respectively. The class of cores of left Bol loops is not closed under subalgebras, therefore is no variety (even no quasivariety), and we can ask what variety is generated by cores: the class of left Bol loop cores (even the class of group cores) generates the variety of left distributive left symmetric idempotent groupoids, while cores of abelian groups generate the variety of idempotent left symmetric medial groupoids. It seems that the variety $\underline{S I D}$ of left distributive left symmetric idempotent groupoids ("symmetric groupoids") aroused attention especially in connection with symmetric spaces in $70^{\prime}$ and $80^{\prime}[15,16,18,19]$ and the interest continues. Recently, it was treated in [8, 26, 27], and also in [29], from the view-point of hypersubstitutions. The right symmetric idempotent and medial case was investigated e.g. in [1, 21-24].


Mathematics subject classification: 20N05.
Keywords and phrases: Groupoid, variety of algebras, quasigroup, loop, Bol identity, core.

## 1 Preliminaries

We use the standard notation of universal algebra here, [5-7]. $T_{\tau}(X)$ denotes the set of all terms of a type $\tau$ over a non-empty set $X$. An algebra with the carrier set $A$ and the sequence $F=\left(f_{i}\right)_{i \in I}$ of operation symbols is denoted by $\mathcal{A}=(A ; F)$. The fundamental operation corresponding to the operation symbol $f_{i}$ in the algebra $\mathcal{A}$ is denoted by $f_{i}{ }^{\mathcal{A}}$. If $\mathcal{A}=(A ; F)$ is an algebra and $\tilde{F}=\left(f_{i}\right)_{i \in \tilde{I}}, \tilde{I} \subset I$ a subsequence of the sequence $F$ of operation symbols then $\tilde{\mathcal{A}}=(A ; \tilde{F})$ is called a reduct of $\mathcal{A},[20]$.

If the class $V$ of algebras is defined by identities, i.e. is a variety of algebras (equivalently speaking, is closed under homomorphic images of subalgebras of products), [6], let us denote it by $\underline{V}$, and denote $I d \underline{V}$ the set of all identities valid in $\underline{V}$. If $\Sigma$ is the defining set of identities of the variety $\underline{V}$ we write $\underline{V}=\operatorname{Mod}(\Sigma)(\operatorname{Mod}$ means "models").

More generally, a class of algebras closed under subalgebras and products is called a quasivariety.

[^7]
## 2 Symmetric groupoids

2.1 Some identities in groupoids. Under left (right) cancellation we understand the quasi-identity $\left(C_{l}\right): x y=x y^{\prime} \Rightarrow y=y^{\prime}\left(\right.$ or $\left(C_{r}\right): x y=x^{\prime} y \Rightarrow x=x^{\prime}$, respectively). We will pay attention to the following identities:
( $\left.S_{l}\right) \quad x \cdot(x \cdot y)=y \quad$ (left symmetry);
( $S_{l}$ ) $\quad x \cdot(y \cdot z)=(x \cdot y) \cdot(x \cdot z) \quad$ (left self-distributivity);
(I) $\quad x \cdot x=x \quad$ (idempotency);
(E) $(x \cdot y) \cdot(z \cdot u)=(x \cdot z) \cdot(y \cdot u) \quad$ (mediality, or entropy).

Note that the identity $\left(S_{l}\right)$ is also called left keyes identity [10]. Consider the variety of left symmetric groupoids $\underline{S}=\operatorname{Mod}\left(S_{l}\right)$. Analogously, right symmetric groupoids are introduced by the mirror identity $\left(S_{r}\right):(y \cdot x) \cdot x=y$ and form a variety $\underline{R S}=\operatorname{Mod}\left(S_{r}\right)$. Evidently, due to the mirror symmetry of both theories, it is sufficient to investigate one of them, we prefer the left one.

Any left symmetric groupoid $\mathcal{A}=(A ; \cdot) \in \underline{S}$ is left cancellative, and left translations $L_{a}: x \mapsto a x, a, x \in A$, are permutations of the underlying set. A groupoid is left symmetric if and only if every left translation is an involutive permutation. Any left translation may be decomposed into disjoint cycles of length at most two. Moreover, the algebra ( $A ; \cdot \cdot \cdot$ ) is a left quasigroup (indeed, if $c=a \cdot b$ then $b=a \cdot c$ for $a, b, c \in A$, another speaking, $u=a \cdot b$ is a unique solution in $A$ of the equation $a \cdot u=b$ with $a, b \in A$ ). Analogously for right translations in the right symmetric case.

A groupoid $(A ; \cdot)$ is idempotent iff each singleton $\{a\}$ is a subalgebra. A product of $n$ copies of $a \in A$ is again $a$, independently of the placement of brackets. Not much can be proved about $\underline{I}=\operatorname{Mod}(I)$, but idempotency combined with further identities leads to more interesting structures.

Medial idempotent groupoids are distributive (i.e. left and right distributive).
Mediality of a groupoid $(A ; \cdot)$ means that the basic operation yields a homomorphism $(a, b) \mapsto a b,\left(A^{2} ; \cdot\right) \rightarrow(A ; \cdot)$. The following consequence of mediality might be of some interest: the set of endomorphisms of a medial groupoid is closed under multiplication (which is not the case for groupoids in general):
Lemma 2.1. Let $\mathcal{A}=(A ; \cdot)$ be a medial groupoid, and $\operatorname{End}(\mathcal{A})$ the set of its endomorphisms. Given $\varphi, \psi \in \operatorname{End}(\mathcal{A})$, define $(\varphi \cdot \psi)(x):=\varphi(x) \cdot \psi(x)$. Then $\varphi \cdot \psi \in \operatorname{End}(\mathcal{A})$.
Proof. In fact, given $\mathcal{A}$ medial, $\varphi, \psi \in \operatorname{End}(\mathcal{A})$ and $a, b \in A$ we calculate $(\varphi \cdot \psi)(a \cdot b)=\varphi(a \cdot b) \cdot \psi(a \cdot b)=(\varphi(a) \cdot \varphi(b)) \cdot(\psi(a) \cdot \psi(b))=(\varphi(a) \cdot \psi(a)) \cdot(\varphi(b) \cdot \psi(b))=$ $((\varphi \cdot \psi)(a)) \cdot((\varphi \cdot \psi)(b))$.

Let us consider $\underline{S I}=\operatorname{Mod}\left(\left\{\left(S_{l}\right),(I)\right\}\right)$, i.e. groupoids which are both idempotent and left symmetric. In $\underline{S I}$ the following holds: $x^{n} \cdot y^{m}=x \cdot y$ for $n, m \in \mathbb{N}$,

$$
\begin{gathered}
\underbrace{x \cdot(x \cdot(\cdots \cdot(x \cdot y) \ldots))}_{k \text {-times }}=y \text { for } k \text { even, } \underbrace{x \cdot(x \cdot(\cdots \cdot(x \cdot y) \cdots))}_{k \text {-times }}=x \cdot y \text { for } k \text { odd, } \\
x^{m} \cdot\left(x^{n} \cdot y\right)=x \cdot y \text { for } k \text { even, } x^{m} \cdot\left(x^{n} \cdot y\right)=y \text { for } k \text { odd. }
\end{gathered}
$$

In the variety of left distributive groupoids $\underline{D}=\operatorname{Mod}\left(\left\{\left(D_{l}\right)\right\}\right)$, the identities $x(y x)=(x y)(x x), x(x y)=(x x)(x y)$ and $x(x x)=(x x)(x x)$ hold. In $\underline{S D}=$ $\operatorname{Mod}\left(\left\{\left(S_{l}\right),\left(D_{l}\right)\right\}\right)$, the identities $x(y z)=(x(y(x z)), x(x y \cdot x z)=y z, y(y x \cdot z)=x(y z)$ and $y(y x \cdot y)=x(y y)$ are satisfied. Quasigroups belonging to $\underline{S D}$ are sometimes called reflection quasigroups [10] or left-sided quasigroups.

Left distributive quasigroups are idempotent:
Lemma 2.2. Let $(A ; \cdot, \backslash, /)$ be a quasigroup ${ }^{1}$ such that the groupoid $(A ; \cdot)$ is left distributive. Then
(i) $(A ; \cdot)$ is idempotent,
(ii) for any $a \in A$, if $a \cdot b=b$ then $b=a$.

Proof. Let $a, b \in A$. Then $b \cdot a \underset{\left(\overline{D_{l}}\right)}{ } b \cdot(b \cdot(b \backslash a)) \underset{\left(\bar{D}_{l}\right)}{=}(b \cdot b) \cdot(b \cdot(b \backslash a))=(b \cdot b) \cdot a$, and we use $\left(C_{r}\right)$. Cancelling $a$, we obtain $b \cdot b=b$, i.e. (i) holds, and (ii) is a consequence.

In algebra and geometry, examples of algeras belonging to the variety $\underline{S I D}=$ $\operatorname{Mod}\left(\left\{\left(S_{l}\right),(I),\left(D_{l}\right)\right\}\right)$ of left symmetric left self-distributive idempotent groupoids arise in a natural way. E.g. let us mention cores of left Bol loops, particularly of Moufang loops and groups. Another famous class of (infinite) examples comes from differential geometry, [12]: a symmetric space is in fact an $\underline{S I D}$-groupoid defined on a smooth manifold such that the binary operation is a smooth map (with respect to the manifold structure), and a certain local condition is satisfied. If we accept only topological structure we can say that a symmetric space $(A ; *, \mathcal{T})$ is a groupoid $(A ; *) \in \underline{S I D}$ together with a topology $\mathcal{T}$ on $A$ such that the binary operation $*$ is continuous and satisfies: each $a \in A$ has a neighborhood $U \subset A$ such that for all $u \in U$, if $a * u=u$ then $u=a$.
$\underline{S I D}$-groupoids, or their mirrors, right distributive right symmetric idempotent groupoids (forming the variety $\underline{R S I D}$ ), are known and studied under various names. They were introduced by M. Takasaki in [29] as kei, investigated as symmetric groupoids in $[15,16]$, they were also called symmetric sets in the finite case, [18] etc. They can be described even in the terminology of quandles (structures with two binary operations, which were used as classifying invariants for knots, [9]): $\underline{R S I D}$ may be regarded equivalent with the variety of the so called involutory quandles.

For the sake of brevity, $x_{1} x_{2} \ldots x_{n-1} x_{n}$ stands for $x_{1}\left(x_{2} \ldots\left(x_{n-1} x_{n}\right) \ldots\right), n \geq 2$; such products will be called right associated).
Lemma 2.3. In SID, the following identities hold:
(i) $(x y) z=x(y(x z))$,
(ii) $\left(y_{1} y_{2} \ldots y_{m-1} y_{m}\right) \cdot z=y_{1} y_{2} \ldots y_{m-1} y_{m} y_{m-1} \ldots y_{2} y_{1} z$,
(iii) $(x y) x=x(y x)$.

Proof. First, $x(y(x z))=(x y)(x(x z))=(x y) z$ by left distributivity and left symmetry. To prove (ii) we either use (i) ( $m-1$ )-times, or go by induction on $m$ : for

[^8]$m=2$, the formula follows from (i). Assume that (ii) holds for a natural number $m \geq 2$. Then by (i) and the induction assumption
\[

$$
\begin{gathered}
\left(y_{1} y_{2} \ldots y_{m} y_{m+1}\right) \cdot z=\left(y_{1}\left[y_{2} \ldots y_{m} y_{m+1}\right]\right) \cdot z= \\
=y_{1}\left(\left[y_{2} \ldots y_{m} y_{m+1}\right]\left(y_{1} z\right)\right)=y_{1}\left(y _ { 2 } \left(\ldots \left(y _ { m } \left(y _ { m + 1 } \left(y _ { m } \left(\ldots\left(y_{2}\left(y_{1} z\right) \ldots\right) .\right.\right.\right.\right.\right.\right.
\end{gathered}
$$
\]

Hence the statement holds for $m+1$, and therefore for all $m \geq 2$. (iii) is a consequence.

It was noted that group cores are not the only natural examples of $\underline{S I D}$-groupoids arising from groups. Given a group $\mathcal{G}$ and an involutory automorphism $f \in \operatorname{Aut}(\mathcal{G})$ of the group $\mathcal{G}$, the carrier set $G$ along with the binary operation $(a, b) \mapsto a \diamond_{f} b:=$
 $Z(\mathcal{G})$ for an involutory automorphism $f \in \operatorname{Aut}(\mathcal{G})$ of the group $\mathcal{G}$ then $\left(G ; \star_{f}\right)$ is also an $\underline{S I D}$-groupoid where $a \star_{f} b=a f\left(b a^{-1}\right)$. The medial case will be discussed separately.

## 3 Cores of left Bol loops

3.1 Bol loops and cores. Originally, cores were introduced by R.H. Bruck in connection with invariants of isotopism classes of Moufang loops (isotopic Moufang loops have isomorphic cores [3, p. 120-121]). A more general definition was created by V.D. Belousov [2, p. 157]: a (left) core (in Russian, 1-serdcevina) of a loop $\mathcal{Q}=(\mathcal{Q} ; \cdot, \backslash, /\rceil$,$) is a groupoid \operatorname{Core}(\mathcal{Q}):=(\mathcal{Q} ; \circ)$ with

$$
\begin{equation*}
(a, b) \mapsto a \circ b:=a(b \backslash a) . \tag{3.1}
\end{equation*}
$$

Under a left Bol loop we usually understand a loop (i.e. a quasigroup with identity element) which satisfies
$\left(B_{l}\right) \quad x(y(x z))=(x(y x)) z \quad$ (left Bol identity).
Alternatively, the variety of left Bol loops may be introduced also in type ( $2,1,0$ ) and signature $\left(\cdot,{ }^{-1}, e\right)$, e.g. as

$$
\underline{B}=\operatorname{Mod}\left(\left\{x e=e x=x,\left(x^{-1}\right)^{-1}=x, x^{-1}(x y)=y,\left(B_{l}\right)\right\}\right) .
$$

For a left Bol loop $\left.\mathcal{B}=\left(\mathcal{Q} ; \cdot,{ }^{-\infty},\right\rceil\right) \in \underline{\mathcal{B}}$, the core operation takes the form $a \circ b:=a \cdot\left(b^{-1} \cdot a\right), a, b \in Q$. Particularly, for Moufang loops (including groups), $a \circ b=a b^{-1} a$ (brackets are not necessary since each pair of elements generates a subgroup). For commutative groups, the core operation is more famous in the notation $a \circ b=2 a-b$.
3.2 Cores as examples of symmetric groupoids. A core $\operatorname{Core}(\mathcal{B})=(\mathcal{Q} ; \circ)$ of a Bol loop satisfies the identities $\left(S_{l}\right),\left(D_{l}\right)$ and $(I)$. The proof given by V.D. Belousov in [2, p. 211-215] is based on geometrical considerations, namely on evaluation of coordinates of points and lines in the corresponding Bol net. Let us give here a purely algebraic proof of the statement ${ }^{2}$.

[^9]Proposition 3.1. The core $\operatorname{Core}(\mathcal{B})$ of a Bol loop $\mathcal{B} \in \underline{B}$ satisfies:

$$
\begin{gathered}
{[a \circ b]^{-1}=a^{-1} \circ b^{-1} \quad \text { for } \quad a, b \in Q \quad \text { (automorphic inverse property), }} \\
{\left[a_{n} \circ a_{n-1} \circ \cdots \circ a_{2} \circ a_{1}\right]^{-1}=a_{n}^{-1} \circ a_{n-1}^{-1} \circ \cdots \circ a_{2}^{-1} \circ a_{1}^{-1}, \quad n \geq 2 .}
\end{gathered}
$$

Proof. Using $\left(B_{l}\right),\left(x^{-1}\right)^{-1}=x$, and left inverse property we get $a^{-1} \circ b^{-1}=$ $a^{-1}\left(\left(b^{-1}\right)^{-1} a^{-1}\right)=a^{-1}\left(b a^{-1}\right)$, and $(a \circ b) \cdot\left(a^{-1} \circ b^{-1}\right)=\left(a\left(b^{-1} a\right)\right) \cdot\left(a^{-1}\left(b a^{-1}\right)\right)=e$. Hence the second formula holds for $n=2$. Suppose it holds for a fixed natural number $n \geq 2$. Then $\left[a_{n+1} \circ\left(a_{n} \circ a_{n-1} \circ \cdots \circ a_{2} \circ a_{1}\right)\right]^{-1}=a_{n+1}^{-1} \circ\left[a_{n}^{-1} \circ a_{n-1}^{-1} \circ \cdots \circ\right.$ $\left.a_{2}^{-1} \circ a_{1}^{-1}\right]$ as claimed.
Proposition 3.2. For any left Bol loop $\mathcal{B} \in \underline{B}$, the core $\operatorname{Core}(\mathcal{B})$ belongs to the variety $\underline{\text { SID }}$.
Proof. Let $(Q ; \circ)$ be a core of a Bol loop and $a, b, c \in Q$. Then $a \circ a=a\left(a^{-1} a\right)=$ $a \cdot e=a$, and (I) holds. Further,

$$
\begin{gathered}
a \circ(a \circ b)=a \circ\left(a\left(b^{-1} a\right)\right)=a\left(\left[a\left(b^{-1} a\right)\right]^{-1} a\right)=a\left(\left(a^{-1}\left(b a^{-1}\right)\right) \cdot a\right) \underset{\left(\overline{B_{l}}\right)}{\overline{( })}=a \cdot\left(a^{-1}\left[b\left(a^{-1} a\right)\right]\right)=a\left(a^{-1} b\right)=b
\end{gathered}
$$

which proves $\left(S_{l}\right)$. To prove $\left(D_{l}\right)$ we can either use the fact that $\left[x\left(y^{-1} x\right)\right]^{-1}=$ $x^{-1}\left(y x^{-1}\right)$ is satisfied in $\underline{B}$,

$$
\begin{gathered}
a \circ(b \circ c)=a \circ(b \circ(a \circ(a \circ c)))=a\left([b \circ(a \circ(a \circ c))]^{-1} a\right)= \\
=a\left(\left[b \circ\left(a\left((a \circ c)^{-1} a\right)\right)\right]^{-1} a\right)=a\left(\left[b\left(\left[a\left((a \circ c)^{-1} a\right)\right]^{-1} b\right)\right]^{-1} a\right)= \\
=a\left(\left[b^{-1}\left(\left[a\left((a \circ c)^{-1} a\right)\right] b^{-1}\right)\right] a\right) \underset{\left(B_{l}\right)}{ } a\left(b^{-1}\left(\left[a\left((a \circ c)^{-1} a\right)\right]\left(b^{-1} a\right)\right)\right)= \\
=a\left(b^{-1}\left[a\left((a \circ c)^{-1} \cdot\left(a\left(b^{-1} a\right)\right)\right)\right]\right)=(a \circ b) \cdot\left((a \circ c)^{-1} \cdot(a \circ b)\right)=(a \circ b) \circ(a \circ c),
\end{gathered}
$$

another way is to apply Proposition 3.1.
Cores of differentiable loops are studied in [14] and in [13, p. 299-307].
3.3 Cores of groups, normal forms for terms. The subclass constituted in $\underline{S I D}$ by all cores of groups is no variety, even no quasivariety. The reason is that it is not closed under subgroupoids: in cores of groups there might exist SIDsubgroupoids which do not arise as cores of subgroups (consequently, the same for the class of cores of Moufang loops, or cores of Bol loops, respectively). E.g. in the non-entropic $\underline{S I D}$-groupoid $\operatorname{Core}\left(S_{3}\right)$ there is a non-entropic subgroupoid of order four which is neither a group core nor a Bol loop core:

Example 3.1. The first non-commutative group is the symmetric group $S_{3}$, the permutation group of the three-element set. Let us denote $\Pi_{1}=i d, \Pi_{2}=(2,3)$, $\Pi_{3}=(1,2,3), \Pi_{4}=(1,2), \Pi_{5}=(1,3), \Pi_{6}=(1,3,2)$. Under the isomorphism
$\Pi_{k} \mapsto k, \operatorname{Core}\left(S_{3}\right)$ is isomorphic with a groupoid on a six-element set $A=\{1, \ldots, 6\}$ endowed with a binary operation "o" defined by a multiplication table the rows of which ( $=$ left translations in the core $\operatorname{Core}\left(S_{3}\right)=(A, \circ)$ ) are given as follows: $L_{1}=(3,6), \quad L_{2}=(4,5), \quad L_{3}=(1,6), L_{4}=(2,5), L_{5}=(2,4), \quad L_{6}=(1,3)$ (cycles of length two). Mediality does not hold in the core of $S_{3}$. In fact, there exists a four-element subgroupoid with the carrier set $B=\{2,3,4,5\}$ which is not medial since $(3 \circ 4) \circ(2 \circ 5)=4$ while $(3 \circ 2) \circ(4 \circ 5)=2$. $(B, \circ)$ cannot be a core of a group. Indeed, up to isomorphism, there are only two groups of order four, the cyclic group $Z_{4}$ and the direct product $Z_{2} \oplus Z_{2}$, [M. Hall Jr., The Theory of Groups, 1959]. Both are abelian, therefore must have medial cores.

But $(B, o)$ cannot be a core of a Bol loop, either. By R.P. Burn, [4], any Bol loop of order $2 p$ and $p^{2}, p$ prime, is necessarily a group.

We can ask for the variety generated by cores. Let $\underline{C G}=\langle\{\operatorname{Core}(\mathcal{G}) \mid \mathcal{G} \in \underline{\mathcal{G}}\}\rangle$ denote the subvariety generated by the set of group cores in the variety $\underline{S I D}$. Similarly, we might assume the subvariety $\underline{C M}$ generated by cores of Moufang loops, or $\underline{C B}$ generated by cores of left Bol loops, respectively, and the corresponding chain of subvarieties, but it appears that it is quite sufficient to consider group cores only.

Lemma 3.1. The varieties $\underline{S I D}$ and $\underline{C G}$ are identical (and consequently coincide also with $\underline{C B}, \underline{C M})$.

This fact apperas already in $[15,4.12]$. The statement follows e.g. from the result of $[26,27]: \underline{S I D}$ is generated by cores of groups. As a (weaker) consequence, $\underline{S I D}$ is generated by cores of left Bol loops. The explanation is as follows. With respect to the variety $\underline{S I D}$, any term $t \in T_{(2)}(X)$ is equivalent to a (right associated) term of the form

$$
\begin{equation*}
w=x_{1} x_{2} \ldots z_{n-1} x_{n}, \quad z_{i+1} \neq x_{i}, \quad i=1, \ldots, n-1, \quad x_{1}, \ldots, x_{n} \in X \tag{3.2}
\end{equation*}
$$

The proof goes on induction on complexity of terms: for a variable $t \equiv x \in X$, the statement is trivial. Let $t=t_{1} t_{2}$ be a composed term, and let $t_{1}=y_{1} y_{2} \ldots y_{m-1} y_{m}$, $t_{2}=z_{1} \ldots z_{k}$ are of the form (3.2). The identity (ii) from Lemma 2.3 gives

$$
t_{1} \cdot t_{2}=y_{1} y_{2} \ldots y_{m-1} y_{m} y_{m-1} \ldots y_{2} y_{1} t_{2}
$$

and if $y_{1} \neq z_{1}$ we are done. If $y_{1}=z_{1}$ we may use left symmetry repeatedly to get rid of equal subsequent couples of variables with exception of the last two places. If the last two variables are equal then one of them can be skipped according to $(I)$. We obtain the desired form.

Now we would like to check that (3.2) are normal forms for terms. It remains to show that for each term $t \in T_{(2)}(X)$, a term $w$ of the form (3.2) equivalent to $t$ in $\underline{S I D}$ is uniquely determined. The proof is rather standard. Let $Z=\left\{z_{1}, z_{2}, \ldots\right\}$ be a (fixed) countable infinite set. In the core $\operatorname{Core}\left(\mathcal{F}_{\underline{B}}(Z)\right)=\left(T_{(2,1,0)}(Z) / I d \underline{B} ; \circ\right.$ ) of the free Bol loop $\mathcal{F}_{\underline{B}}(Z)=\left(T_{(2,1,0)}(Z) / I d \underline{B} ; \cdot,^{-1}, e\right)$ freely generated by the alphabet $Z$ (or particularly, in the core of the free group), the following formula holds for $n \geq 2$ :

$$
\begin{equation*}
z_{n} \circ z_{n-1} \circ \cdots \circ z_{2} \circ z_{1}=z_{n} z_{n-1}^{-1} \ldots z_{2}^{\epsilon_{2}} z_{1}^{\epsilon_{1}} z_{2}^{\epsilon_{2}} \ldots z_{n-1}^{-1} z_{n}, \quad \epsilon_{i}=(-1)^{n-i} \tag{3.3}
\end{equation*}
$$

For $n=2$, the formula holds by definition of $\circ$. We proceed by induction on $n$. Let (3.3) be satisfied for a fixed natural number $n \geq 2$. Let us evaluate $z=$ $z_{n+1} \circ\left(z_{n} \circ\left(z_{n-1} \circ\left(\ldots\left(z_{2} \circ z_{1}\right) \ldots\right)\right)\right.$ for $z_{1}, \ldots, z_{n+1} \in Z$. We obtain

$$
\begin{gathered}
\left.z=z_{n+1} \cdot\left(\left[z_{n} \circ\left(z_{n-1} \circ \cdots \circ z_{2} \circ z_{1}\right)\right]^{-1} \cdot z_{n+1}\right]\right)= \\
=z_{n+1} \cdot\left(\left[z_{n}^{-1} \circ z_{n-1}^{-1} \circ \cdots \circ z_{2}^{-1} \circ z_{1}^{-1}\right] \cdot z_{n+1}\right)= \\
=z_{n+1} \cdot z_{n}^{-1} \cdot z_{n-1} \cdots \cdots z_{2}^{-\epsilon_{2}} \cdot z_{1}^{-\epsilon_{1}} \cdot z_{2}^{-\epsilon_{2}} \cdots z_{n-1} \cdot z_{n}^{-1} \cdot z_{n+1} .
\end{gathered}
$$

Hence the power of $z_{i}$ is now $-\epsilon_{i}=(-1)^{n+1-i}$.
In the $\underline{\operatorname{SID}}$-groupoid $\operatorname{Core}\left(\mathcal{F}_{\underline{B}(Z)}\right)$, let us consider the subgroupoid $\mathcal{Z}$ generated by the set $Z$. Let us identify term variables $z_{1}, z_{2}, \ldots$ from the alphabet $Z$ with elements of the basis $Z$ of $\mathcal{Z}$. Keeping the above notation we prove that words of the form (3.2) must be pairwise non-equivalent.

Let $w, w^{\prime}$ be a couple of different terms in the standard form (3.2). Then $w^{\mathcal{Z}}$, $w^{\prime \mathcal{Z}}$ are different term functions of the groupoid $\mathcal{Z}$. Indeed, let $z_{1}, \ldots, z_{n} \in Z$ with $z_{i+1} \neq z_{i}$ for $i=1, \ldots, n-1$, and apply the term function $w^{\mathcal{Z}}$. We obtain $w^{\mathcal{Z}}\left(z_{1}, \ldots, z_{n}\right)=z_{n} z_{n-1}^{-1} \ldots z_{i}^{\epsilon_{i}} \ldots z_{2}^{\epsilon_{2}} z_{1}^{\epsilon_{1}} z_{2}^{\epsilon_{2}} \ldots z_{n-1}^{-1} z_{n}, \epsilon_{i}=(-1)^{n-i}$. Clearly, the last expression cannot be reduced by means of Bol loop identities Id $\underline{B}$ (or by group identities $I d \underline{G}$, either) since the subsequent variables are different.

That is why two different terms of the form (3.2) yield different term functions in the algebra $\mathcal{Z} \in \underline{\mathcal{S I D}}$. Hence elements of the free $\underline{S I D}$-groupoid $\mathcal{F}_{\underline{S I D}}(Z)=$ $\left(T_{(2)}(Z) / I d \underline{S I D}\right.$, juxtaposition) freely generated by our set $Z$ can be presented exactly as words of the form (3.2) which proves
Lemma 3.2. For each term $t$ of the free SID-groupoid $\mathcal{F}_{\underline{\text { SID }}}(X), X \neq \emptyset$, there exists a unique right associated term $w$ of the form (3.2) which is equivalent to $t$ in $\underline{S I D}$.

Let us call $w$ the normal form of $t$ in $\underline{S I D}$ and write $N F(t):=w$.
Keeping convention about omitting brackets let us introduce a mapping $\mathcal{L}$ : $\mathcal{F}_{\underline{\text { SID }}}(Z) \rightarrow \mathcal{Z}$ as follows. For any equivalence class $[w]$ where $w \in T_{(2)}(X)$ with $N F(w)=z_{1} z_{2} \ldots z_{n-1} z_{n}$ define $\mathcal{L}([w]):=z_{1} \circ z_{2} \circ \cdots \circ z_{n-1} \circ z_{n}$.
Lemma 3.3. The mapping $\mathcal{L}: \mathcal{F}_{\underline{\text { SID }}}(Z) \rightarrow \mathcal{Z}, \mathcal{L}\left(\left[z_{1}\left(z_{2}\left(\ldots\left(z_{n-1} z_{n}\right) \ldots\right)\right)\right]\right)=$ $z_{1} \circ\left(z_{2} \circ\left(\cdots \circ\left(z_{n-1} \circ z_{n}\right) \ldots\right)\right)$ is an isomorphism of groupoids.
Proof. We have proven already that two different terms of the form (3.2) (representants of different classes) are mapped onto different elements in the algebra $\mathcal{Z}$. So $\mathcal{L}$ is injective. $\mathcal{L}$ is also surjective since according to Lemma 2.3 (ii), each element of $\mathcal{Z}$ can be written in a (reduced) right associated form $z_{1} \circ \cdots \circ z_{n}$, and hence considered as an image of a word from the free algebra. Let us verify that $\mathcal{L}([t s])=\mathcal{L}([t]) \circ \mathcal{L}([s])$ holds. In fact, let $t=x_{1} \ldots x_{n}, s=y_{1} \ldots y_{m}$ be terms from $T_{(2)}(X)$ written in normal form (3.2). Then $\mathcal{L}([t])=x_{1} \circ x_{2} \circ \cdots \circ x_{n-1} \circ x_{n}$, $\mathcal{L}([s])=y_{1} \circ y_{2} \circ \cdots \circ y_{m-1} \circ y_{m}, N F([t s])=x_{1} \ldots x_{n} \ldots x_{1} y_{1} \ldots y_{m}, \mathcal{L}([t s])=$ $\mathcal{L}([N F(t s)])=x_{1} \circ \cdots \circ x_{n} \circ \cdots \circ x_{1} \circ y_{1} \circ \cdots \circ y_{m}$. Finally, again by (ii) from Lemma
2.3, $\mathcal{L}([t]) \circ \mathcal{L}([s])=\left(x_{1} \circ \cdots \circ x_{n}\right) \circ\left(y_{1} \circ \cdots \circ y_{m}\right)=x_{1} \circ \cdots \circ x_{n} \circ \cdots \circ x_{1} \circ y_{1} \circ \cdots \circ y_{m}$, and $\mathcal{L}$ is a homomorphism.

Consequently, due to isomorphism, $\mathcal{F}_{\underline{S I D}}(Z), \mathcal{Z} \in \underline{\mathcal{C G}}$ and $\mathcal{Z} \in \underline{\mathcal{C B}}$ are free infinitely generated algebras in $\underline{S I D}$. Hence we obtain

Corollary 3.1. The varieties $\underline{C B}, \underline{C G}$ and $\underline{S I D}$ are equivalent.
Remark 3.1. In the core $\operatorname{Core}\left(\mathcal{F}_{C M L}(Z)\right)$ of the free commutative Moufang loop $\mathcal{F}_{\underline{C M L}}(Z)$ over $Z$,

$$
\begin{equation*}
z_{n} \circ z_{n-1} \circ \cdots \circ z_{2} \circ z_{1}=z_{n}^{2} z_{n-1}^{-2} \ldots z_{2}^{2 \epsilon_{2}} z_{1}^{\epsilon_{1}}, \quad \epsilon_{i}=(-1)^{n-i} \tag{3.4}
\end{equation*}
$$

holds for $n \geq 2$ (the same formula is satisfied for commutative groups). In fact, we can write (using flexibility, left alternative law and $\left(B_{l}\right)$ )

$$
\begin{gathered}
z_{n}\left(\left(z_{n-1}^{-1}\left(\left[\ldots\left[z_{2}^{\epsilon_{2}}\left(z_{1}^{\epsilon_{1}} z_{2}^{\epsilon_{2}}\right)\right] \ldots\right] z_{n-1}^{-1}\right) z_{n}\right)=z_{n}\left(\left(z_{n-1}^{-1}\left(\left[\ldots\left[z_{2}^{\epsilon_{2}}\left(z_{2}^{\epsilon_{2}} z_{1}^{\epsilon_{1}}\right)\right] \ldots\right] z_{n-1}^{-1}\right) z_{n}\right)=\right.\right. \\
=z_{n}\left(\left(z_{n-1}^{-1}\left(\left[\ldots\left(z_{3}^{\epsilon_{3}}\left(\left[z_{2}^{2 \epsilon_{2}} z_{1}^{\epsilon_{1}}\right] z_{3}^{\epsilon_{3}}\right)\right) \ldots\right] z_{n-1}^{-1}\right) z_{n}\right)=\right. \\
=z_{n}\left(\left(z_{n-1}^{-1}\left(\left[\ldots\left(z_{3}^{2 \epsilon_{3}}\left[z_{2}^{2 \epsilon_{2}} z_{1}\right]\right) \ldots\right] z_{n-1}^{-1}\right) z_{n}\right)=\cdots=z_{n}^{2}\left(z_{n-1}^{-2}\left(\ldots\left(z_{2}^{2 \epsilon_{2}} z_{1}^{\epsilon_{1}}\right) \ldots\right)\right)\right.
\end{gathered}
$$

In $\underline{C M L}$, the last word cannot be reduced (obviously, it can be reduced for commutative groups).

## 4 Mediality

## 4.1 $\underline{S} I E$-groupoids and mediality of group cores.

First let us pay attention to commutative groups. Denote by $\underline{A G}$ the variety of abelian groups, and by $\underline{C A G}$ the subvariety generated by cores of abelian groups in the variety $\underline{S I D}$. Cores of commutative groups are medial. Indeed, for $x, y, z, u$ from $\mathcal{G} \in \underline{\mathcal{A G}},(x \circ y) \circ(z \circ u)=\left(x^{2} y^{-1}\right)^{2}\left(z^{2} u^{-1}\right)^{-1}=\left(x^{2} z^{-1}\right)\left(y^{2} u^{-1}\right)\left(x^{2} z^{-1}\right)=$ $(x \circ z) \circ(y \circ u)$, hence $(E)$ is satisfied.

Let $\underline{\operatorname{SIE}}=\operatorname{Mod}\left(\left\{\left(S_{l}\right),(I),(E)\right\}\right)$. Groupoids of this variety are (left and right) distributive, elastic (=flexible), and may be regarded as a generalization of distributive quasigroups.

Note that cores of abelian groups appear also as important examples of modes. Right symmetric idempotent and medial groupoids are named kei modes in [19, p. 88-89]. The variety $\underline{\operatorname{RSIE}}=\operatorname{Mod}\left(\left\{\left(S_{r}\right),(I),(E)\right\}\right)$ was investigated in [1, 21-24] (and denoted SIE).
Example 4.1. Let $x \circ y:=2 x-y$ for $x, y \in \mathbb{R}$. Then $(\mathbb{R} ; \circ)$ is a $\underline{S I E \text {-groupoid, }}$ and $(\mathbb{Z} ; \circ)$ is its subgroupoid ( $\mathbb{R}$ are reals, $\mathbb{Z}$ denotes integers). In geometric words, $x \circ y$ is a point reflexion at $x$ of the point $y$ on the real line. The free $\underline{S I E}$-groupoid on two generators $\mathcal{F}_{\underline{\text { SIE }}}(\{x, y\})$ is isomorphic to the core $\mathcal{Q}_{1}:=\operatorname{Core}(\mathbb{Z} ;+)=(\mathbb{Z} ; \circ)$ with generators 0 and 1 [11, Th. 12, p. 118], [16, p. 89-90].

Now we may paraphrase Theorem 10.5. from [9, p. 48], as follows (for the variety $\underline{R S I E}[21$, Th. 3.1, p. 265]).

Example 4.2. On $\mathbb{R}^{n}, n \in \mathbb{N}$, let us introduce a binary operation $\left(x_{1}, \ldots, x_{n}\right) \circ$ $\left(y_{1}, \ldots, y_{n}\right):=\left(2 x_{1}-y_{1}, \ldots, 2 x_{n}-y_{n}\right)$. Then ( $\mathbb{R}^{n} ;$ o) is a $\underline{S I E}$-groupoid, and $\left(\mathbb{Z}^{n} ; \circ\right)=\operatorname{Core}\left(\mathbb{Z}^{n} ;+\right)$ forms its subgroupoid. In ( $\mathbb{Z}^{n} ; \circ$ ), let us consider a subgroupoid $\mathcal{Q}_{n}=\left(Q_{n} ; \circ\right)$ with the carrier set $Q_{n}$ consisting of all $n$-tuples $\left(k_{1}, \ldots, k_{n}\right)$ from $\mathbb{Z}^{n}$ such that at most one $k_{i}$ is odd. Then the free groupoid on $n+1$ free generators $\mathcal{F}(n+1)=\mathcal{F}_{\underline{\text { SIE }}}\left(\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}\right)$ is isomorphic to $\mathcal{Q}_{n}=\left(Q_{n} ; \circ\right)$ with free generators $(0, \ldots 0),(1,0, \ldots, 0), \ldots$, and $(0, \ldots, 0,1)$.

Proposition 4.1. The variety $\underline{\text { SIE }}$ is generated by cores of commutative groups.
Proof. The statement can be proved directly from the results of D. Joyce. Since the free groupoid on $n$ elements $\mathcal{F}(n)$ is (up to isomorphism) a subgroupoid $\mathcal{Q}_{n-1}$ of $\operatorname{Core}\left(\mathbb{Z}^{n-1} ;+\right) \in \underline{C A G} \subset \underline{S I E}$, and $\underline{S I E}=\operatorname{HSP}\left(\left\{\mathcal{F}_{\underline{S I E}}(n) \mid n \in \mathbb{N}\right\}\right.$ ) (e.g. [7, Satz 6.3 .16 , p. 93]) ${ }^{3}$ the assertion follows.

Of course, commutative groups are not the only quasigroups with medial cores. In [21, Ex. 1.6, p. 4] the following is suggested.

Proposition 4.2. A core $\operatorname{Core}(\mathcal{G})$ of a group $\mathcal{G}=\left(G, \cdot,{ }^{-1}, e\right)$ (non-commutative in general) is medial if and only if $\mathcal{G}$ is nilpotent of class at most two ${ }^{4}$.

Proof. Mediality $(E)$ for group cores takes the form

$$
x y^{-1} x z^{-1} u z^{-1} x y^{-1} x=x z^{-1} x y^{-1} u y^{-1} x z^{-1} x
$$

which is equivalent (due to left and right cancellation in $\underline{G}$ ) with the condition

$$
\begin{equation*}
x y z u z y x=z y x u x y z \quad \text { for all } \quad x, y, z, u \in G . \tag{4.1}
\end{equation*}
$$

Let $\operatorname{Core}(\mathcal{G})$ of a group $\mathcal{G}$ be medial. Let us set $z=e$ in (4.1), and use $x y=y x \cdot[x, y]$ where $[x, y]=x^{-1} y^{-1} x y$ denotes the commutator. Then $y x[x, y] u y x=y x u y x[x, y]$ holds for $x, y, u \in G$. Further by cancellation, $[x, y] u y x=u y x[x, y]$. The last condition is equivalent with the condition $[x, y] g=g[x, y]$ for all $g \in G$ (if $g \in G$ is given the corresponding $u$ takes the form $u=g x^{-1} y^{-1}$ ), which is satisfied iff $[x, y] \in Z(G)$. Hence nilpotency of class at most two is a necessary condition for a group to have medial core.

Vice versa, let $\mathcal{G}$ be a nilpotent group of class at most two, that is, all commutators $[a, b]$ for $a, b \in G$ are in the center $Z(\mathcal{G})$ of $\mathcal{G}$. Using commutators we can write $x y z=x z y[y, z]=z y x[x, z y][y, z]$ and similarly for $z y x$. Now (4.1) holds if and only if

$$
\begin{equation*}
z y x[x, y][x y, z] u x y z[z, x y][y, x]=z y x u x y z \tag{4.2}
\end{equation*}
$$

[^10]is satisfied for all $x, y, z, u \in G$. But we easily check that $[x, y][x y, z][z, x y][y, x]=e$ is valid in $G$. So if all commutators are in the center of the group then the condition (4.2) is satisfied, and consequently $\mathcal{G}$ has a medial core.
4.2 Remarks on normal forms for terms in SIE. Every term of the free algebra $\mathcal{F}_{\underline{\text { SIE }}}(X), X \neq \emptyset$ is equivalent (in the variety $\underline{S I E}$ ) to a term of the form
\[

$$
\begin{equation*}
w=x_{n} x_{n-1} \ldots x_{2} x_{1} \quad x_{i+1} \neq x_{i}, \quad i=1, \ldots, n-1, \quad x_{1}, \ldots, x_{n} \in X \tag{4.3}
\end{equation*}
$$

\]

where each variable on an odd position (from the left) is different from all variables on even positions, i.e. $\left\{x_{n}, x_{n-2}, \ldots\right\} \cap\left\{x_{n-1}, x_{n-3}, \ldots\right\}=\emptyset$. The prove is based on Lemma 3.1 and Lemma 3.2. Indeed, if two variables are equal, one of them on an odd position and the other on an even one, we can use a suitable transposition so that equal variables stand on neighbour positions, and then we can use either $\left(S_{l}\right)$ or $(I)$, respectively, to reduce the term.

An infinitely countable set $Z$ generates a $\underline{S I E}$-subgroupoid $\mathcal{Z}^{\prime}$ in the core of a free abelian group $\operatorname{Core}\left(\mathcal{F}_{\underline{A G}}(Z)\right)$, and it can be checked that the formula (3.4) holds in $\operatorname{Core}\left(\mathcal{F}_{\underline{A G}}(Z)\right)$ for $n \geq 2$. The last term from (3.4) can be reduced if and only if some variable on an odd position (from the left) is equal to some variable on an even position, e.g. $z_{1} \circ z_{3} \circ z_{2} \circ z_{1}=z_{2} \circ z_{3} \circ z_{1}$ since $z_{1}^{2} z_{3}^{-2} z_{2}^{2} z_{1}^{-1}=z_{2}^{2} z_{3}^{-2} z_{2}^{2} z_{1}^{1}$. Therefore different terms $w, w^{\prime}$ of the form (4.3) give different term functions $w^{z^{\prime}}$, $w^{\prime \mathcal{Z}^{\prime}}$ of the groupoid $\mathcal{Z}^{\prime}$.

Normal forms for terms over $X$ in $\underline{S I E}$ can be now constructed as follows. Choose a linear order on $X,(X, \leq)$. Let us rearrange the variables in the term $w=x_{n} x_{n-1} \ldots x_{2} x_{1}$ of the form (4.3) in such a way that the resulting term denoted by $N f(w)$ satisfies $x_{n} \leq x_{n-2} \leq \ldots$ and $x_{n-1} \leq x_{n-3} \leq \ldots$ (naturally also $\left\{x_{n}, x_{n-2}, \ldots\right\} \cap\left\{x_{n-1}, x_{n-3}, \ldots\right\}=\emptyset$ ). Then $N f(w)$ can be called a normal form of $w$ with respect to $\underline{S I E}$.

Again, we can introduce a mapping $\mathcal{L}^{\prime}: \mathcal{F}_{\underline{\text { SIE }}}(Z) \rightarrow \mathcal{Z}^{\prime}$ similarly as above ${ }^{5}$. For any equivalence class $[w], w \in T_{(2)}(Z)$, with $N f(w)=z_{1} z_{2} \ldots z_{n-1} z_{n}$ define $\mathcal{L}^{\prime}([w]):=z_{1} \circ z_{2} \circ \cdots \circ z_{n-1} \circ z_{n}$. It can be easily seen that $\mathcal{L}^{\prime}$ is a surjective homomorphism. Different terms over $Z$ in normal form (i.e. representatives of two distinct classes from the free algebra $\mathcal{F}_{\text {SIE }}(Z)$ ) obviously yield different elements of the groupoid $\mathcal{Z}^{\prime} \in \underline{A G C}$. Therefore $\mathcal{L}^{\prime}$ is also injective, and the groupoids $\mathcal{F}_{\underline{\text { SIE }}}(Z)$, $\mathcal{Z}^{\prime}$ are isomorphic, particularly, $\mathcal{Z}^{\prime}$ is free infinitely generated in SIE. Hence we obtain another proof of the fact that the varieties $\underline{C A G}$ and $\underline{S I E}$ coincide (Proposition 4.1).

Lemma 4.1. In the variety $\underline{\text { SIE }}$ the following identities are satisfied:

$$
\begin{gather*}
u(z(y x))=y(z(u x)),  \tag{4.5}\\
y_{n} x_{n} \ldots y_{1} x_{1}=y_{\sigma(n)} x_{n} \ldots y_{\sigma(1)} x_{1}, \quad \sigma \in S_{n},  \tag{4.6}\\
x_{n} y_{n-1} x_{n-1} \ldots x_{2} y_{1} x_{1}=x_{\sigma(n)} y_{n-1} x_{\sigma(n-1)} \ldots x_{\sigma(2)} y_{1} x_{1} \tag{4.7}
\end{gather*}
$$

[^11]where $\sigma \in S_{n}$ is a permutation such that $\sigma(1)=1$. Moreover, the identities (4.5) and $(E)$ are equivalent in the variety SID.
Proof. By $\left(D_{l}\right),(E)$ and $\left(S_{l}\right), u(z(y x))=(u z)((u y)(u x))=(u(u y))(z(u x))=$ $y(z(u x))$, and (4.5) holds. Since every permutation can be composed from transpositions, (4.6) follows from (4.5). If we take $\left(y_{1} x_{1}\right)$ instead of $x_{1}, y_{i}$ instead of $x_{i}$ for $i=2, \ldots, n-1$, and $x_{i+1}$ instead of $y_{i}$ for $i=1, \ldots, n-1$ we get $x_{n} y_{n-1} x_{n-1} \ldots y_{2} x_{2}\left(y_{1} x_{1}\right)=x_{\sigma(n)} y_{n-1} x_{\sigma(n-1)} \ldots y_{2} x_{\sigma(2)}\left(y_{1} x_{1}\right)$, i.e. (4.7) holds. Finally, $(x y)(z u)=x[y(x(z u))]$ holds in $\underline{S I D}$, and using (4.5) we can rewrite the last term as $x[z(x(y u))]=(x z)(y u)$.

Hence $\operatorname{Mod}\left(\left\{\left(S_{l}\right),\left(D_{l}\right),(I),(4.5)\right\}\right)=\operatorname{Mod}\left(\left\{\left(S_{l}\right),(I),(E)\right\}\right)$.
4.3 Mediality of Bol loop cores. Finally, let us express mediality of a core for a Bol loop.
Lemma 4.3. A core $\operatorname{Core}(\mathcal{B})$ of a Bol loop $\mathcal{B}=\left(B, \cdot,{ }^{-1}, e\right) \in \underline{B}$ is medial if and only if the following identity holds in $\mathcal{B}$ :

$$
\begin{equation*}
y(x(z(u(z(x y)))))=z(x(y(u(y(x z))))) . \tag{4.8}
\end{equation*}
$$

Proof. For Bol loop cores, mediality $(x \circ y) \circ(z \circ u)=(x \circ z) \circ(y \circ u)$ takes the form $\left(x\left(y^{-1} x\right)\right) \cdot\left((z \circ u)^{-1} \cdot(x \circ y)\right)=\left(x\left(z^{-1} x\right)\right) \cdot\left((y \circ u)^{-1} \cdot(x \circ z)\right)$ or equivalently, using $\left.\left.\left(B_{l}\right), x\left(y^{-1}\left(x(z \circ u)^{-1} \cdot(x \circ y)\right)\right)\right)=x\left(z^{-1}\left(x(y \circ u)^{-1} \cdot(x \circ z)\right)\right)\right)$ for $x, y, z, u$ from $B$. Let us write $y, z$ instead of $y^{-1}, z^{-1}$, and use left cancellation. Then our condition is equivalent with $y\left(x\left(\left(z \circ u^{-1}\right) \cdot(x(y x))\right)\right)=z\left(x\left(\left(y \circ u^{-1}\right) \cdot(x(z x))\right)\right)$ for all $x, y, z, u \in B$. Using $\left(B_{l}\right)$ again we can write the formula as $\left(y\left(\left(x\left(\left(z \circ u^{-1}\right)\right.\right.\right.\right.$. $x)) \cdot y)) \cdot x=\left(z\left(\left(x\left(\left(y \circ u^{-1}\right) \cdot x\right)\right) \cdot z\right)\right) \cdot x$ or, using right cancellation, in a simplified form $y((x((z(u z)) \cdot x)) \cdot y)=z((x((y(u y)) \cdot x)) \cdot z)$. Now using left Bol identity $\left(B_{l}\right)$ twice we obtain that mediality holds in a Bol loop core if and only if the condition $y(x(z(u(z(x y)))))=z(x(y(u(y(x z))))$ is satisfied for all $x, y, z, u \in B$.

Open problem 1: Is it possible to formulate mediality condition for Bol (Moufang, or commutative Moufang, respectively) loop cores similarly as in Proposition 4.1?

Open problem 2: Describe an equational theory for the variety generated by cores of commutative Moufang loops. Is the variety generated by cores of $\underline{C M L}$ a proper subvariety of $\underline{S I D}$ ?
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