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Exponential inflationary economic growth

Elvira Naval

Abstract. Some scenario of economic growth centered on the structural reforms
of the Republic of Moldova is presented. Mathematical model elaborated in [1] was
adopted to proposed scenario in order to obtain indicators of exponential inflation-
ary growth taking into account production possibilities. Economy description was
presented by the principal economic sectors restrictions and production function de-
pending of capital; the labor was not considered. The effectiveness of growth programs
is estimated by parameters of growth and inflation in concordance with exponential
inflationary growth. This solution is a particular one admissible by the model.

Mathematics subject classification: 91B62.
Keywords and phrases: Mathematical modeling, scenario simulation, production
function, differential equations in finite differences.

The small open economy is considered. It is supposed that the economy produces
one aggregate product which is utilized domestically and exported. Four economic
sectors are examined. The state sectors which collects taxes; pays off salaries, pen-
sions, allowances, and stipends, and effects some social programs. The production
sector that owns all production factors and, as a consequence, earns all real income.
Households that receive salaries and take part in goods exchange buying it in the
good market. The monetary sector, represented by the National Bank, which in-
tervenes in the foreign currency market selling and buying international exchange.
And the external sector, which buys back its liabilities from domestic state and pro-
duction sectors and earns international reserves from National Bank. It is supposed
that the goods and monetary markets are in the equilibrium for all time the of model
action. This time period of the model action is sufficiently long for the economic
agents’ accommodation to structural reforms, but insufficiently long for the some
cardinal changes in production efficiency to be done.

The balanced exponential inflationary growth characterizes such equilibrium and
it is determined by constant coefficients which define production technology, con-
sumer preferences and circulation of goods, resources and money. Since the equi-
librated growth is mentioned,the production and consumption grows (decreases)
by constant rate. The price indexes proportions are maintained and also can be
increased (or decreased) with a constant inflation (deflation) rate. Therefore a
macroeconomic model which described main production proportion can be utilized.
In such a model a balanced growth rate is determined through the constant tech-
nology parameters average for entire economy, behavior parameters and circulation
mechanism parameters. The economic state in discrete moments of time on the
fixed time interval [0, T ] is examined by the model. The time interval [t, t + 1] is
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considered about one year. The economics growth scenario for Republic of Moldova
is proposed for further examination:

1. The government functions will be reduced to the redistribution of the limited
budget sources in the favor of vulnerable parts of population and will ensure
the equal and fair competition between local and foreign economic agents.

2. The creation of formal and justice conditions for equal and fair competition
will contribute to increasing the investment flows in the production and to the
rational distribution of resources.

3. The fiscal reform will favor economic agents to reserve oneself profit and income
by economic active population.

4. The internal and foreign credits will be mobilized in order to ensure economic
growth.

5. Budget deficit will be reduced to zero and from the budget surplus the external
debt will be paid off.

6. The monetary system will be based on the international currency reserves and
on the internal credits.

The exposed scenario reflects main programs’ characteristics of the internal re-
sources mobilization and involves external resources in order to maintain the eco-
nomic growth. Model [1] adapted to this scenario will be used for the economic
effectiveness evaluation. If the economic growth will be examined for medium pe-
riod, then it will be necessary to evaluate constant parameters which characterize
economic efficiency in concordance with statistic data reflecting current state of na-
tional economy. The prudence in launching assumptions about future tendencies
will be necessary.

The labor can be excluded from the principal production factor examination
because sufficient reserves of unemployment exist. One of the most restricted pro-
duction factors is raw materials . The fixed means of production which determine
the production capacity are not restrictive production factor. Anyway, the potential
economic growth is evaluated so that the fixed funds are considered as marginal and
production is worked utilizing all the production capacity. But introducing new pro-
duction capacities necessitates some additional investment in the production sector.
So in the model output does not depend on the labor force but expenditure for it
paying off will be considered.

Production sector

The output in year t is:

Yt =
t−Tτ
∑

τ=t−Tτ−Tµ

Iτ (1 − µ)τ+T−t, t = 0, 1, . . . , (1)
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and the current production expenditure Vt is equal:

Vt = a

t−Tτ
∑

τ=t−Tτ−Tµ

Iτ , t = 0, 1, . . . , (2)

here It = XI
t /b, b is the coefficient of the fund utilization for the one unity production

capacity creation; a is the raw material consumption index; It is the production
capacity in year t.

Price index is calculated in the following manner:

Pt = P0(1 + i)t; t = 0, 1, . . . (3)

Changes in money demand are presented as:

ME
t+1 = ME

t + PtYt − PtV − (n1 + n2)(PtYt − PtVt), t = 0, 1, . . . (4)

ME
t = θE(n1 + n2)(PtYt − PtVt), t = 0, 1, . . . (5)

Household revenue and expenditure balance:

MH
t+1 = MH

t + (n1 + g1)(1 − n3)(PtYt − PtVt), t = 0, 1, . . . (6)

MH
t = θHPtCt, t = 0, 1, . . . , (7)

State budget is represented as

The state taxes are collected in the volume of (n2 +n3(n1 +g1))(PtYt−PtVt), the
external borrowing FD

t are evaluated at the current exchange rate ρt, and National
Bank profit BB

t , occurred at the reevaluation of currency reserves:

BB
t = (ρt+1−)RC

t+1, t = 0, 1, . . . (8)

The main expenditure components are: the payment to population, the state
program financing, the external debt payment, evaluated at the current exchange
rate and the money reserves growth ”freezed” in budget payment accounting. The
overflow of expenditure over the revenue forms the budget deficit and this deficit
increases internal debt. Therefore, the change in internal debt takes form:

Lt+1 − Lt = (g1 + g2 − n2 − n3(n1 + g1))Pt(Yt − Vt) + ρtF
R
t −

−ρtFtD − (ρt+1 − ρt)R
C
t+1 + MG

t+1 − MG
t + ∆DG

t , t = 0, 1, . . . (9)

here ∆DG
t is the internal volume of credits, granted to the state sector, ρtF

D
t , ρtF

R
t

are the currency entered the country and leave the country:

MG
t = θG(g1 + g2)Pt(Yt − Vt). (10)
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External currency reserves, export and import volumes

Let EP
t be the volume of export; ZP

t be the volume of import; FD
t be the

currency entered the country; FR
t be the currency leave the country; ρtR

C
t+1−ρtRtC

be the change in international currency reserves. Taking into account that the
exports and imports price indexes qt, qZ change slowly than domestic price index
Pt,it will be considered that these price indexes are constant. In concordance with
the proposed scenario, National Bank, protecting local producers, rules the currency
rate in domestic market in such a way that the import operations give minimal earns.
This is expressed by the following equalities

Pt − ρqZ = 0, t = 0, 1, . . . (11)

The export volume is expressed as a share of the output. Importers secure
currency on the base of import sailing on the domestic goods market. So the currency
reserves of the National Bank change on the following equation base:

ρtR
C
t+1 − ρtRtC = Pt(EP

t − ZP
t ) + ρt(F

D
t − FR

t ), t = 0, 1, . . . . (12)

National account:

Yt + Zt = Ct + Vt + bIt + g2(Yt − Vt) + EP
t , t = 0, 1, . . . , (13)

here Ct is the populations’ consumption, g2(Yt −Vt) is the state investment. On the
other hand, from the monetary approach, change in currency reserves (balance of
payments) is expressed as: ρt+1R

C
t+1 − ρtRtC = ∆M − ∆D, here ∆M = (ME

t+1 −

ME
t ) + (MG

t+1 − MG
t ) + (MH

t+1 − MH
t )

State debt servicing

Suppose that ρt(F
D
t − FR

t ) = g3Pt(Yt − Vt), t = 0, 1, . . . , and ∆DG
t + ∆DE

t =
∆Dt = g4Pt ∗ (Yt − Vt). After some transformation on the base of given formulas it
will be obtained:

(ρt+1 − ρt)R
C
t+1 = (g1 + g2 + g3 − n2 − n3(n1 + g1))×

×Pt(Yt − Vt) + (MG
t+1 − MG

t ), t = 0, 1, . . . (14)

From equation (9) the Central Bank reserves reevaluation are expressed:

PtE
P
t − PtZ

P
t = ρtR

C
t+1 − ρtR

C
t + g3Pt(Yt − Vt), t = 0, 1, . . . (15)

Using equations (4),(6), (14) and (15) from the material balance equation (13)
the variables values bIt, Ct, ρtR

C
t+1 and EP

t − ZP
t are excluded and the expression

for reserves changes in national currency is obtained:
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ρt+1R
C
t+1 − ρtR

C
t = (ME

t+1 − ME
t ) + (MH

t+1 − MH
t )+

+(MG
t+1 − MG

t ) − ∆Dt, t = 0, 1, . . . (16)

Model examination

Equations (1)–(16) represent a complete description of the growth economic
model which reflects all conditions of the proposed scenario. Now some transfor-
mations are necessary in order to bring model to a form convenient for numerical
analysis.

First, using the liquidity restriction (5) variables’ values ME
t+1 and ME

t are ex-
cluded from the financial balance equation (4). In result the real production invest-
ments are obtained:

bIt1 = (1 − (1 − θE)(n1 + n2)(Yt) − Vt)−

−θE(n1 + n2)
Pt+1

Pt

(Yt+1) − Vt+1), t = 0, 1, . . . , (17)

which are admitted by the production financial restrictions.
Second, from the material balance equation (13) Ct is excluded using equation

(7), but EP
t − ZP

t is excluded using equation (15) and another expression for real
production investments is obtained:

bIt1 = (1 − (1 − (n1g1)(1 − n3) − g2 − g3)(Yt) − Vt)+

+
1

Pt

(MH
t+1) − MH

t ) −
1

qI

(RC
t+1 − RC

t ), t = 0, 1, . . . , (18)

which are admitted by the material balance and by monetary policy scenario.
The possibilities of economic growth will be evaluated through the balanced

inflationary growth indicators. Let’s:

Yt = Y0(1 + γ)t, Vt = V0(1 + γ)t, It = I0(1 + γ)t, Ct = C0(1 + γ)t, (19)

where γ is the constant growth rate in real terms of the Y0, V0, I0, C0. Then from
(3), (10), (12) and (14) it is obtained:

ρt = ρ0(1 + i)t, RC
t = RC

0 (1 + γ)t, (20)

where ρ0 and RC
0 are positive constants.

From equation (14) using expressions (10), (19) and (20)it is found:

RC
t =

(g1 + g2 + g3 − n2 − n3(n1 + g1)

i(1 + γ)
+

+
θ(((1 + γ)(1 + i) − 1)(g1 + g2

i(1 + γ)
)qI(Yt) − Vt

)

, t = 0, 1, . . . (21)
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The difference RC
t+1−RC

t is excluded from (18) using (21), the difference MH
t+1−

MH
t is excluded from (18) using (7)–(8), and the expression for real investments by

the production side is found:

bIt =
(

1 − n1 − n2 − (fE − dE) −
(1 + γ)(1 + i) − 1

i(1 + γ)
×

×(g1 + g2 + fG − dG − n2 − n3(n1 + g1)) −
γ

i(1 + γ)
θG×

×((1 + γ)(1 + i) − 1)(g1 + g2) +
θH((1 + γ)(1 + i) − 1)

θH((1 + γ)(1 + i) − 1) + 1)
×

×(n1 + g1)(1 − n3)(Yt − Vt

)

, t = 0, 1, . . . , (22)

Substituting (19) in (17) transforms it to:

bIt1 = (1 − (n1 + n2 − (fE − dE))×

×(θE((1 + γ)(1 + i) − 1) − 1)) × (Yt − Vt), t = 0, 1, . . . , (23)

Equating expressions (22) and (23) for the real production investments growth
and inflation rate it will be obtained:

θE(n1 + n2) − (fE − dE)) =
g1 + g2 + g3 − n2 − n3(n1 + g1)

i(1 + γ)
+

+
γθG(g1 + g2)

i(1 + γ)
−

θH(n1 + g1)(1 − n3)

θH(γ + i(1 + γ)) + 1
. (24)

Finally, inserting expressions (1), (2) and (19) in (23), the sums are calculated
and the second relation between the growth rate and the inflation rate is obtained:

b =
1 − (dE − fE) − (n1 + n2)(θE((1 + i)(1 + γ) − 1) + 1)

(1 + γ)T
I

×

×

(1 − (1 + γ)−Tµ−1(1 + µ)−Tµ−1

1 − (1 + γ)−1(1 + µ)−1
− a

1 − (1 + γ)−Tµ−1

1 − (1 + γ)−1

)

. (25)

The growth rate γ and the inflation rate i are determined by solving equations
(24) and (25) in dependence on the model’s parameters: a, b, µ, n1 characterizing
the economic effectiveness of production; g1, g2, fG characterizing the state budget
expenditures; n2, n3 characterizing the state budget revenue and the taxes pressure
on production and households; d = dE + dG which determine domestic credits rate
in GDP ; g3 = fG + fE is the total net foreign assets.

If the growth and inflation rates are determined then the external reserves in
respect to GDP will be defined from (22) taking in account relation (25):
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ρtR
C
t

Pt(Yt − Vt)
= θE(n1 + n2) − (fE − dE)+

+θG(g1 + g2) +
θH(n1 + g1)(1 − n3)

θH(γ + i(1 + γ)) + 1
, (26)

and the net export in respect to GDP is defined from (15) using (20), (21), (1) and
(2)

EP
t − ZP

t

Yt − Vt

= (fE − fG) + γ
(

θE(n1 + n2)+

+θG(g1 + g2) +
θH(n1 + g1)(1 − n3)

θH(γ + i(1 + γ)) + 1

)

, (27)

here

ā = a
1 − (1 + γ)−Tmu−1

1 − (1 + γ)−Tµ−1(1 + µ)−Tµ−1
·

1 − (1 + γ)−1(1 + µ)−1

1 − (1 + γ)−1
(28)

is the mean consumption index of materials Vt/Yt.
On the base of historical data necessary constant coefficients were determined

and the corresponding growth rate and inflationary rate were calculated.
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Chişinău, MD−2028
Moldova
E-mail: enaval@math.md

Received June 04, 2004



BULETINUL ACADEMIEI DE ŞTIINŢE
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The optimal flow in dynamic networks

with nonlinear cost functions on edges

M. Fonoberova, D. Lozovanu

Abstract. In this paper we study the dynamic version of the nonlinear minimum-
cost flow problem on networks. We consider the problem on dynamic networks with
nonlinear cost functions on edges that depend on time and flow. Moreover, we assume
that the demand function and capacities of edges also depend on time. To solve the
problem we propose an algorithm, which is based on reducing the dynamic problem
to the classical minimum-cost problem on a time-expanded network. We also study
some generalization of the proposed problem.

Mathematics subject classification: 90B10, 90C35, 90C27.
Keywords and phrases: Dynamic networks, network flow, dynamic flows, flows
over time, minimum cost flows.

1 Introduction

In this paper we study the dynamic version of the nonlinear minimum-cost flow
problem on networks, in which flows from supply nodes should be sent, in minimum
cost, to demand nodes such that the flows on used links do not exceed their capaci-
ties. This problem generalizes the well-known classical minimum-cost flow problem
on static networks [1] and extends some dynamic models from [2–5].

Classical static network flow models have been well known as valuable tools for
many applications. However, they fail to capture the property of many real-life
problems. The static flow can not properly consider the evolution of the system
in time. The time is an essential component, either because the flows of some
commodity take time to pass from one location to another, or because the structure
of network changes over time. To tackle this problem, we use dynamic network flow
models instead of the static ones.

The minimum cost flow problem is the problem of sending flows in a network from
supply nodes to demand nodes with minimum total cost such that link capacities
are not exceeded. This problem has been studied extensively in the context of static
networks. In this paper, we study the minimum cost flow problem in dynamic
networks.

We consider the problem on dynamic networks with nonlinear cost functions on
edges that depend on time and on flow. Moreover, we assume that the demand
function and capacities of edges also depend on time. We propose an algorithm
for solving the problem, which extends the algorithms from [2, 3] and is based on
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reducing the dynamic problem to the classical minimum-cost problem on a time-
expanded network.

2 Problem formulation

A dynamic network N = (V,E, u, τ, d, ϕ) consists of directed graph G =
= (V,E) with the set of vertices V and the set of edges E, capacity function
u: E × T → R, transit time function τe: E → R+, demand function d: V × T → R
and cost function ϕ: E × R+ × T → R+, where T = {0, 1, 2, . . . , T}. The demand
function dv(t) satisfies the following conditions:

a) there exists v ∈ V with dv(0) < 0;

b) if dv(t) < 0 for a node v ∈ V then dv(t) = 0, t = 1, 2, . . . , T ;

c)
∑

t∈T

∑

v∈V

dv(t) = 0.

Nodes v ∈ V with
∑

t∈T

dv(t) < 0 are called sources, nodes v ∈ V with
∑

t∈T

dv(t) > 0

are called sinks and nodes v ∈ V with
∑

t∈T

dv(t) = 0 are called intermediate.

A feasible dynamic flow on N is a function x: E × T → R+ that satisfies the
following conditions:

∑

e∈E+(v)
t−τe≥0

xe(t − τe) −
∑

e∈E−(v)

xe(t) = dv(t), ∀ t ∈ T, ∀ v ∈ V ; (1)

0 ≤ xe(t) ≤ ue(t), ∀ t ∈ T, ∀ e ∈ E; (2)

xe(t) = 0, ∀ e ∈ E, t = T − τe + 1, T ; (3)

where E+(v) = {(u, v) | (u, v) ∈ E}, E−(v) = {(v, u) | (v, u) ∈ E}.

Here the function x defines the value xe(t) of flow entering edge e at time t. It is
easy to observe that the flow does not enter edge e at time t if it will have to leave
the edge after time T ; this is ensured by condition (3).

To model transit costs, which may change over time, we define the cost function
ϕe(xe(t), t) with the meaning that flow of value ξ = xe(t) entering edge e at time t
will incur a transit cost of ϕe(ξ, t). We consider the discrete time model, in which all
times are integral and bounded by horizon T . The time horizon (finite or infinite)
is the time until which the flow can travel in the network and defines the makespan
T = {0, 1, . . . , T} of time moments we consider.

The integral cost F (x) of dynamic flow on N is defined as follows:

F (x) =
∑

e∈E

∑

t∈T

ϕe(xe(t), t). (4)
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Our dynamic minimum-cost flow problem is to find a flow that minimizes the ob-
jective function (4).

It is easy to observe that if τe = 0, ∀ e ∈ E and T = 0 then the formulated
problem becomes the classical minimum-cost flow problem on a static network.

3 Main results

We have obtained a necessary and sufficient condition for the existence of admis-
sible flow in dynamic network N , i.e. the condition when the set of solutions of the
system (1)–(3) is not empty. In this paper we propose a new approach for solving
the formulated problem, which is based on its reduction to a static minimum-cost
flow problem. We show that our problem on network N = (V,E, u, τ, d, ϕ) can be
reduced to a static problem on auxiliary static network NT = (V T , ET , uT , dT , ϕT );
we name it the time-expanded network. We define this network as follows:

1. V T : = {v(t) | v ∈ V, t ∈ T};

2. ET : = {(v(t), w(t + τe)) | e = (v,w) ∈ E, 0 ≤ t ≤ T − τe};

3. uT

e(t)
: = ue(t) and ϕT

e(t)
(xe(t)): = ϕe(xe(t), t) for e(t) ∈ ET ;

4. dT

v(t)
: = dv(t) for v(t) ∈ V T .

If we define a flow correspondence to be xT

e(t)
: = xe(t), the minimum-cost flow

problem on dynamic networks can be solved by using the solution of the static
minimum cost flow problem on the expanded network.

The essence of the time-expanded network is that it contains a copy of the
vertices of the dynamic network for each time t ∈ T, and the transit times and flows
are implicit in the edges linking those copies.

Now let us define a correspondence between feasible dynamic flows on the dy-
namic network N and feasible static flows on the time-expanded network NT . A
feasible static flow on NT is a function xT

e(t)
that satisfies the following conditions:

∑

e(t)∈E+(v(t))

xT

e(t)
−

∑

e(t)∈E−(v(t))

xT

e(t)
= dT

v(t)
, ∀ v(t) ∈ V T ;

0 ≤ xT

e(t)
≤ uT

e(t)
, ∀ e(t) ∈ ET ;

xT

e(t)
= 0, ∀ e(t) ∈ ET , t = T − τe + 1, T .

Let e(t) = (v(t), w(t + τe)) ∈ ET and let xe(t) be a flow on the dynamic network
N . The corresponding function xT

e(t)
on the time-expanded network NT is defined

as follows:

xT

e(t)
= x(v(t), w(t + τe)) = xe(t), ∀ e(t) ∈ ET . (5)
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Lemma 1. The correspondence (5) is a bijection from the set of feasible flows
on the dynamic network N onto the set of feasible flows on the time-expanded
network NT .

Proof. It is obvious that the correspondence above is a bijection from the set of
T-horizon functions on the dynamic network N onto the set of functions on the
time-expanded network NT . It is also easy to observe that a feasible flow on the
dynamic network N is a feasible flow on the time-expanded network NT and vice-
versa. Indeed,

0 ≤ xT

e(t)
= xe(t) ≤ de(t) = dT

e(t)
, ∀ e ∈ E, 0 ≤ t < T.

Therefore it is enough to show that each dynamic flow on the dynamic network N
is put into the correspondence with a static flow on the time-expanded network NT

and vice-versa.

Let xe(t) be a dynamic flow on N and let xT

e(t)
be a corresponding function on

NT . Let’s prove that xT

e(t)
satisfies the conservation constraints on its static network.

Let v ∈ V be an arbitrary node in N and t: 0 ≤ t < T an arbitrary moment of time:

dv(t)
(i)
=

∑

e∈E+(v)
t−τe≥0

xe(t − τe) −
∑

e∈E−(v)

xe(t) =

=
∑

e(t−τe)∈E+(v(t))

xT

e(t−τ(e))
−

∑

e(t)∈E−(v(t))

xT

e(t)

(ii)
= dT

v(t)
. (6)

Note that according to the definition of the time-expanded network the set of
edges {e(t − τe)|e(t − τe) ∈ E+(v(t))} consists of all edges that enter v(t), while
the set of edges {e(t)|e(t) ∈ E−(v(t))} consists of all edges that originate from v(t).
Therefore, all necessary conditions are satisfied for each node v(t) ∈ V T . Hence,
xT

e(t)
is a flow on the time-expanded network NT .

Let xT

e(t)
be a static flow on the time-expanded network NT and let xe(t) be a

corresponding function on the dynamic network N . Let v(t) ∈ V T be an arbitrary
node in NT . The conservation constraints for this node in the static network are
expressed by equality (ii) from (6), which holds for all v(t) ∈ V T at all times t: 0 ≤

t < T . Therefore, equality (i) holds for all v ∈ V at all times t: 0 ≤ t < T and xe(t)
is a flow on the dynamic network N . �

The total cost of the static flow in the time-expanded network NT is denoted as
follows:

F T (x) =
∑

e(t)∈E

∑

t∈T

ϕT

e(t)
(xe(t)).
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Lemma 2. If xe(t) is a flow on the dynamic network N and xT

e(t)
is a corresponding

flow on the time-expanded network NT , then

F (xe(t)) = F T (xe(t)).

Proof. The proof is straightforward:

F (xe(t)) =
∑

e∈E

∑

t∈T

ϕe(xe(t), t) =
∑

e(t)∈E

∑

t∈T

ϕT

e(t)
(xe(t)) = F T (xe(t)). �

The above lemmas imply the validity of the following theorem:

Theorem 1. For each minimum-cost flow in the dynamic network there is a corre-
sponding minimum-cost flow in the static network.

Therefore, we can solve the dynamic minimum-cost flow problem by reducing it
to the minimum-cost flow problem on static networks.

4 Algorithm

Let a dynamic network N be given. The minimum-cost flow problem is to be
solved on N . Proceedings are following:

1. Building the time-expanded network NT for the given dynamic network N .

2. Solving the classical minimum-cost flow problem on the static network NT .

3. Reconstructing the solution of the static problem on NT to the dynamic
problem on N . �

5 Generalization

Now let us study some general cases of the dynamic networks. First of all, we
assume that only a part of the flow is dumped into the considered network at the
time 0, i.e. the condition b) in the definition of the demand function dv(t) doesn’t
hold. Using the following, this case can be reduced to the one considered above.

Let us consider an arbitrary dynamic network N defined above and let the flow
be dumped into the network from the node v ∈ V at an arbitrary moment of time t,
different from the ordinary moment. We can reduce this problem to the problem in
which all of the flow is dumped into the network at the initial time by introducing
loops in all nodes from V , except the node v from which the flow is dumped into the
network at the time t. For such loops we attribute capacities ue(t) and transit times
which are equal to the time t. The cost functions are equal to 0 on these loops. So,
we can consider that all the flow is dumped in the network at the time t, which we
define as the initial time.
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The argumentation is the same when the flow is dumped in the network from
different nodes at different moments of time. Let t be the maximum of those mo-
ments. In this case we take t as the initial time and attribute capacities ue(t) and
transit times to loops constructed from all the nodes, except those that dump the
flow in the network at time t. The transit times are equal to the difference between
time t and the time when the flow from those nodes that generate loops is dumped
in the network. We consider the cost functions that are zero on such loops. So, we
reduce this problem to the one considered above where the whole flow is dumped
into the network at the initial moment of time.

Further we consider the variation of the dynamic network when the condition c)
in the definition of the demand function dv(t) doesn’t hold. We assume that after
time t = T there still is flow in the network, i.e. the following condition is true:

∑

t∈T

∑

v∈V

dv(t) ≥ 0.

We also can reduce this case to the initial one, using the following argumentation.

Let us consider an arbitrary dynamic network N defined above and let the flow
exist in the network after time t = T . We can reduce this problem to the problem
without flow in the network after an upper bound of time by the introduction of
an additional node v /∈ V and additional edges which are not contained in E. The
rest of the flow in the network is sent to the node v through the arcs which we just
introduced. We consider that these arcs have capacities ue(t) and specified limited
transit times and that the cost functions on these loops are zero. In such a way we
obtain the initial model of the dynamic network.

The next model of the dynamic network is the one when we allow flow storage
at the nodes. In this case we can reduce this dynamic network to the initial one by
introducing the loops in those nodes in which there is flow storage. For these loops
we attribute capacities ue(t), specified limited transit times, and zero cost functions.
The flow which was stored at the nodes passes through these loops. Accordingly, we
reduce this problem to the initial one.

The other variation of the dynamic network is the one when the cost functions
also depend on the flow at the nodes. In this case we can reduce this model of the
dynamic network to the initial one by introducing new arcs and attributing the cost
functions, which were defined in the nodes, capacities ue(t), and fixed transit times
to these arcs. Consequently, we obtain the initial model of the dynamic network.

The same reasoning to solve the minimum-cost flow network problem on the
dynamic networks and its generalization can be held in the case when, instead of the
condition (2) in the definition of the feasible dynamic flow, the following condition
takes place:

u1
e(t) ≤ xe(t) ≤ u2

e(t), ∀ t ∈ T, ∀ e ∈ E,

where u1
e(t) and u2

e(t) are lower and upper boundaries of the capacity of the edge e,
respectively.
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On check character systems over groups

G. Belyavskaya, A. Diordiev

Abstract. In this note we study check character systems (with one control symbol)
over groups (over abelian groups) and the check formula a1 ·δa2 ·δ

2
a3 · · · · ·δ

n
an+1 = e,

where e is the identity of a group, δ is an automorphism (a permutation) of a group.
For a group we consider strongly regular automorphisms (anti-automorphisms), their
connection with good automorphisms and establish necessary and sufficient conditions
in order that a system to be able to detect all single errors, transpositions, jump
transpositions, twin errors and jump twin errors simultaneously.

Mathematics subject classification: 20D45, 94B60.

Keywords and phrases: Group, abelian group, automorphism, complete mapping,
orthomorphism, code, check character system.

1 Introduction

A check character (or digit) system with one check digit is an error detecting
code over alphabet Q which arises by appending a check digit an+1 to every word
a1a2 . . . an ∈ Qn:

a1a2 . . . an → a1a2 . . . anan+1

by some rule.

The aim of using such a system is to discover transmission errors of certain
patterns. The examples used in praxis among others are the following:

the Universal Product Code (UPC),

the European Article Number (EAN) Code,

the International Book Number (ISBN) Code,

the system of the serial numbers of German banknotes.

Among the first publications with respect to these systems are articles of
W. Friedman and C. J. Mendelsohn [5], based on code-tables, and by R. Schauf-
fler [10] using algebraic structures. In his book [14] J. Verhoeff presented basic
results which were in use up to 1970. Later the article of A. Ecker and G. Poch [4]
was published where the group-theoretical background of the known methods was
explained and new codes were presented that stem from the theory of quasigroups.

c© G. Belyavskaya, A. Diordiev, 2004
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Empirical investigations of J. Verhoeff [14] and Beckley [2] show that single errors
(. . . a · · · → . . . b . . . ), i.e. errors in only one component of a code word, (adjacent)
transpositions (. . . ab · · · → . . . ba . . . ), jump transpositions (. . . acb · · · → . . . bca . . . ),
twin errors (. . . aa · · · → . . . bb . . . ) and jump twin errors (. . . aca · · · → . . . bcb . . . ) are
the most important errors made by human operators (see Table 8 in [8] of frequency
of these error types).

The control digit an+1 in a check character system can be calculated by different
check formulas (check equations) in some algebraic structure (a group, a loop, a
quasigroup). In the case of a group the most general check formula is the following

a1 · δ1a2 · δ2a3 · · · · · δnan+1 = e, (1)

where e is the identity of a group G, δ1, δ2, . . . , δn are some fixed permutations of
G. Such a system is called a system over a group and always detects any single
error. A survey of the known results concerning check character systems based on
quasigroups (loops, groups) one can find in [1].

Often, one chooses a fixed permutation δ of G and puts δi = δi for i = 1, 2, . . . , n.
Equation (1) then becomes

a1 · δa2 · δ
2a3 · · · · · δ

nan+1 = e. (2)

There are many publications on check character systems over groups with check
equation (2), detecting some error types or all of the pointed above error types.

We study check character systems over a finite group which detect all single
errors, transpositions, jump transpositions, twin errors and jump twin errors si-
multaneously using such concepts as a complete mapping, an orthomorphism, a
regular automorphism and a new concept of a strongly regular automorphism (anti-
automorphism) of a group. For any group we consider the case when δ from (2) is
an automorphism ( δ ∈ AutG) and reduce conditions for a good automorphism [3].
For an abelian group δ may be a permutation.

2 Good automorphisms and check character systems

over groups

Denote by S(G, δ) a check character system over a group G with check for-
mula (2), n > 4, where δ is a permutation on G.

According to the known results (see, for example, [11], Table 2) a system S(G, δ)
detects all single errors and all

a) transpositions if and only if x · δy 6= y · δx for all x, y ∈ G, x 6= y;

b) jump transpositions if and only if xy · δ2z 6= zy · δ2x for all x, y, z ∈ G, x 6= z;

c) twin errors if and only if x · δx 6= y · δy for all x, y ∈ G, x 6= y;

d) jump twin errors if and only if xy · δ2x 6= zy · δ2z for all x, y, z ∈ G, x 6= z.
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In Table of [3] sufficient (and necessary for n > 4) conditions on an automorphism
δ of a group G with the identity e for error detection are given. These conditions
we give in Table 1.

Table 1. Error detection for automorphism δ
Error types Conditions on δ (for all x, y ∈ G, x 6= e)

single errors none
transpositions δx 6= y−1xy

jump transpositions δ2x 6= y−1xy
twin errors δx 6= y−1x−1y

jump twin errors δ2x 6= y−1x−1y

If G is an abelian group, these conditions are, respectively, the following: δx 6= x,
δ2x 6= x, δx 6= Ix, δ2x 6= Ix, if x 6= e, where Ix = x−1: x · Ix = Ix · x = e.

A permutation δ satisfying the inequality x · δy 6= y · δx for all x, y ∈ G, x 6= y
is called anti-symmetric mapping of a group G.

Groups with anti-symmetric mappings (check character systems over them detect
all single errors and all transpositions according to condition a)) were studied in
many articles (see, for example, [6–8] and [11–13]).

In [3] check character systems S(G, δ) over a finite group G with an automor-
phism δ, which detect all considered above error types simultaneously, were studied
and the following concept of a good automorphism was introduced.

Definition 1 [3]. Let G be a finite group. An automorphism δ of G is called good if
δx is not conjugate to x or x−1 and δ2x is not conjugate to x or x−1 for all x ∈ G,
x 6= e.

In [3] it was also shown that there are many groups possessing a good automor-
phism. In particular, the following results were noted.

If G is abelian, then a good automorphism δ satisfies the conditions for detecting
transpositions, jump transpositions and twin errors if δ2 is regular (that is fixed point
free on G, the same δx 6= x, if x 6= e) and δ is good if δ4 is regular.

For any group G and an automorphism δ of odd order the condition δx 6= y−1xy
(for all x, y ∈ G, x 6= e) implies that δ is good.

The following statement is also useful.

Lemma 1 [3]. Let G be a p-group and δ ∈ AutG. Suppose gcd(o(δ), p(p − 1)) = 1
(o(δ) is the order of δ). Then δ is good if and only if it is fixed point free.

The conditions of Table 1 (the same the conditions of a good automorphism)
are sufficient and necessary for detection of all single errors, transpositions, jump
transpositions, twin errors and jump twin errors if n > 4 [3].

Thus, we have the following statement.

Proposition 1. A system S(G, δ) over a group G where δ ∈ AutG, detects all
single errors, transpositions, jump transpositions, twin errors and jump twin errors
if and only if the automorphism δ is good.
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3 Strongly regular automorphisms and check character

systems over groups

Now we introduce the following useful concept.

Definition 2. An automorphism ( an anti-automorphism) δ of a group G is called
strongly regular if

δ(xy) 6= yx

for all x, y ∈ G, y 6= Ix.

It is easy to see that a strongly regular automorphism (anti-automorphism) δ is
regular and δ−1 is also strongly regular.

In abelian groups the concepts of a regular automorphism and a strongly regular
automorphism coincide.

Recall that a complete mapping of a group G is a bijective mapping x → θx of
G onto G such that the mapping x → ηx defined by ηx = x · θx is again a bijective
mapping of G onto G.

A permutation α of G is called an orthomorphism of a group G, if the mapping
β : βx = x · Iαx is also a permutation of G [9].

According to [9] an automorphism α is an orthomorphism if and only if the
automorphism α is regular.

It is evident that if α is an orthomorphism, then Iα is a complete mapping and
conversely.

An automorphism is called complete if it is a complete mapping.

Proposition 2. Let G be a group, δ ∈ Aut G. Then the following statements are
equivalent:

(i) δx 6= y−1xy for all x, y ∈ G, x 6= e;

(ii) δ is strongly regular;

(iii) δ is anti-symmetric;

(iv) δ satisfies the inequality xy · δz 6= zy · δx for all x, y, z ∈ G, x 6= z.

Proof. (i)⇔(ii): let x 6= e, then δx 6= y−1xy
x⇄yx
⇐⇒ δ(yx) 6= y−1(yx)y = xy, if

y 6= Ix.

(ii)⇔(iii): let x 6= z, then x · δz 6= z · δx ⇐⇒ Iz · x 6= δx · Iδz = δx · δIz
z⇄Iz
⇐⇒

zx 6= δ(xz), if x 6= Iz, since Iδ = δI.

(iii)⇔(iv): let x 6= z, then x · δz 6= z · δx
x⇄xy, z⇄zy

⇐⇒ xy · δ(zy) 6= zy · δ(xy) ⇐⇒

xy · δz 6= zy · δx, if x 6= z , since δ ∈ AutG. �

Proposition 3. Let G be a finite group, δ ∈ AutG. Then the following statements
are equivalent:

(i) δx 6= y−1x−1y for all x, y ∈ G, x 6= e;
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(ii) the anti-automorphism Iδ is strongly regular;

(iii) δ is a complete mapping;

(iv) δ satisfies the inequality xy · δx 6= zy · δz for all x, y, z ∈ G, x 6= z.

Proof. (i)⇔(ii): let x 6= e, then δx 6= y−1x−1y
x⇄yx−1

⇐⇒ δ(yx−1) 6= y−1(xy−1)y =

y−1x = I(x−1y)
x⇄Ix
⇐⇒ δ(yx) 6= I(xy) ⇐⇒ Iδ(yx) 6= xy, if y 6= Ix.

(ii)⇔(iii): let x 6= Iy, Iδ(yx) 6= xy ⇐⇒ δ(yx) 6= I(xy)
x⇄Ix
⇐⇒ δy · δIx 6= Iy ·x ⇐⇒

y · δy 6= x · δx, if x 6= y, since δI = Iδ. Thus, δ is a complete automorphism, since
G is a finite group.

(iii)⇔(iv): let x 6= z, then x · δx 6= z · δz
x⇄xy, z⇄zy

⇐⇒ xy · δ(xy) 6= zy · δ(zy) ⇐⇒

xy · δx 6= zy · δz, since x 6= z and δ ∈ AutG. �

Proposition 4. An automorphism δ (anti-automorphism Iδ) of a finite group G is
strongly regular if and only if δ (Iδ) is regular on the conjugacy classes of G (that
is it does not fix any conjugacy class of G\{e}).

Proof. By Proposition 2 an automorphism δ is strongly regular if and only if δ is
anti-symmetric. But by Proposition 4.3 of [11] δ is anti-symmetric if and only if it
does not fix any conjugacy class H 6= {e} of G.

According to Proposition 3 the anti-automorphism Iδ is strongly regular if and
only if δx 6= y−1x−1y or Iδx 6= y−1xy if x 6= e for all x, y ∈ G. It means that
IδH 6= H for any conjugacy class H of G if H 6= {e} (that is the anti-automorphism
Iδ is regular on the conjugacy classes, since it maps a class in a class). �

Proposition 5. Let δ ∈ AutG and δ2 be a strongly regular automorphism of a finite
group G. Then the automorphism δ and the anti-automorphism Iδ are also strongly
regular.

Proof. Let an automorphism δ2 be strongly regular, then by Proposition 4 δ2H 6= H
for any conjugacy class of G if H 6= {e}. From this it follows that δH 6= H and
δH 6= IH (otherwise, δ2H = δ(δH) = δ(IH) = IδH = I2H = H, contradiction) if
H 6= {e}.

Thus, according to Proposition 4 δ and Iδ are strongly regular. �

Note that this proposition means that from anti-symmetry of δ2 anti-symmetry
and completeness of δ follows (see Proposition 2 and Proposition 3).

Theorem 1. An automorphism δ of a finite group G is good if and only if the
automorphism δ2 and the anti-automorphism Iδ2 are strongly regular.

Proof. The conditions of Definition 1 mean that an automorphism δ is good if
and only if δx 6= y−1xy, δx 6= y−1x−1y, δ2x 6= y−1xy and δ2x 6= y−1x−1y for all
x, y ∈ G , x 6= e or δH 6= H, δH 6= IH, δ2H 6= H and δ2H 6= IH respectively for
any conjugacy class H of G, H 6= {e}.
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Taking into account Proposition 4 for the automorphisms δ and δ2 (for the anti-
automorphisms Iδ and Iδ2) we obtain that an automorphism δ of G is good if and
only if δ, Iδ, δ2 and Iδ2 are strongly regular. Now use Proposition 5. �

Thus, the first two from four conditions of Definition 1 of a good automorphism
are unnecessary.

From Proposition 1 and Theorem 1 it follows

Corollary 1. A check character system S(G, δ) over a finite group G with δ ∈ AutG
detects all single errors, transpositions, jump transpositions, twin errors and jump
twin errors if and only if the automorphism δ2 and the anti-automorphism Iδ2 are
strongly regular.

By Proposition 2 (Proposition 3) δ2 (Iδ2) is a strongly regular automorphism
(anti-automorphism) if and only if δ2 is anti-symmetric (δ2 is complete). So we
obtain the following

Corollary 2. A system S(G, δ) over a finite group G with δ ∈ AutG detects all
five error types considered above if and only if δ2 is an anti-symmetric and complete
mapping.

Corollary 3. A system S(G, δ) over a finite abelian group with δ ∈ AutG detects
all five error types considered above if and only if δ2 is an orthomorphism and a
complete mapping.

Indeed, in this case the automorphism δ2 is anti-symmetric if and only if it is
regular (by Proposition 2 for δ2), that is δ2 is an orthomorphism.

As it was remarked after Definition 1 an automorphism δ of an abelian group
admits to detect single errors, transpositions, jump transpositions and twin errors
if δ2 is fixed point free (that is regular).

Now consider check character systems S(G, δ) over a finite abelian group G where
δ is a permutation on G (δ ∈ SG).

Theorem 2. A check character system S(G, δ) over a finite abelian group G with
δ ∈ SG detects all single errors, transpositions, jump transpositions, twin errors
and jump twin errors if and only if the permutations δ and δ2 are orthomorphisms
and complete mappings (that is all permutations δ, δ2, Iδ and Iδ2 are complete
mappings).

Proof. In an abelian group G we have from conditions a) – b) in the beginning of
section 2:

x · δy 6= y · δx ⇐⇒ x · Iδx 6= y · Iδy

for all x 6= y, that is δ is an orthomorphism;

xy · δ2z 6= zy · δ2x ⇐⇒ x · δ2z 6= z · δ2x ⇐⇒ x · Iδ2x 6= z · Iδ2z

for all x 6= z, that is δ2 is an orthomorphism.
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Condition c) means that δ is a complete mapping; for codition d) we have

xy · δ2x 6= zyδ2z ⇐⇒ x · δ2x 6= z · δ2z

for all x 6= z, that is δ2 is a complete mapping. �

According to Theorem 2.3 of [11] a finite abelian group G admits a complete
mapping if and only if G has odd order or contains more than one involution (that
is an element a ∈ G, a 6= e such that a2 = e), so we have from Theorem 2 the
following

Corollary 4. A check character system S(G, δ) over an abelian group (with one
involution) and δ ∈ SG is not able to detect all transpositions (jump transpositions,
twin errors or jump twin errors).

Example. Consider the abelian group Z3
2 = Z2×Z2×Z2 of order 8. Its Cayley Table

is given in Table 2. In this group the permutation I is the identity permutation, so
each complete mapping is an orthomorphism and conversely. According to [9] in Z3

2

there are 48 regular automorphisms (that is orthomorphisms) which enter in eight
subgroups of order 7. As computer research has shown one of such subgroups is the
following:

ε = (0 1 2 3 4 5 6 7), δ0 = (0 2 6 5 3 7 4 1), δ2
0 = (0 6 4 7 5 1 3 2),

δ3
0 = (0 4 3 1 7 2 5 6), δ4

0 = (0 3 5 2 1 6 7 4), δ5
0 = (0 5 7 6 2 4 1 3), δ6

0 = (0 7 1 4 6 3 2 5).

We do not write the first row of permutations in the natural order.

Table 2. Z3
2 = Z2 × Z2 × Z2.

0 1 2 3 4 5 6 7

0 0 1 2 3 4 5 6 7
1 1 0 4 5 2 3 7 6
2 2 4 0 6 1 7 3 5
3 3 5 6 0 7 1 2 4
4 4 2 1 7 0 6 5 3
5 5 3 7 1 6 0 4 2
6 6 7 3 2 5 4 0 1
7 7 6 5 4 3 2 1 0

By Corollary 3 (or Theorem 2) each of six systems S(Z3
2 , δ), where δ is one of

these automorphisms, δ 6= ε, detects all single errors, transpositions, jump transpo-
sitions, twin errors and jump twin errors.
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[10] Schauffler R. Über die Bilding von Codewörtern. Arch. Electr. Übertragung, 1957, N 10(7),
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Chişinău, MD-2028
Moldova
E-mail: gbel@math.md

Received November 11, 2004



BULETINUL ACADEMIEI DE ŞTIINŢE
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GL(2, R)-orbits of the polynomial sistems

of differential equations

Angela Păşcanu, Alexandru Şubă

Abstract. In this work we study the orbits of the polynomial systems ẋ = P (x1, x2),
ẋ = Q(x1, x2) by the action of the group of linear transformations GL(2, R). It is
shown that there are not polynomial systems with the dimension of GL-orbits equal
to one and there exist GL-orbits of the dimension zero only for linear systems. On
the basis of the dimension of GL-orbits the classification of polynomial systems with a
singular point O(0, 0) with real and distinct eigenvalues is obtained. It is proved that
on GL-orbits of the dimension less than four these systems are Darboux integrable.

Mathematics subject classification: 34C05, 58F14.
Keywords and phrases: Polynomial differential system, GL(2, R)-orbit, resonance,
integrability.

1 Center-affine transformations

Consider the polynomial system

ẋ1 =
n
∑

k=0

Pk(x1, x2), ẋ2 =
n
∑

k=0

Qk(x1, x2), (1)

where Pk, Qk are homogeneous polynomial of degree k:

Pk =
∑

i+j=k

aijx
i
1x

j

2
, Qk =

∑

i+j=k

bijx
i
1x

j

2
. (2)

Denote by E the space of coefficients

a = (a00, a10, a01, a20, a11, a02, a30, ..., a0n; b00, b10, b01, b20, b11, b02, b30, ..., b0n)

of system (1) and by GL(2,R) the group of center-affine transformations of the
phase space Ox, x = (x1, x2). Applying in (1) the transformation X = qx, where
X = (X1,X2), q ∈ GL(2, R), i.e.

q =

(

α β
γ δ

)

; α, β, γ, δ ∈ R, ∆ = det(q) 6= 0, q−1 =
1

∆

(

δ −β
−γ α

)

, (3)

we obtain the system

Ẋ1 =

n
∑

k=0

P ∗

k (X1,X2), Ẋ2 =

n
∑

k=0

Q∗

k(X1,X2), (4)

c© A. Păşcanu, A. Şubă, 2004
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26 A. PĂŞCANU, A. ŞUBĂ

where
P ∗

k
= α · Pk(q

−1x) + β ·Qk(q
−1x) =

∑

i+j=k

a∗
ij
Xi

1X
j

2
,

Q∗

k
= γ · Pk(q

−1x) + δ ·Qk(q
−1x) =

∑

i+j=k

b∗
ij
Xi

1X
j

2
.

(5)

Remark 1. It is easy to see from (5) that every transformation q ∈ GL(2, R) acts
separately on the homogeneities of the same order from (1).

The coefficients a∗ of system (4) can be expressed linearly by the coefficients of
system (1): a∗ = L(q)(a), detL(q) 6= 0. The set L = {L(q)|q ∈ GL(2, R)} forms a
4-parameter group with the operation of composition. L is called the representation
of the group GL(2, R) of center-affine transformations of the phase space Ox in the
space of coefficients E of system (1).

Let a ∈ E. A set L(a) = {L(q)(a)|q ∈ GL(2, R)} is called the GL-orbit of the
point a or of the differential system (1) corresponding to this point.

2 Monoparametric transformations

Consider the function g : R×E → E such that for every τ ∈ R the transformation
gτ : E → E, where gτ (a) = g(τ, a), a ∈ E, is a diffeomorphism. We say that
(E, {gτ

}) is a differentiable flow if:
1) g0 = id;
2) gτ+s = gτgs

∀τ, s ∈ R;

3) (gτ )−1 = g−τ
∀τ ∈ R;

4) g : R× E → E is a differentiable function.
By [1], [6] the 4-parameter transformation q (see(3)) can be represented as a

product of four monoparametric transformations:

qα∗
1 =

(

α∗

1 0
0 1

)

, qα2 =

(

1 α2

0 1

)

, qα3 =

(

1 0
α3 1

)

, qα∗
4 =

(

1 0
0 α∗

4

)

,

where α∗

1, α
∗

4 ∈ R\{0}; α2, α3 ∈ R. Denote

qα1 =

(

eα1 0
0 1

)

, qα4 =

(

1 0
0 eα4

)

, α1, α4 ∈ R;

Ll = L(qα
l ), l = 1, 4; L∗

1 = L“

q
α
∗
1

”, L∗

4 = L“

q
α
∗
4

”.

To every group of monoparametric transformations qαl , l = 1, 4; qα∗
1 , qα∗

4 of the
phase space Ox corresponds a system of the form (4) with a∗

ij
, b∗

ij
, respectively.

It is easy to verify that (E, {L(qα
l )}), l = 1, 4, are differential flows. They define

in E the following systems of linear equations

da

dαl

=
(dLl(a)

dαl

)

∣

∣

∣

∣

αl=0

, l = 1, 4, (6)
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or in coordinates

qα1 :























daij

dαl

=
(

da∗
ij

dαl

)

∣

∣

∣

∣

αl=0

≡ Al
ij

(a),

dbij

dαl

=
(

db∗
ij

dαl

)

∣

∣

∣

∣

αl=0

≡ Bl
ij
(a), l = 1, 4.

i+ j = 0, n;

(7)

In the cases l = 1 and l = 4 the matrix of coefficients of the system (7) is
diagonal. Indeed, in these cases we have

A1
ij

(a) = (1 − i)aij , B1
ij
(a) = −ibij ,

A4
ij

(a) = −jaij , B4
ij
(a) = (1 − j)bij .

(8)

Note that (E, {L
(q

α
∗
1 )
}) and (E, {L

(q
α
∗
4 )
}) are not flows.

Consider the systems

qα∗
1 :

da

dα∗

l

=
(dL∗

l
(a)

dα∗

l

)

∣

∣

∣

∣

α∗
l
=1

, l = 1, 4. (9)

Remark 2. The system ((9), l = 1) (((9), l = 4)) coincides with the system
((6), l = 1) (((6), l = 4)).

The vector fields

Vl =

n
∑

i+j=0

Al
ij(a)

∂

∂aij

+Bl
ij(a)

∂

∂bij
, l = 1, 4,

generate a Lie algebra. By [5], [7], [6] the dimension of orbit O(a) is equal with
the dimension of this algebra, i.e. with the rank of a matrix M composed from the
coordinates of vectors Vl, l = 1, 4.

3 The orbits of dimension zero

Consider the homogeneous system

ẋ1 = Pk(x1, x2), ẋ2 = Qk(x1, x2), (10)

where 0 ≤ k ≤ n and Pk, Qk are given in (2). For (10) we have the vector fields

Wl =
∑

i+j=k

Al
ij(a)

∂

∂aij

+Bl
ij(a)

∂

∂bij
, l = 1, 4. (11)

Denote by Mk the matrix of dimension 4× (2k + 2) composed from the coordinates
of vectors (11). For example,

M0 =









a00 0
b00 0
0 a00

0 b00









,M1 =









0 a01 −b10 0
b10 b01 − a10 0 −b10
−a01 0 a10 − b01 a01

0 −a01 b10 0









. (12)



28 A. PĂŞCANU, A. ŞUBĂ

We have M = (M0,M1, . . . ,Mn) and therefore

rankM ≥ rankMk, k = 0, n. (13)

Hence, the dimension of orbits of system (10) does not exceed the dimension of
orbits of the corresponding system (1).

In the work [6], in each of the cases k = 0, 1, 2, 3 the systems (10) are classified
in dependence of the dimension of orbits O(a). So, it is shown that if k = 0, 2 or 3,
then dimO(a) = 0 if and only if Pk ≡ 0, Qk ≡ 0 and in the case k = 1 the dimension
of O(a) orbit is equal to zero if and only if the following conditions are satisfied

a10 − b01 = a01 = b10 = 0. (14)

Lemma 1. In the case k 6= 1 the dimension of O(a) orbit of the system (10) is
equal to zero if and only if Pk ≡ 0, Qk ≡ 0.

Proof. Assume k 6= 1. The orbit O(a) of system (10) has the dimension zero if
and only if a is at the same time a singular point for systems (7), l = 1, 4, i.e.
Al

ij
(a) = Bl

ij
(a) = 0, ∀i + j = k, l = 1, 4. From here, j = k − i and (8) we have

that

(1 − i)ai,k−i = ibi,k−i = 0, i = 0, k; (15)

(k − i)ai,k−i = (k − i− 1)bi,k−i = 0, i = 0, k. (16)

From (15) and k 6= 1 it follows that ai,k−i = 0, ∀i 6= 1 and bi,k−i = 0, ∀i 6= 0, but
from (16) we also obtain that a1,k−1 = b0k = 0. Therefore, Pk ≡ 0, Qk ≡ 0. �

According to (13), Lemma 1 and (14) we have

Theorem 1. The polynomial system (1) has the dimension of GL-orbit equal to
zero if and only if it is of the form ẋ1 = bx1, ẋ2 = bx2, b = const.

4 The absence of orbits of the dimension one

We consider system (10). In [6], it is shown that in the cases k = 0, 1, 2, 3,
the orbits of system (10) have the dimensions not equal to one. We bring here our
proof of this fact establishing simultaneously that every two-dimensional polynomial
system possesses this property. By Theorem 1, we shall assume that Pk 6≡ 0 or
Qk 6≡ 0 and if k = 1, then a10 6= b01 or |a01| + |b10| 6= 0. From these conditions
immediately follows that rankM0 = 2 and rankM1 ≥ 2 (see(12)).

Next we consider k ≥ 2 and Pk 6≡ 0. Let, for example, aν,k−ν 6= 0, where ν is
equal to one of the numbers 0, 1, 2, . . . , k. We will show that the matrix Mk has
at least one non–zero minor of the second order. Let us assume the contrary, i.e.
all the second order minors of Mk are equal to zero. For the beginning, we will
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examine the following minors constructed from the coordinates of vectors W1 and
W4 (see(11),(8)):

∆1
ν,i

=

∣

∣

∣

∣

(1 − ν)aν,k−ν (1 − i)ai,k−i

(ν − k)aν,k−ν (i− k)ai,k−i

∣

∣

∣

∣

=

= (k − 1)(ν − i)aν,k−νai,k−i, i 6= ν;

∆2
ν,i

=

∣

∣

∣

∣

(1 − ν)aν,k−ν −ibi,k−i

(ν − k)aν,k−ν (1 − k + i)bi,k−i

∣

∣

∣

∣

=

= (k − 1)(ν − i− 1)aν,k−νbi,k−i, i = 0, k.

(17)

From ∆1
ν,i

= 0 it follows that ai,k−i = 0, ∀i 6= ν and from ∆2
ν,i

= 0 we have that
bi,k−i = 0, ∀i if ν = 0, and that bi,k−i = 0, ∀i 6= ν − 1 if ν ≥ 1. Hence, the system
(10) can have one of the forms

ẋ1 = a0,kx
k
2 , ẋ2 = 0, a0,k 6= 0; (18)

ẋ1 = aν,k−νx
ν

1x
k−ν

2
, ẋ2 = bν−1,k−ν+1x

ν−1
1

xk−ν+1
2

, aν,k−ν 6= 0. (19)

For (18) we have W1 = a0,k
∂

∂a0,k

and determine W3. To this end we apply in (18)

the transformation of coordinates qα3 : X1 = x1, X2 = α3x1 + x2 :

Ẋ1 = ẋ1 = a0,kx
k
2 = a0,k(X2 − α3X1)

k = a0,kX
k
2 − kα3a0,kX1X

k−1

2
+ o(α3),

Ẋ2 = α3ẋ1 + ẋ2 = α3a0,kx
k
2 = α3a0,k(X2 − α3X1)

k = α3a0,kX
k
2 + o(α3).

Hence, W3 = −ka0,k
∂

∂a1,k−1
+ a0,k

∂

∂b0,k

and the minor

∣

∣

∣

∣

a0,k 0
0 a0,k

∣

∣

∣

∣

6= 0. The last

inequality contradicts the assumption that all the second order minors of the matrix
Mk are null.

We consider in (19) ν = 1. We have W4 = (1−k)
(

a1,k−1
∂

∂a1,k−1
+ b0,k

∂

∂b0,k

)

. Let

us calculate W3:

Ẋ1 = ẋ1 = a1,k−1x1x
k−1
2

= a1,k−1X1(X2 − α3X1)
k−1 = a1,k−1X1X

k−1
2

+

+(1 − k)α3a1,k−1X
2
1X

k−2

2
+ o(α3),

Ẋ2 = α3ẋ1 + ẋ2 = α3a1,k−1x1x
k−1

2
+ b0,kx

k
2 = α3a1,k−1X1(X2 − α3X1)

k−1+

+b0,k(X2 − α3X1)
k = b0,kX

k
2 + α3(a1,k−1 − kb0,k)X1X

k−1

2
+ o(α3).

Hence, W3 = (1 − k)a1,k−1
∂

∂a2,k−2
+ (a1,k−1 − kb0,k)

∂

∂b1,k−1
and

∣

∣

∣

∣

(1 − k)a1,k−1 0
0 (1 − k)a1,k−1

∣

∣

∣

∣

6= 0. We obtain contradiction.

Let us investigate now the case when in (19) ν ≥ 2. We have

W1 = (1 − ν)aν,k−ν

∂

∂aν,k−ν

+ (ν − k − 1)bν−1,k−ν+1

∂

∂bν−1,k−ν+1

. (20)
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Taking in (19) the transformation qα2 : X1 = x1 + α2x2, X2 = x2 we obtain:

Ẋ1 = ẋ1 + α2ẋ2 = aν,k−νx
ν
1x

k−ν

2
+ α2bν−1,k−ν+1x

ν−1
1

xk−ν+1
2

=

= (X1 − α2X2)
ν−1Xk−ν

2
[aν,k−νX1 + α2(bν−1,k−ν+1 − aν,k−ν)X2] =

= aν,k−νX
ν
1X

k−ν

2
+ α2(bν−1,k−ν+1 − νaν,k−ν)X

ν−1

1
Xk−ν+1

2
+ o(α2),

Ẋ2 = ẋ2 = bν−1,k−ν+1x
ν−1
1

xk−ν+1
2

= bν−1,k−ν+1(X1 − α2X2)
ν−1Xk−ν+1

2
=

= bν−1,k−ν+1X
ν−1
1

Xk−ν+1
2

+ α2(1 − ν)bν−1,k−ν+1X
ν−2
1

Xk−ν+2
2

+ o(α2).

From here it follows that

W2 = (bν−1,k−ν+1 − νaν,k−ν)
∂

∂aν−1,k−ν+1

+ (1 − ν)bν−1,k−ν+1

∂

∂bν−2,k−ν+2

.

Taking into account that ν ≥ 2 and that aν,k−ν 6= 0, the following two minors
consisting of the coordinates of the vectors (20) and W2:

∣

∣

∣

∣

(1 − ν)aν,k−ν 0
0 (1 − ν)bν−1,k−ν+1

∣

∣

∣

∣

,

∣

∣

∣

∣

(1 − ν)aν,k−ν 0
0 bν−1,k−ν+1 − νaν,k−ν

∣

∣

∣

∣

can not be equal to zero simultaneously.

Hence, we proved that when Pk 6≡ 0 the dimension of every orbit of the system
(10) can not be equal to one. The case Qk 6≡ 0 can be reduced to the case Pk 6≡ 0 if
we change in (10) the variables x1 and x2.

From Theorem 1, the inequality (13) and from what has been said above in this
section, the following conclusion may be drawn

Theorem 2. The dimension of GL-orbit of every polynomial system (1) is not equal
to one.

It is easy to check that the matrix M1 from (12) can have the rank at most two.
This fact, Theorems 1 and 2 lead to

Theorem 3. The dimension of the GL-orbit of the linear system ẋ1 = a10x1+a01x2,
ẋ2 = b10x1 + b01x2 is equal to zero if and only if a10 − b01 = a01 = b10 = 0 and is
two in other cases.

Let us consider the system

ẋ1 = a20x
2
1 + a11x1x2 + a02x

2
2, ẋ2 = b20x

2
1 + b11x1x2 + b02x

2
2.

Its matrix consists of the coordinates of vectors Xl, 1, 4, and is of the form

M2 =









−a20 0 a02 −2b20 −b11 0
b20 b11 − 2a20 b02 − a11 0 −2b20 −b11
−a11 −2a02 0 a20 − b11 a11 − 2b02 a02

0 −a11 −2a02 b20 0 −b02









. (21)
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It is easy to see that for the system ẋ1 = 0, ẋ2 = x1x2 the rank of the matrix
M2 is equal to three, and for the system ẋ1 = x2

2, ẋ2 = x2
1 + x1x2 we have that

rankM2 = 4.
From here, Theorems 1, 2, 3 and the inequality (13), follows

Lemma 2. If the right–hand sides of system (1) have at least one nonlinear term,
then the dimension of the GL-orbit is equal to two, three or four.

Next, this work is dedicated to the classification of systems (1) with a singular
point (0, 0) with real and distinct eigenvalues λ1 and λ2, i.e.

λ1, λ2 ∈ R, λ1 6= λ2, (22)

in dependence of the dimension of GL-orbits.
In this case P0 ≡ 0, Q0 ≡ 0 and according to [2] by transformation of coordinates

q ∈ GL(2, R), the system (1) can be brought to the form

ẋ1 = λ1x1 +
n
∑

k=2

Pk(x1, x2), ẋ2 = λ2x2 +
n
∑

k=2

Qk(x1, x2). (23)

In (23) the notations (2) of the homogeneities Pk, Qk, k = 2, n, were preserved.
From (12) we have that for (23): rankM1 = 2. From here and (13) it follows that
the dimension of every GL-orbits of system (23) with conditions (22) can be equal
to two, three or four.

5 The GL-orbits of system (23) of the dimension two

We consider the system

ẋ1 = λ1x1 + Pk(x1, x2), ẋ2 = λ2x2 +Qk(x1, x2), (24)

where λ1, λ2 verify (22) and 2 ≤ k ≤ n. In (24) the polynomials Pk, Qk coincide
with the polynomials Pk and Qk, respectively, from (23). Evidently holds

Remark 3. The dimension of every GL-orbit of system (23) is not smaller than
the corresponding dimension of GL-orbit of system (24).

From (12) and (8) we have that for (24) the matrix M = (M1,Mk) consisting of
coordinates of vectors Vl, l = 1, 4, after some elementary transformations takes the
form

M ∼









0 0 0 0 (1 − k)ak,0 (2 − k)ak−1,1 . . .
0 1 0 0 0 0 . . .
0 0 1 0 0 0 . . .
0 0 0 0 0 −ak−1,1 . . .

. . . −b1,k−1 0

. . . 0 0

. . . 0 0

. . . (2 − k)b1,k−1 (1 − k)b0,k









. (25)
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Consider the minors of the third order of the matrix (25):

∣

∣

∣

∣

∣

∣

0 0 (1 − i)aij

1 0 0
0 1 0

∣

∣

∣

∣

∣

∣

,

∣

∣

∣

∣

∣

∣

0 0 −ibij
1 0 0
0 1 0

∣

∣

∣

∣

∣

∣

,

∣

∣

∣

∣

∣

∣

1 0 0
0 1 0
0 0 −jaij

∣

∣

∣

∣

∣

∣

,

∣

∣

∣

∣

∣

∣

1 0 0
0 1 0
0 0 (1 − j)bij

∣

∣

∣

∣

∣

∣

,

i + j = k, we observe that they are simultaneously equal to zero if and only if
aij = bij = 0, ∀i+ j = k. From here, Remark 3 and Theorem 3, follows

Lemma 3. The dimension of the GL-orbit of system (23) with conditions (22) is
equal to two if and only if Pk ≡ 0, Qk ≡ 0, ∀k ≥ 2.

Next, taking into account this lemma and Remark 1, we obtain

Theorem 4. Let the origin O(0, 0) be a singular point of (1) with real and distinct
eigenvalues. Then the GL-orbit of system (1) has the dimension equal to two if and
only if Pk ≡ 0, Qk ≡ 0, ∀k ≥ 2.

6 The GL-orbits of system (23) of the dimension three

In this section we shall distinguish those systems of the form (23), (22) which
have the dimension of the GL-orbit equal to three. Reasoning as above, we shall
consider system (24). From (25) we have that rankM = 2 + rankM̃k, where

M̃k =

(

(1 − k)ak,0 (2 − k)ak−1,1 . . . −b1,k−1 0
0 −ak−1,1 . . . (2 − k)b1,k−1 (1 − k)b0k

)

. (26)

The minors of the second order from (17) of the matrix M̃k are ∆1
ν,i
, ∆2

ν,i
and

∆3
ν,i =

∣

∣

∣

∣

−νbν,k−ν −ibi,k−i

(1 + ν − k)bν,k−ν (1 + i− k)bi,k−i

∣

∣

∣

∣

= (k − 1)(ν − i)bν,k−νbi,k−i, i 6= ν

(see (8)). If a0,k 6= 0 (b0,k 6= 0), then from ∆1
0,i

= 0, i = 1, k (∆3
k,i

= 0, i = 0, k − 1)

it follows that ai,k−i = 0 (bi,k−i = 0), and from ∆2
0,i

= 0 (∆2
i,k

= 0), i = 0, k, we
have that (bi,k−i = 0) (ai,k−i = 0). In these cases the system (24) looks as

Sn(k : 1) : ẋ1 = λ1x1 + a0,kx
k
2 , ẋ2 = λ2x2, a0,k 6= 0 (k ≥ 2); (27)

Sn(1 : k) : ẋ1 = λ1x1, ẋ2 = λ2x2 + bk,0x
k
1, bk,0 6= 0 (k ≥ 2). (28)

We suppose now that aν,k−ν 6= 0 (bν−1,k−ν+1 6= 0) for a certain ν ∈ {1, 2, ..., k}.
From ∆1

ν,i
= 0 (∆3

ν,i
= 0), i 6= ν, and ∆2

ν,i
= 0 (∆2

i,ν
= 0), i 6= ν − 1, it results that

ai,k−i = 0, ∀i 6= ν, and bi,k−i = 0, ∀i 6= ν − 1. These cases lead us to the systems















ẋ1 = x1

(

λ1 + aν,k−νx
ν−1
1

xk−ν

2

)

,

ẋ2 = x2

(

λ2 + bν−1,k−ν+1x
ν−1
1

xk−ν

2

)

, ν = 1, k.

|aν,k−ν| + |bν−1,k−ν+1| 6= 0;

(29)
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Hence, is proved

Lemma 4. The GL-orbit of system (24) has the dimension equal to three if and
only if it has one of the forms (27)–(29).

In passing, we will examine the system (23). As usual, by M we will denote the
matrix consisting of coordinates of the vectors Vl, j = 1, 4, corresponding to system
(23), and by M̃ the matrix (M̃2, M̃3, . . . , M̃n), where M̃k, k = 2, n, are given in (26).
Evidently,

rankM = 2 + rankM̃ ≥ 2 + rankM̃k, k = 2, n. (30)

If rankM = 3, then from (30) it follows that there exist k : 2 ≤ k ≤ n such that
rankM̃k = 1. Hence

|Pk(x1, x2)| + |Qk(x1, x2)| 6≡ 0. (31)

In the case if Pj ≡ 0, Qj ≡ 0, ∀j 6= k, 2 ≤ j ≤ n, apply Lemma 4. Suppose
that together with homogeneities of order k, the right–hand sides of system (23)
contain also and homogeneities of other order, for example, of order l, where l 6= k,
2 ≤ l ≤ n. Hence

|Pl(x1, x2)| + |Ql(x1, x2)| 6≡ 0. (32)

The condition rankM̃k = rankM̃l = 1 implies that both Pk, Qk and Pl, Ql have
the form like the right-hand sides of one of systems (27)–(29). In the case Pl, Ql in
(27)–(29) we substitute l for k.

Let Pk = a0,kx
k
2, a0,k 6= 0 and Qk ≡ 0. The following minors of the matrix M̃ :

∣

∣

∣

∣

a0,k (1 − µ)aµ,l−µ

−ka0,k (µ− l)aµ,l−µ

∣

∣

∣

∣

= [1 − l + (1 − µ)(k − 1)]a0,kaµ,l−µ,

∣

∣

∣

∣

a0,k −µbµ,l−µ

−ka0,k (1 + µ− l)bµ,l−µ

∣

∣

∣

∣

= [1 − l + µ(k − 1)]a0,kbµ,l−µ,

0 ≤ µ ≤ l, are simultaneously equal to zero if and only if aµ,l−µ = bµ,l−µ = 0,
µ = 0, l, that is when Pl ≡ 0, Ql ≡ 0, contradicting to (32).

Similarly, through examination of the minors

∣

∣

∣

∣

−kbk,0 (1 − µ)aµ,l−µ

bk,0 (µ− l)aµ,l−µ

∣

∣

∣

∣

,

∣

∣

∣

∣

−kbk,0 −µbµ,l−µ

bk,0 (1 + µ− l)bµ,l−µ

∣

∣

∣

∣

,

it is shown that the case Pk ≡ 0, Qk = bk,0x
k
1 , bk,0 6= 0 is not realized in the

condition (32).

Taking into account Lemmas 3, 4 and the conditions (31), (32), it remains to
investigate the case when

Pk = aν,k−νx
ν
1x

k−ν

2
, Qk = bν−1,k−ν+1x

ν−1
1

xk−ν+1
2

, Pl = aµ,l−µx
µ

1
xl−µ

2
,

Ql = bµ−1,l−µ+1x
µ−1

1
xl−µ+1

2
, 1 ≤ ν ≤ k, 1 ≤ µ ≤ l.
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We consider the minors:

Ω1
ν,µ =

∣

∣

∣

∣

(1 − ν)aν,k−ν (1 − µ)aµ,l−µ

(ν − k)aν,k−ν (µ− l)aµ,l−µ

∣

∣

∣

∣

= ων,µaν,k−νaµ,l−µ,

Ω2
ν,µ =

∣

∣

∣

∣

(1 − ν)aν,k−ν (1 − µ)bµ−1,l−µ+1

(ν − k)aν,k−ν (µ− l)bµ−1,l−µ+1

∣

∣

∣

∣

= ων,µaν,k−νbµ−1,l−µ+1,

Ω3
ν,µ =

∣

∣

∣

∣

(1 − ν)bν−1,k−ν+1 (1 − µ)bµ−1,l−µ+1

(ν − k)bν−1,k−ν+1 (µ− l)bµ−1,l−µ+1

∣

∣

∣

∣

= ων,µbν−1,k−ν+1bµ−1,l−µ+1,

where ων,µ = (ν − 1)(l − 1) − (µ− 1)(k − 1), 1 ≤ ν ≤ k, and 1 ≤ µ ≤ l. Evidently,
ω1,1 = ωk,l = 0.

If ν = 1 (ν = k), then from (31) and (32) it follows that the equalities Ω1
1,µ =

Ω2
1,µ

= Ω3
1,µ

= 0 hold if and only if µ = 1 (µ = l). Hence, the dimension of the
GL-orbit of each of the systems

Sn(λ1 : 0) :















ẋ1 = x1

(

λ1 +
∑

n−1

j=1
a1,jx

j

2

)

,

ẋ2 = x2

(

λ2 +
∑

n−1

j=1
b0,j+1x

j

2

)

,
∑

n−1

j=1
|a1,j| + |b0,j+1| 6= 0;

(33)

Sn(0 : λ2) :















ẋ1 = x1

(

λ1 +
∑

n−1

j=1
aj+1,0x

j

1

)

,

ẋ2 = x2

(

λ2 +
∑

n−1

j=1
bj,1x

j

1

)

,
∑

n−1

j=1
|aj+1,0| + |bj,1| 6= 0,

(34)

is equal to three.

Next, suppose that 2 ≤ ν ≤ k − 1, 2 ≤ µ ≤ l − 1. From (31), (32) and Ωj
ν,µ = 0,

j = 1, 3, it follows that ων,µ = 0, Therefore, we have that l−1

µ−1
= k−1

ν−1
> 1. Hence,

there exist integer positive numbers p, q, i, j such that

(p, q) = 1, k = (p+ q)i+ 1, ν = qi+ 1, l = (p + q)j + 1, µ = qj + 1.

Hence, for any natural reciprocal prim numbers p and q, the system

Sn(p : −q) :



































ẋ1 = x1

[

λ1 +
n∗
∑

i=1

aqi+1,pi

(

xq

1
xp

2

)i
]

,

ẋ2 = x2

[

λ2 +
n∗
∑

i=1

bqi,pi+1

(

xq

1
xp

2

)i
]

,

n∗
∑

i=1

|aqi+1,pi| + |bqi,pi+1| 6= 0, (p, q) = 1,

(35)

where n∗ =
[

n−1

p+q

]

, has the dimension of the GL-orbit equal to three.

Hence, is proved
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Theorem 5. The dimension of the GL-orbit of system (23) with the conditions
(22) is equal to three if and only if it has one of the following forms (27), (28), (33),
(34) or (35).

Corollary 1. The cubic system (n = 3) of the form (22), (23) has the dimension
of the GL-orbit equal to three if and only if it has one of the forms S3(2 : 1), S3(3 :
1), S3(1 : 2), S3(1 : 3), S3(λ1 : 0), S3(0 : λ2), S3(1 : −1), that is

ẋ1 = λ1x1 + a02x
2
2, ẋ2 = λ2x2, a02 6= 0; (36)

ẋ1 = λ1x1 + a03x
3
2, ẋ2 = λ2x2, a03 6= 0; (37)

ẋ1 = λ1x1, ẋ2 = λ2x2 + b20x
2
1, b20 6= 0; (38)

ẋ1 = λ1x1, ẋ2 = λ2x2 + b30x
3
1, b30 6= 0; (39)







ẋ1 = x1

(

λ1 + a11x2 + a12x
2
2

)

,

ẋ2 = x2

(

λ2 + b02x2 + b03x
2
2

)

, |a11| + |a12| + |b02| + |b03| 6= 0;
(40)







ẋ1 = x1

(

λ1 + a20x1 + a30x
2
1

)

,

ẋ2 = x2

(

λ2 + b11x1 + b21x
2
1

)

, |a20| + |a30| + |b11| + |b21| 6= 0;
(41)

ẋ1 = x1

(

λ1 + a21x1x2

)

, ẋ2 = x2

(

λ2 + b12x1x2

)

, |a21| + |b12| 6= 0. (42)

The assertion of Corollary 1 can be obtained and by direct method, that is if
we equate to zero all the minors of the order four of the matrix M = (M1,M2,M3)
with condition that at least one of the minors of the order three is not equal to
zero. Here, M1 coincides with the matrix M1 from (12) if in the last matrix we put
a01 = b10 = 0, a10 = λ1, b01 = λ2; the matrix M2 is given in (21) and

M3 =









−2a30 −a21 0 a03

b30 b21 − 3a30 b12 − 2a21 b03 − a12

−a21 −2a12 −3a03 0
0 −a21 −2a12 −3a03

−3b30 −2b21 −b12 0
0 −3b30 −2b21 −b12

a30 − b21 a21 − 2b12 a12 − 3b03 a03

b30 0 −b12 −2b03









.
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7 The resonance

By ϕ(x1, x2) and ψ(x1, x2) we shall denote, respectively, the nonlinearities from
the right–hand side of each equation of system (23), i.e.

ϕ(x1, x2) =
n
∑

k=2

Pk(x1, x2), ψ(x1, x2) =
n
∑

k=2

Qk(x1, x2), (43)

where the polynomials Pk and Qk, k = 2, n, are shown in (2).

Let λ1 and λ2 be two real and distinct numbers. If there exist integer nonnegative
numbers m1,m2; m1 +m2 ≥ 2 (n1, n2; n1 + n2 ≥ 2) such that

λ1 = m1λ1 +m2λ2 (44)

or

λ2 = n1λ1 + n2λ2, (45)

then the couple of numbers (λ1, λ2) is called resonant.

Taking into account (44) ((45)), we say that am1,m2x
m1
1
xm2

2
(bn1,n2x

n1
1
xn2

2
) is a

resonant term of the polynomial ϕ(x1, x2) (ψ(x1, x2)) corresponding to the resonant
couple (λ1, λ2).

A couple of polynomials (ϕ,ψ) is call resonant if they contain only resonant terms
corresponding to the same resonant couple of the numbers (λ1, λ2), considering ψ ≡ 0
(ϕ ≡ 0) if λ1 and λ2 verify (44) ((45)) and do not verify (45) ((44)) for any integer
numbers n1, n2 ≥ 0, n1 + n2 ≥ 2 (m1,m2 ≥ 0,m1 +m2 ≥ 2).

In passing, in this section, we will describe a couple of resonant polynomials.
Suppose that (λ1, λ2) is a resonant couple. We will distinguish the following four
possible cases: 1) λ1 · λ2 > 0, λ1 6= λ2; 2) λ1 6= 0, λ2 = 0; 3) λ1 = 0, λ2 6= 0 and
4) λ1 · λ2 < 0.

1) λ1 · λ2 > 0, λ1 6= λ2. In this case the equalities (44) and (45) do not hold
simultaneously. If we consider the equality (44), then it looks as:

λ1 = 0 · λ1 + k · λ2, (46)

where k is one of the numbers 2, 3, . . . . To the couple (λ1, λ2) which verifies (46)
the resonant couple of polynomials

ϕ(x1, x2) = a0,kx
k
2 , ψ(x1, x2) ≡ 0

corresponds.

Similarly, if we have the equality (45), then it looks as: λ2 = k · λ1 + 0 · λ2 and
leads to the resonant couple of polynomials

ϕ(x1, x2) ≡ 0, ψ(x1, x2) = bk,0x
k
1 .
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2) λ1 6= 0, λ2 = 0. In these condition the relation (44) holds for m1 = 1 and
any m2 ∈ {1, 2, 3, . . .} and the relation (45) holds for n1 = 0 and n2 ∈ {2, 3, . . .}. To
the resonant couple (λ1, λ2) the couple of resonant polynomials

ϕ(x1, x2) = x1

n−1
∑

j=1

a1,jx
j

2
, ψ(x1, x2) = x2

n−1
∑

j=1

b0,j+1x
j

2

corresponds.
3) λ1 = 0, λ2 6= 0. The equality (44) holds for m1 ∈ {2, 3, . . .} and m2 = 0,

and (45) for n1 ∈ {1, 2, 3, . . .} and n2 = 1. Hence, we come to the resonant couple
of polynomials

ϕ(x1, x2) = x1

n−1
∑

j=1

aj+1,0x
j

1
, ψ(x1, x2) = x2

n−1
∑

j=1

bj,1x
j

1
.

4) λ1 · λ2 < 0. Every of the relations (44) and (45) can hold only in the case
when λ1/λ2 is a rational number. Let λ1 : λ2 = p : (−q), where p and q are integer
positive reciprocal prime numbers, i.e. (p, q) = 1. Denote by n∗ the integer part of
the number (n − 1)/(p + q). In this case, the equality (44) holds for m1 = qi + 1,
m2 = pi, and (45) for n1 = qi, n2 = pi + 1, i = 1, n∗. The resonant couple of
polynomials (ϕ,ψ) corresponding to (λ1, λ2) is

ϕ(x1, x2) = x1

n∗
∑

i=1

aqi+1,pi (x
q

1
xp

2
)
i
, ψ(x1, x2) = x2

n∗
∑

i=1

bqi,pi+1 (xq

1
xp

2
)
i
.

From what have been said above and Theorem 5, follows

Theorem 6. The dimension of GL-orbit of system (23) with conditions (22) is equal
to three if and only if the polynomials ϕ and ψ from (43) are not simultaneously equal
to zero and the pair (ϕ,ψ) is resonant.

Taking into account Theorems 1, 2, 4 and 6, we obtain the following characteristic
of systems (23) with the dimension of orbit equal to four:

Theorem 7.The dimension of GL-orbit of system (23) with the conditions (22) is
equal to four if and only if |ϕ(x1, x2)| + |ψ(x1, x2)| 6≡ 0 and the pair of polynomials
(ϕ,ψ) is not resonant.

8 The integrability on the GL-orbits of the dimension three

of system (23)

We consider the polynomial system

ẋ1 = P (x1, x2), ẋ2 = Q(x1, x2). (47)

Let n = max{degP, degQ} and D = P∂/∂x1 + Q∂/∂x2. A curve f(x1, x2) = 0,
f ∈ C[x1, x2], (an expression f = exp[h(x1, x2)/g(x1, x2)], where h, g ∈ C[x1, x2]), is
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called an algebraic invariant curve (an exponential invariant curve) for (47) if there
exists a polynomial K ∈ C[x1, x2] of the order at most n− 1 such that the following
identity D(f) ≡ f ·K holds. The polynomial K(x1, x2) is called the cofactor of the
invariant curve f . By [4], if f = exp(h/g) is an exponential invariant curve for a
system (47), then g(x1, x2) = 0 is an algebraic invariant curve for the same system.

Let f1, . . . , fs be a collection of algebraic invariant curves and exponential in-
variant curves of system (47) and, respectively, K1, . . . ,Ks their cofactors. If

there exist such numbers β1, β2, . . . , βs ∈ C that F ≡ fβ1
1
fβ2
2
. . . fβs

s = const

(µ = fβ1
1
fβ2
2
. . . fβs

s ) is a first integral (an integrating factor) for (47), that is
D(F ) ≡ 0 (D(µ) + µ(P ′

x1
+ Q′

x2
) ≡ 0), then we say that the system of differential

equations (47) is Darboux integrable in the generalized sense. If among f1, . . . , fs

there are not an exponential invariant curve, then we shall speak on Darboux inte-
grability of (47).

It easy to show that F (µ) is a first integral (an integrating factor) of the Darboux
type for (47) if and only if the following identity

s
∑

i=1

βiKi(x1, x2) ≡ 0

(

s
∑

i=1

βiKi(x1, x2) ≡ −(P ′

x1
+Q′

x2
)

)

is verified.
Next, we will examine on integrability the systems of the form (23), (22) which

have the dimension of GL-orbit equal to three, i.e. systems (27), (28), (33)–(35).
Because the system (28) ((34)) can be reduced to the system (27) ((33)) by a sub-
stitution x1 → x2, x2 → x1, we shall consider only the problem of integrability of
systems (27), (33) and (35).

By [3], the systems of normal form are integrable in quadratures. The aim of this
section is to show that the given systems are Darboux integrable in the generalized
sense.

The system (27). a) Let λ1 6= kλ2. It is easy to check that the curves f1 = x2

and f2 = (λ1 − kλ2)x1 + a0,kx
k
2 are algebraic invariant curves for (27) and have the

cofactors K1(x1, x2) = λ2 and K2(x1, x2) = λ1, respectively. Evidently, the identity
β1 ·K1 + β2 ·K2 ≡ 0 holds for β1 = λ1, β2 = −λ2 and therefore F = fλ1

1
f−λ2
2

is a
first integral of system (27).

b) λ1 = kλ2. In this case besides the invariant curve f1 = x2 with K1 = λ2, we
have also an exponential invariant curve f2 = exp(x1/x

k
2) with K2 = a0,k. The first

integral is F = f
a0,k

1
f−λ2
2

.
The system (33). Let

ϕ̃ = λ1 +

n−1
∑

j=1

a1,jx
j

2
, ψ̃ = x2



λ2 +

n−1
∑

j=1

b0,j+1x
j

2



 .

If ϕ̃ ≡ 0 (ψ̃ ≡ 0), then F = x1 (F = x2) is a first integral of (33) and if ψ̃ 6≡ 0, this
integral looks

F = x1exp[−

∫

(ϕ̃/ψ̃)dx2].
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Let ϕ̃ 6≡ 0, ψ̃ 6≡ 0, r = degψ̃, s = max{0, degψ̃−degϕ̃+1}, ψ̃ = b0,r(x2−b1)
r1 . . . (x2−

bm)rm , where b1 = 0, bj ∈ C \ {0}, j = 2,m, r1 + . . . + rm = r. For system (33)
f0 ≡ x1 = 0, fi ≡ x2 − bi = 0, i = 1,m, are invariant lines, and

fm+1 = exp
1

x2 − b1
, . . . , fm+r1−1 = exp

1

(x2 − b1)r1−1
, . . . ,

fr = exp
1

(x2 − bm)rm−1
, fr+1 = exp(x2), . . . , fr+s = exp(xs

2)

are exponential invariant curves. Because

∫

ϕ̃

ψ̃
dx2 = −

[

β1ln |x2 − b1| + . . .+ βmln |x2 − bm| +
βm+1

x2 − b1
+ . . .

+
βr

(x2 − bm)rm−1
+ βr+1x2 + . . .+ βr+sx

s
2

]

,

the integral F of (33) can be written in the Darboux form: F =
r+s
∏

i=0

fβi

i
.

In the investigated case it is more easy to find an integrating factor which looks
µ = 1/(x1ψ̃).

The system (35). Because p and q are reciprocal prime numbers, for them such
integer positive numbers u and v can be found that pu−qv = 1. The transformation
z1 = xu

1x
v
2, z2 = xq

1
xp

2
[3] reduces (35) to a system similar with (33):

ż1 = z1

[

uλ1 + vλ2 +

n∗
∑

i=1

(uaqi+1,pi + vbqi,pi+1)z
i
2

]

,

ż2 = z2

[

qλ1 + pλ2 +
n∗
∑

i=1

(qaqi+1,pi + pbqi,pi+1)z
i
2

]

.

Thus, we shall integrate directly system (35). If

λ1 : λ2 = aqi+1,pi : bqi,pi+1 = −p : q, i = 1, n∗, (48)

then the right–hand sides of (35) have a common factor λ1+
n∗
∑

i=1

aqi+1,pi(x
q

1
xp

2
)i. After

their cancelation by this factor, we obtain the system ẋ1 = x1, ẋ2 = λ2
λ1
x2 which has

a general integral xλ2
1
x−λ1

2
= const. In the case when (48) is not satisfied we have

an integrating factor

µ =

[

x1x2

(

qλ1 + pλ2 +

n∗
∑

i=1

(qaqi+1,pi + pbqi,pi+1)(x
q

1
xp

2
)i
)

]−1

.

From what has been said above, follows
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Theorem 8. On GL-orbits of dimension three the system (23) with the conditions
(22) has a generalized Darboux first integral (a Darboux integrating factor).

In the case of cubic systems (36) and (37) we have the first integrals

xλ1
2

[

(λ1 − jλ2)x1 + a0,jx
j

2

]

−λ2

if λ1 6= jλ2,

and
x

a0,j

2
exp(−λ2x1/x

j

2
) if λ1 = jλ2, j = 2, 3.

The system (40) has a first integral x2 = c if λ2 = b02 = b03 = 0 and an integrating

factor µ =
[

x1x2(λ2 + b02x2 + b03x
2
2)
]

−1
if |λ2|+ |b02|+ |b03| 6= 0. At the same time,

the system (42) has a first integral xλ2
1
x−λ1

2
= const if λ1 + λ2 = a21 + b12 = 0 and

an integrating factor µ = [x1x2(λ1 + λ2 + (a21 + b12)x1x2)]
−1 in other cases. The

cubic systems (38), (39) and (41) can be reduced to the systems investigated above
by substitution x1 → x2, x2 → x1.
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and Non-Autonomous Discrete Linear Inclusions
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Abstract. The article is devoted to the study of absolute asymptotic stability of
discrete linear inclusions (both autonomous and non-autonomous) in Banach space.
We establish the relation between absolute asymptotic stability, uniform asymptotic
stability and uniform exponential stability. It is proved that for compact (completely
continuous) discrete linear inclusions these notions of stability are equivalent. We
study this problem in the framework of non-autonomous dynamical systems (cocyles).
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1 Introduction

The aim of this paper is studying the problem of absolute asymptotic stability
of the discrete linear inclusion (see, for example,[2, 18] and the references therein)

xt+1 ∈ F (xt), (1)

where F (x) = {A1x,A2x, ..., Amx} for all x ∈ E (E is a Banach space) and Ai

(1 ≤ i ≤ m) is a linear bounded operator acting on E.
The problem of asymptotic stability for the discrete linear inclusion arises in

a number of different areas of mathematics: control theory – Molchanov [23]; li-
near algebra – Artzrouni [1], Beyn and Elsner [3], Bru, Elsner and Neumann [5],
Daubechies and Lagarias [12], Elsner and Friedland [13], Elsner, Koltracht and Neu-
mann [14], Gurvits [18], Vladimirov, Elsner and Beyn [31], Wirth [33, 34]; Markov
Chains – Gurvits [15], Gurvits and Zaharin [16,17]; iteration process – Bru, Elsner
and Neumann [5], Opoitsev [24] and see also the bibliography therein.

Along with inclusion (1) we consider also the more general inclusions (non-
autonomous case)

xt+1 ∈ F (t, xt), (2)

with F (t, x) := {A1(t)x,A2(t)x, ..., Am(t)x} and the operator-functions Ai : Z+ →

[E] ([E] is the space of all linear bounded operators A : E → E).
We establish the relation between absolute asymptotic stability, uniform asymp-

totic stability and uniform exponential stability. It is proved that for compact (com-
pletely continuous) discrete linear inclusions these notions of stability are equivalent.

c© D. Cheban, C. Mammana, 2004
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We study this problem in the framework of non-autonomous dynamical systems (co-
cyles). We show that the problem of absolute asymptotic stability for the discrete
linear inclusions is related with the compact global attractors of non-autonomous
dynamical systems (both ordinary dynamical systems (with uniqueness) and set-
valued dynamical systems). We plan to continue the studying of discrete inclusions
(both linear and nonlinear) in the framework of non-autonomous dynamical systems.
In our future publications we will give the proofs of the followings results:

(i) finite-dimensional discrete linear inclusion, defined by matrices {A1, A2, ...,
Am}, is absolutely asymptotically stable if it does not admit nontrivial bounded
full trajectories and at least one of the matrices {A1, A2, ..., Am} is asymptotically
stable;

(ii) discrete inclusion, defined by nonlinear (in particular, affine) contractive
mappings {A1, A2, ..., Am} admits a compact global chaotic attractor,

amongst others. We consider that this method of studying discrete inclusions (both
linear and nonlinear) is fruitful and it permits to obtain the new and nontrivial
results.

This paper is organized as follows.

In Section 2 we give a new approach to the study of discrete linear inclusions
(DLI) which is based on the non-autonomous dynamical systems (cocycles). The
main result of this section is Theorem 2.6 which gives conditions for the asymptotic
stability for finite-dimensional DLI.

In Section 3 we introduce the shift dynamical system on the space of continuous
set-valued functions, set-valued cocycles and set-valued non-autonomous dynamical
systems. They play a very important role in the study of of discrete linear inclusions.
We show that every discrete linear inclusion generates a cocycle (Example 3.2).

Section 4 is dedicated to the study of non-autonomous discrete linear inclusions
(Example 4.1). The main result of this section is Theorem 4.12 which establishes the
equivalence between absolute asymptotic stability and uniform exponential stabilty
for the compact (completely continuous) non-autonomous discrete linear inclusions
on the arbitrary Banach space.

2 Autonomous discrete linear inclusions and cocycles

Let E be a real or complex Banach space, S be a group of real (R) or integer
(Z) numbers, T (S+ ⊆ T) be a semigroup of additive group S. Consider a finite set
of operators : = {Ai | 1 ≤ i ≤ m}, where Ai ∈ [E].

Definition 2.1. The discrete linear (autonomous) inclusion DLI(M) is called (see,
for example,[18]) the set of all sequences {{xj} | j ≥ 0} of vectors in E such that

xj = Aijxj−1 (3)

for some Aij ∈ M, i.e. xj = AijAij−1 ...Ai1x0 all Aik
∈ M.
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We may consider this as a discrete control problem, where at each time j we may
apply a control from the set M, and DLI(M) is the set of possible trajectories of
the system. A basic issue for any control system concerns its stability. One of the
more important type of stability is so called absolute asymptotic stability (AAS).

Definition 2.2. DLI(M) is called absolute asymptotic stable if for any of its tra-
jectories {xj} we have lim

j→∞

xj = 0.

Let (X, ρ) be a complete metric space with metric ρ. Denote by K(X) the
family of all compact subsets of X. Consider the set-valued function F : E → K(E)
defined by F (x) := {A1x,A2x, ..., Amx}, then the discrete linear inclusion DLI(M)
is equivalent to difference inclusion

xj ∈ F (xj−1). (4)

Denote by Φx0 the set of all trajectories of discrete inclusion (4) (or DLI(M))
issuing from the point x0 ∈ E and Φ :=

⋃

{Φx0 | x0 ∈ Ed
} the set of all trajectories

of (4).

Below we will give a new approach to the study of discrete linear inclusions
DLI(M) (or difference inclusion (4)). Denote by C(T,X) the space of all continuous
mappings f : T → X equipped with the compact-open topology. This topology may
be metrizied, for example, by the equality

d(f1, f2) :=
∞
∑

n=1

1

2n

dn(f1, f2)

1 + dn(f1, f2)
,

where dn(f1, f2) := max{|f1(t)−f2(t)| | |t| ≤ n, t ∈ T}, a complete metric is defined
on C(T,X) which generates compact-open topology. Denote by (C(T,X), T, σ) a
dynamical system of translations (shifts dynamical system or dynamical system
of Bebutov [29, 30]) on C(T,X), i.e. σ(t, f) := ft and ft is a t ∈ T shift of f
(ft(s) := f(t + s) for all s ∈ T).

Denote by Ω := {f ∈ C(Z+, [E]) | f(Z+) ⊆ M}. It is clear that Ω is an invariant
(with respect to shifts) and closed subset of C(Z+, [E]) and, consequently, on the
space Ω a dynamical system of shifts (Ω, Z+, σ) (induced by dynamical system of
Bebutov (C(Z+, [E]), Z+, σ)) is defined.

Notice that by Tihonoff’s theorem (see, for example,[21]) the space Ω is compact
in C(Z+, [E]).

We may now rewrite the equation (3) in the following way

xj+1 = ω(j)xj , (ω ∈ Ω) (5)

where ω ∈ Ω is an operator-function defined by the equality ω(j) := Aij+1 for all
j ∈ Z+.

Denote by ϕ(n, x0, ω) a solution of equation (5) issuing from the point
x0 ∈ E at the initial moment n = 0. Notice that Φx0 = {ϕ(·, x0, ω) | ω ∈ Ω} and
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Φ = {ϕ(·, x0, ω) | x0 ∈ E,ω ∈ Ω}, i.e. the DLI(M) (or inclusion (4)) is equivalent
to the family of linear non-autonomous equations (5) (ω ∈ Ω).

From the general properties of linear difference equations it follows that the
mapping ϕ : Z+ × E × Ω → E satisfies the following conditions:

(i) ϕ(0, x0, ω) = x0 for all (x0, ω) ∈ E × Ω;
(ii) ϕ(n + τ, x0, ω) = ϕ(n,ϕ(τ, x0, ω), σ(τ, ω)) for all n, τ ∈ Z+ and

(x0, ω) ∈ E × Ω;
(iii) the mapping ϕ is continuous;
(iv) ϕ(n, λx1 + µx2, ω) = λϕ(n, x1, ω) + µϕ(n, x2, ω) for all λ, µ ∈ R (or C),

x1, x2 ∈ E and ω ∈ Ω.

Let W,Ω be two complete metric spaces and (Ω, Z+, σ) be a discrete semi-group
dynamical system on Ω.

Definition 2.3. Recall [29] that the triplet 〈W,ϕ, (Ω, Z+, σ)〉 (or shortly ϕ) is called
a cocycle over (Ω, Z+, σ) with fiber W if ϕ is a mapping from Z+ × W × Ω to W
satisfying the following conditions:

1) ϕ(0, x, ω) = x for all (x, ω) ∈ W × Ω;
2) ϕ(n+τ, x, ω) = ϕ(n,ϕ(τ, x, ω), σ(τ, ω)) for all n, τ ∈ Z+ and (x, ω) ∈ W ×Ω;
3) the mapping ϕ is continuous.

If W is a real or complex Banach space and
4) ϕ(n, λx1 + µx2, ω) = λϕ(n, x1, ω) + µϕ(n, x2, ω) for all λ, µ ∈ R (or C),

x1, x2 ∈ W and ω ∈ Ω, then the cocycle ϕ is called linear.

Definition 2.4. Let 〈W,ϕ, (Y, T, σ)〉 be a cocycle (respectively, linear cocycle) over
(Y, T, σ) with the fiber W (or shortly ϕ). If X := W × Y, π := (ϕ, σ), i.e.
π((u, y), t) := (ϕ(t, x, y), σ(t, y)) for all (u, y) ∈ W × Y and t ∈ T , then the
dynamical system (X, T, π) is called [29] a skew product over (Y, S, σ) with the
fiber W .

Let (X, T, π) be a dynamical system. Denote by ωx :=
⋂

t≥0

⋃

{π(s, x) : s ≥ t}

and αx :=
⋂

t≤0

⋃

{π(s, x) : s ≤ t} if T = S.

Let T = S, 〈W,ϕ, (Y, T, σ)〉 be a linear cocycle (respectively, linear cocycle)
over (Y, T, σ) with the fiber W and (X, T, π) be a skew-product dynamical system,
generated by cocycle ϕ. Denote by Xs := {x ∈ X : lim

t→+∞

|π(t, x)| = 0}, Xu := {x ∈

X : lim
t→−∞

|π(t, x)| = 0}, Xs
y := Xs

⋂

Xy and Xu
y := Xu

⋂

Xy, where Xy := W ×{y}.

From the above it follows that every DLI(M) (respectively, inclusion (4)) gen-
erates in the natural way a linear cocycle 〈E,ϕ, (Ω, Z+, σ)〉, where Ω = C(Z+,M),
(Ω, Z+, σ) is a dynamical system of shifts on Ω and ϕ(n, x, ω) is a solution of the
equation (5) issuing from the point x ∈ E at the initial moment n = 0. Thus we
may study the inclusion (4) (respectively, DLI(M)) in the framework of the theory
of linear cocycles with discrete time.

Definition 2.5. A linear operator A ∈ [E] is called asymptotically stable if σ(A) ⊆
D, where σ(A) is the spectrum of A and D := {z|inC : |z| < 1} is a unit disk in C.
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Theorem 2.6. Let E be a finite-dimensional Banach space, Dim(E) = n,
Ai ∈ [E] (i = 1, 2, ...,m) and M := {A1, A2, ..., Am}. Assume that the following
conditions are fulfilled:

1) every operator Aj ∈ M is invertible;

2) there exists j ∈ {1, 2, ...,m} such that the operator Aj is asymptotically stable;

3) the discrete linear inclusion DLI(M) has no nontrivial bounded on Z

solutions.

Then the discrete linear inclusion DLI(M) is absolutely asymptotically stable.

Proof. Let Q := M

⋃

M
−1 ( where M

−1 := {A−1 : A ∈ M}, Y = Ω := C(Z, Q)
and (Y, Z, σ) be a group dynamical system of shifts on Y (see Section 2). It is easy
to see that Y = C(Z, Q) is topologically isomorphic to Σm := {0, 1, ...,m − 1}Z and
(Y, Z, σ) is dynamically isomorphic to the shift dynamical system on Σm (see, for
example,[25,32]) and, consequently, it possesses the following properties:

(i) Y is compact;

(ii) Y = Per(σ), where Per(σ) is the set of all periodic points of the dynamical
system (Y, Z, σ);

(iii) there exists a Poisson stable point y ∈ Y (i.e. y ∈ ωy = αy) such that

Y = H(y) := {σ(t, y) : t ∈ Z}.

Let 〈E,ϕ, (Y, Z, σ)〉 be a cocycle generated by DLI(M) (i.e. ϕ(n, u, ω) := U(n,
ω)u, where U(n, ω) =

∏

n

k=1
ω(k) (ω ∈ Ω)), (X, Z, π) be a skew-product system

associated with the cocycle ϕ (i.e. X := E × Y and π := (ϕ, σ)) and 〈(X, Z, π),
(Y, Z, σ), h〉 (h := pr2 : X → Y ) be a linear non-autonomous dynamical system
generated by the cocycle ϕ. According to Theorem D from [28] (see also [4, 27])
Xs and Xu are two fiber sub-bundles of fiber bundle (X,h, Y ). In particular there
exists a number k ∈ Z+ (0 ≤ k ≤ dim(E) = n, where dim(E) is the dimension of
the space E) such that dim(Xs

y) = k for all y ∈ Y. Denote by ω0 : Z → M the

mapping defined by the quality ω0(i) = Ai
j

for all i ∈ Z, where Ai
j

:= Aj ◦ Ai−1

j

(i ∈ Z). Since the operator Aj is asymptotically stable, then the fiber Xω0 (ω0 ∈ Y )
is asymptotically stable, i.e. Xω0 = Xs

ω0
. Now to finish the proof of the theorem it

is sufficient to note that k = dim(Xs
y) = dim(Xs

ω0
) = dim(Xω0) = n for all y ∈ Y. �

Remark 2.7. This statement is true also without assumption 1), but the proof in
this case is much more complicated. We will present it in a future publication.

3 Dynamical system of translations, set-valued cocycles

and non-autonomous dynamical systems

Let E be a real or complex Banach space with norm | · | and ρ be a distance on
E generated by norm | · |. We denote by K(E) the family of all compacts of E, by
ρ(a,B) := inf{ρ(a, b) |b ∈ B} (a ∈ E and B ∈ K(E)) and by α the Hausdorff’s
distance distance on K(E), i.e. α(A,B) := max{β(A,B), β(B,A)} and β(A,B) :=
sup
a∈A

ρ(a,B). Let C(Z+ ×E,K(E)) be the set of all continuous in Hausdorff’s metric
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and bounded on every bounded set from Z+ × E mappings F : R × E → K(E)
equipped with the distance

d(F1, F2) :=

∞
∑

k=1

1

2k

dk(F1, F2)

1 + dk(F1, F2)
, (6)

where dk(F1, F2) := sup{α(F1(t, x), F2(t, x)) : 0 ≤ t ≤ k, |x| ≤ k, (t, x) ∈ Z+ × E}.
The distance (6) defines on the space C(Z+×E,K(E)) the topology of convergence
uniform on every bounded subset of Z+ × E.

Denote by (C(Z+ × E,K(E)), Z+, σ) a dynamical system of translations on
C(Z+×E,K(E)) (see, for example,[29,30]), where σ(n,F ) is an n-shift of function F
with respect to variable t ∈ Z+, i.e σ(n,F )(t, x) := F (t+n, x) for all (t, x) ∈ Z+×E.

Definition 3.1. The triplet 〈W,ϕ, (Y, Z+, σ)〉 is said to be a set-valued cocycle over
(Y, Z+, σ) with the fiber W , where ϕ is a mapping of Z+ × W × Y onto K(W ) and
possesses the properties:

(i) ϕ(0, u, y) = u for all u ∈ W and y ∈ Y ;
(ii) ϕ(t + τ, u, y) = ϕ(t, ϕ(τ, u, y), yt) for all t, τ ∈ Z+ and (u, y) ∈ W × Y ,

where yt := σ(t, y) and ϕ(t, A, y) :=
⋃

{ϕ(t, u, y) : u ∈ A};
(iii) lim

t→t0,u→u0,y→y0

β(ϕ(t, u, y), ϕ(t0, u0, y0)) = 0 for all (t0, u0, y0) ∈ Z+×W×Y.

Let X := W ×Y. We denote by (X, Z+, π) the set-valued dynamical system on X
defined by the equality π := (ϕ, σ), i.e. πtx := {(v, q) : v ∈ ϕ(t, u, y), q ∈ σ(t, y)} for
every t ∈ Z+ and x = (u, y) ∈ X = W×Y. Then the triplet 〈(X, Z+, π), (Y, Z+, σ), h〉
is a set-valued non-autonomous dynamical system (a skew-product system), where
h = pr2 : X 7→ Y.

Thus, if we have a set-valued cocycle 〈W,ϕ, (Y, Z+, σ)〉 over the dynamical sys-
tem (Y, Z+, σ) with the fiber W , then it generates a set-valued non-autonomous
dynamical system 〈(X, Z+, π), (Y, Z+, σ), h〉 (X := W × Y ), which is called a
non-autonomous dynamical system generated by the cocycle 〈W,ϕ, (Y, Z+, σ)〉 over
(Y, Z+, σ).

Example 3.2. ( Difference inclusions ). Denote by K(E) the family of all compact
subsets of E. Let us consider the difference inclusion

u(t + 1) ∈ F (t, u(t)), (7)

where F ∈ C(Z+ × E,K(E)). Along with difference inclusion (7) we will consider
the family of difference inclusions

v(t + 1) ∈ G(t, v(t)), (8)

where G ∈ H(F ) = {Fτ : τ ∈ Z+}, Fτ (t, u) = F (t + τ, u) and by bar the closure in
C(Z × E,C(E)) is denoted.

We denote by ϕ(v,G)(n) a solution of inclusion (8) passing through the point v
for t = 0 and defined for all t ≥ 0. We set ϕ(t, v,G) := {ϕ(v,G)(t) : ϕ(v,G) ∈ Φ(v,G)},
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where Φ(v,G) is the set of all solutions of inclusion (8) , passing through the point
v for t = 0. From the general properties of difference inclusions it follows that the
mapping ϕ : Z+ × E × H(F ) → K(E) possesses the next properties :

1) ϕ(0, v,G) = v for all v ∈ E,G ∈ H(F );

2) ϕ(t + τ, v,G) = ϕ(t, ϕ(τ, v,G), Gτ ) for all v ∈ E,G ∈ H(F ) and t, τ ∈ Z+;
3) the mapping ϕ : Z+ × E × H(F ) → K(E) is β-continuous.

Assume Y = H(F ) and denote by (Y, Z+, σ) the disperse dynamical system of
translations on Y . Then the triplet 〈E,ϕ, (Y, Z+, σ)〉 is a set-valued cocycle over
(Y, Z+, σ) with the fiber E. Thus, non-autonomous difference inclusion (7) in a
natural way generates a non-autonomous set-valued dynamical system 〈(X, Z+, π),
(Y, Z+, σ), h〉, where X = E × Y, π = (ϕ, σ) and h = pr2 : X → Y.

4 Non-stationary discrete linear inclusions

Example 4.1. Let M ⊂ [E] be a compact set and F : Z+ × E → K(E) be the
set-valued mapping defined by the equality F (t, x) := {A(t)x : A ∈ C(Z+,M)} for
all t ∈ Z+ and x ∈ E. It is easy to verify that the function F : Z+ × E → K(E) is
continuous, i.e. F ∈ C(Z+ × E,K(E)). Consider the difference inclusion

x(t + 1) ∈ F (t, x(t)). (9)

Note that the solution of inclusion (9) is a sequence {{x(t)} | t ∈ Z+} of vectors
in E such that x(t + 1) = Ait(t)x(t) for some Ait(t) ∈ M, i.e.

x(t) = Ait(t)Ait−1(t − 1)...Ai1(1)x(0) (Ait(t) ∈ M).

Along with inclusion (9) we consider its H-class (see Example 3.2 ), i.e. the
family of inclusions

x(t + 1) ∈ G(t, x(t)), (10)

where G ∈ H(F ) := {Fs | s ∈ Z+} and Fs(t, x) := F (t+ s, x) for all (t, x) ∈ Z+×E.

Let Y be a compact metric space and (X,h, Y ) be a locally trivial fiber bundle
[20] with the fiber E, (X, ρ) be a complete metric space.

Definition 4.2. 〈(X, Z+, π),(Y, Z+, σ), h〉 is said to be homogeneous if for any x ∈ X
and any γx ∈ Φx the function γ̃ : D(γx) → X (D(γx) := [rx,+∞) is the domain
of the definition of γx, where rx ∈ Z) defined by γ̃(t) := λγx(t) is the motion of
(X,Z+, π) issuing from the point λx ∈ X, i.e. γ̃ ∈ Φλx.

Remark 4.3. 1. Note that non-autonomous dynamical system from Example 3.2 is
homogeneous if the set-valued mapping F which figures in this example is homoge-
neous, i.e. F (t, λx) = λF (t, x) for all (t, x) ∈ Z+ × E.

2. The non-autonomous dynamical system generated by discrete linear inclusion
(9) is homogeneous, because the function F (t, x) := {A(t)x : A ∈ C(Z+,M)} (for
all (t, x) ∈ Z+ × E) is homogeneous with respect to x ∈ E.
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If x ∈ X, then we put |x| := ρ(x, θh(x)), where θy (y ∈ Y ) is the null (triv-
ial) element of the linear space Xy and Θ := {θy | y ∈ Y } is the null (trivial)
section of the vectorial bundle (X,h, Y ). Let A ∈ K(X), then we denote by
|A| := max{|a| : a ∈ A}. Denote by Xs a stable manifold of 〈(X, Z+, π), (Y, Z+, σ)〉,
i.e. Xs := {x | x ∈ X, lim

t→+∞

|π(t, x)| = 0}.

Definition 4.4. Let W be a Banach space. The cocycle 〈W,ϕ, (Y, Z+, σ), h〉 is
said to be homogeneous if the skew-product set-valued dynamical system (X, Z+, π)
(X := W × Y, π := (ϕ, σ)) also is homogeneous.

Theorem 4.5. [8] Let Y be a compact metric space and 〈(X, Z+, π), (Y, Z+, σ), h〉
be a homogeneous set-valued non-autonomous dynamical system. Then the following
assertions are equivalent:

(i) the trivial section Θ of fibering (X,h, Y ) is uniformly asymptotically stable,
i.e. lim

t→∞

‖πt
‖ = 0, where πt := π(t, ·) : X → K(X), ‖πt

‖ := sup{|πtx| : x ∈

X, |x| ≤ 1} and |A| := sup{|a| : a ∈ A};
(ii) the trivial section Θ of fibering (X,h, Y ) is uniformly exponentially stable,

i.e. there are two positive constants N and ν such that |π(t, x)| ≤ N e−νt for all
x ∈ X and t ∈ Z+.

Definition 4.6. A set-valued dynamical system (X, Z+, π) is called compact (com-
pletely continuous) if for any bounded set A ⊆ X there exists a positive number
l ∈ Z+ such that the set πtA is relatively compact. A non-autonomous dynamical
system 〈(X, Z+ , π), (Y, Z+, σ), h〉 is called compact if the system (X, T1, π) is so.

Denote by K(X) (B(X)) the family of all compact (bounded) subsets of X and
B(M, δ) := {x ∈ X |ρ(x,M) < δ}.

Definition 4.7. A system (X, Z+, π) is called [6]:
– pointwise dissipative if there exists K0 ∈ C(X) such that for all x ∈ X

lim
t→∞

β(xt,K0) = 0; (11)

– compactly dissipative if equality (11) holds uniformly w.r.t. x on compacts
from X;

– locally dissipative if for any point p ∈ X there exists δp > 0 such that equality
(11) holds uniformly w.r.t. x ∈ B(p, δp).

Theorem 4.8. [6] Let (X, Z+, π) be a pointwise dissipative compact dynamical sys-
tem, then it is locally dissipative.

Theorem 4.9. Let Y be a compact metric space and 〈(X, Z+, π), (Y, Z+, σ), h〉 be
a compact, homogeneous set-valued non-autonomous dynamical system. Then the
following assertions are equivalent:

1) the non-autonomous dynamical system 〈(X, Z+, π), (Y, Z+, σ), h〉 is conver-
gent, i.e.

lim
t→∞

|π(t, x)| = 0, (12)
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for all x ∈ X;
2) the trivial section Θ of fibering (X,h, Y ) is uniformly exponentially stable.

Proof. To prove this affirmation obviously it is sufficient to show that 1) implies
2), because the implication 2) → 1) is trivial. Since the space Y is compact and
the fibering (X,h, Y ) is locally trivial, then the trivial section Θ of (X,h, Y ) is
compact. Taking into account this fact and the equality (12) we obtain the pointwise
dissipativity of dynamical system (X, Z+, π). Now to finish the proof it is sufficient
to apply Theorem 4.8. �

Definition 4.10. Following [18] the inclusion (9) is said to be absolute asymptotic
stable (AAS) if for any trajectory {x(t)| t ∈ Z+} of any inclusion (10) lim

t→+∞

x(t) = 0.

Theorem 4.11. [6] Let (X, Z+, π) be a completely continuous (compact) and tra-
jectory dissipative set-valued dynamical system, then it is locally dissipative.

Theorem 4.12. Let M ⊂ [E] be compact and every operator A ∈ M be compact
too. Then the following two statements are equivalent:

1) the inclusion (9) is absolute asymptotic stable;
2) the inclusion (9) is uniformly exponentially stable, i.e. there are positive

numbers N and ν such that |x(t)| ≤ Ne−νt
|x(0)| for all t ∈ Z+, where {x(t) |t ∈ Z+}

is an arbitrary solution (trajectory) of arbitrary inclusion (10).

Proof. Denote by Ω := H(F ) the closure (in the space C(Z+ ×E,C(E))) of family
of translations {Fs | s ∈ Z+} of function F (t, x) := {At)x : A ∈ C(Z+,M)},
(Ω, Z+, σ) the dynamical system of translations on Ω, 〈E,ϕ, (Ω, Z+, σ)〉 the cocycle
generated by non-stationary discrete linear inclusion (10). Finally, by 〈(X, Z+, π),
(Ω, Z+, σ), h〉 we denote the non-autonomous dynamical system system, generated
by cocycle ϕ (X := E × Ω, π := (ϕ, σ) and h := pr2 : X → Ω). Note that this
dynamical system possesses the following properties:

1) the set Ω = H(A) is compact, according to theorem of Tihonoff;
2) the non-autonomous dynamical system 〈(X, Z+, π), (Ω, Z+, σ), h〉 is homoge-

neous;
3) the non-autonomous dynamical system 〈(X, Z+, π), (Ω, Z+, σ), h〉 is compact.

In fact, let A ⊂ E be a bounded subset of E , c := sup{|a| : a ∈ A} and l ∈ N.
We will show that the set ϕ(l, A,Ω) is relatively compact. Consider a sequence
{yk} ⊆ ϕ(l, A,Ω), then there are {xk} ⊆ A, {ωk} = {Gk} ⊆ Ω (Gk ∈ H(F )) and
Bk

i
∈ H(Ai) (H(Ai) is a closure of the set of translations {Ai(t + s) | s ∈ Z+}

in the space C(Z+, [E]) of all continuous mappings f : Z+ → [E] equipped with
compact-open topology) such that

yk = Bk
il
(l)Bk

il−1
(l − 1)...Bk

i1
(1)xk.

Under the conditions of Theorem the operators {Bk
is

(s)} (1 ≤ s ≤ l and k ∈ N)
are compact. Without loss of generality we may suppose that the sequences
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{Bk
is
} ⊂ C(Z+, [E]) are convergent as k → ∞ (in the space C(Z+, [E])). Let

Bis(t) := lim
k→∞

Bk
is

(t) (for any t ∈ Z+), then this operator will be compact and,

consequently, the operator B(t) := Bil
(t)Bil−1

(t)...Bi1(t) will be so too. Since
the sequence {xk} ⊆ A is bounded, then the sequence {B(l)xk} is relatively com-
pact. For simplicity we may suppose that this sequence converges and denote by
y := lim

k→∞

B(l)xk, then we have

|yk − y| ≤ |Bk
il
(l)Bk

il−1
(l − 1)...Bk

i1
(1)xk − Bil

(l)Bil−1
(l − 1)...Bi1(1)xk| +

|Bil
(l)Bil−1

(l − 1)...Bi1(1)xk − y| ≤ ‖Bk
il
(l)Bk

il−1
(l − 1)...Bk

i1
(1) − (13)

Bil
(l)Bil−1

(l − 1)...Bi1(1)‖ · c + |Bil
(l)Bil−1

(l − 1)...Bi1(1)xk − y|

for all k ∈ N. Passing to limit in the relation (13) we obtain y = lim
n→∞

yk and the

required statement is proved.

4) the dynamical system 〈(X, Z+, π), (Y, T+, σ), h〉 is convergent.

In fact, from condition 1. it follows that the skew-product set-valued dynamical
system (X, Z+, π) (X := En

× Y and π := (ϕ, σ)) is trajectory dissipative and by
Theorem 4.8 the skew-product dynamical system (X, Z+, π) is locally dissipative
and, in particular, we have lim

t→+∞

sup
|x|≤1

|π(t, x)| = 0.

Note that the non-autonomous dynamical system 〈(X, Z+, π), (Ω, Z+, σ), h〉, gen-
erated by cocycle ϕ is homogeneous and compact. Now to finish the proof of Theo-
rem it is sufficient to apply Theorem 4.9. �

Remark 4.13. 1. Note that a similar result has been proved for reflexive Banach
spaces in [33,34] for arbitrary bounded sets of bounded operators.

2. Theorem 4.12 is true also for non-autonomous nonlinear homogeneous inclu-
sions, i.e. if the operators A ∈ M are continuous and homogeneous, but in general
not linear.
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Stability and fold bifurcation in a system

of two coupled demand-supply models

Mihaela Sterpu, Carmen Rocşoreanu

Abstract. A model of two coupled demand-supply systems, depending on 4 param-
eters is considered. We found that the dynamical system associated with this model
may have at most two symmetric and at most two nonsymmetric equilibria as the
parameters vary.

The topological type of equilibria is established and the locus in the parameter
space of the values corresponding to nonhyperbolic equilibria is determined.

We found that the nonhyperbolic singularities can be of fold, Hopf, double-zero
(Bogdanov-Takens) or fold-Hopf type.

In addition, the fold bifurcation is studied using the normal form method and the
center manifold theory.

Mathematics subject classification: 37G10, 37L10.
Keywords and phrases: Coupled dynamical systems, normal form, fold bifurcation,
center manifold.

1 The mathematical model

The demand-supply model describes the way in which the price p and the quan-
tity q reacts one to another. This model was proposed by Beckmann and Ryder [1]
(1969) and Collel (1986). It is based on the economic principles of Walras and Mar-
shall [2]. According to their hypothesis, the variation of the price is function of
the difference between the demanded quantity of the product D(p) and the offered
quantity S(p) at the price p, while the variation of the quantity is function of the
difference between the price pd(q) demanded for the quantity q and the price ps(q)
offered for this quantity. In addition, these two functions keep constant the sign of
their argument. Thus, the mathematical model has the form [4]:

{

ṗ = f(D(p) − S(p)),
q̇ = g(pd(q) − ps(q)).

(1)

with f(0) = g(0) = 0, f/(0) > 0, g/(0) > 0.
If f(x) = x, g(x) = x, S(p) = q, pd(q) = p, D(p) = ap + β, ps(q) = cq2 + δ,

system (1) becomes:
{

ṗ = ap + β − q,
q̇ = p − cq2

− δ.
(2)

In economy, the laws of demand and offer are available. According to them [3], as the
price of the product increases, the demanded quantity decreases, so the function D(p)

c© Mihaela Sterpu, Carmen Rocşoreanu, 2004
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is decreasing and we must have a < 0. Similarly, the function ps(q) is increasing, so
we have c > 0.

The economic interest is to reach an equilibrium between the price and the
quantity.

With the transformation u = p−δ and denoting b = aδ+β, system (2) is written
as:

{

u̇ = au − q + b,
q̇ = u − cq2.

(3)

A study of dynamics and bifurcation of this system is developed in [5]. The
coordinates of equilibria of system (3) satisfy

{

au − q + b = 0,
u − cq2 = 0.

Denote ∆ = 1−4abc. Since ac 6= 0 there are two equilibria
(

cα2, α
)

, with α = 1±
√

∆

2ac
,

as ∆ > 0, a single equilibrium
(

1

4a2c
, 1

2ac

)

as ∆ = 0 and no equilibria as ∆ < 0.
The equilibrium

(

1

4a2c
, 1

2ac

)

is always nonhyperbolic, namely of saddle-node type
as a 6= −1 and of double zero type as a = −1. The equilibrium

(

cα2, α
)

, with

α = 1−
√

∆

2ac
, is nonhyperbolic of Hopf type iff

√

∆ = 1 − a2, a ∈ (−1, 0) . Otherwise,

it is a repulsor as a2
− 1 +

√

∆ > 0 and an attractor as a2
− 1 +

√

∆ < 0. In [5] it is
shown that crossing the parameter stratum

√

∆ = 1 − a2, a ∈ (−1, 0) , a subcritical

Hopf bifurcation takes place. Finally, the equilibrium
(

cα2, α
)

, with α = 1+
√

∆

2ac
, is

always hyperbolic of saddle type.

In our study, a model of two identical demand-supply dynamical systems (3),
symmetrically coupled via the quantity flow is considered. It reads















ẋ1 = ax1 − x2 + b,
ẋ2 = x1 − cx2

2 + d (x2 − x4) ,
ẋ3 = ax3 − x4 + b,
ẋ4 = x3 − cx2

4 + d (x4 − x2) .

(4)

This system models the interaction between two identical demand-supply models.
Thus we shall focus on parameter values such that the system (4) display either
a steady stable state or periodic behavior. Systems coupled in the form (5) are
often used in the literature. As a result of the couplage, some characteristics of the
behavior around the equilibria are preserved, but new kind of dynamics arise [6–9].

A consequence of this form of coupling and of the assumption that the models
are identical is the invariance of (4) under the transformation (x1, x2, x3, x4) →

(x3, x4, x1, x2) . The same symmetry leads to the existence of an invariant subspace

I =
{

(x1, x2, x3, x4) ∈ R4, x1 = x3, x2 = x4

}

.

A solution of (4) lying in I will be referred to as symmetric solution, while one
which does not lie in I as nonsymmetric solution. By economic reasons, we shall
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investigate only the case a < 0, c > 0. We also assume d > 0. Thus we consider the
set of parameters of interest from application point of view as

D =
{

(a, b, c, d) ∈ R4, a < 0, c > 0, d > 0
}

.

2 Equilibria and nonhyperbolic singularities

System (4) possesses at most two symmetric equilibria of the form

es =
(

cα2, α, cα2, α
)

, (5)

where α ∈ R satisfies the equation

acα2
− α + b = 0, (6)

whose discriminant is ∆ already introduced. As ac 6= 0, for ∆ = 0, there exists a
unique equilibrium e0s, with α = 1

2ac
; and for ∆ > 0, system (4) has two symmetric

equilibria e1s, e2s, corresponding to α1 = 1+
√

∆

2ac
and α2 = 1−

√

∆

2ac
, respectively; while

for ∆ < 0 there are no symmetric equilibria.
As ac 6= 0, system (4) may also possess at most two nonsymmetric equilibrium

points, of the form

ea =

(

α′
− b

a
, α′,

1 + 2ad

a2c
−

α′ + b

a
,
1 + 2ad

ac
− α′

)

, (7)

where α′ satisfies the equation

cα2
−

1 + 2ad

a
α +

d + 2ad2 + bc

ac
= 0. (8)

Denote by ∆′ = 1 − 4abc − 4a2d2 the discriminant of (8). Note that if ∆′ = 0, we
have α′ = 1+2ad

2ac
and the corresponding equilibrium ea coincides with e2s. Thus we

obtain the following result:

Lemma 1. Assume a < 0, c > 0.

(i) If ∆ < 0, system (4) has no equilibria;

(ii) if ∆ = 0, system (4) has a unique equilibrium point e0s, given by (5) with
α = 1

2ac
;

(iii) if ∆ > 0 and ∆′
≤ 0 system (4) has two equilibria e1s, e2s;

(iv) if ∆′ > 0, system (4) has four equilibrium points e1s, e2s, e1a, e2a.

As a consequence, the static bifurcation diagram of the dynamical system (4) in
D is the set

S =
{

(a, b, c, d) ∈ D, (1 − 4abc)
(

1 − 4abc − 4a2d2
)

= 0
}

.

Sections in the static bifurcation set S with a plane b = b0, c = c0, are plotted in Fig.
1, for different values of b0, c0, and the number of equilibrium points corresponding
to each stratum is shown.
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Figure 1. Section with a plane b = b0, c = c0 in the static bifurcation diagram:
i) b = −0.5, c = 0.25; ii) b = 0.5, c = 0.25. The number of equilibria corresponding
to each stratum is shown

3 The topological type of equilibria

In this section we determine the topological type of the four equilibrium points
of system (4), analyzing the variation of the eigenvalues of the Jacobi matrix of the
linearized system associated with (4) around each of the four equilibria.

Let e = (e1, e2, e3, e4) ∈ R4 be an equilibrium point of system (4). The Jacobi
matrix of (4) around e reads

J (e) =









a −1 0 0
1 d − 2ce2 0 −d
0 0 a −1
0 −d 1 d − 2ce4









.

Denote by T s, T u, T c the stable, unstable and critical eigenspaces of J (e), re-
spectively, and by s, u, c the dimension of these subspaces of R4.

As the characteristic equation for the equilibrium e0s is

λ

(

λ −

a2
− 1

a

)[

λ2
− λ

(

a + 2d −

1

a

)

+ 2ad

]

= 0,

we obtain the following result:

Lemma 2. If ∆ = 0, for parameters in D, the unique equilibrium point of system
(4) is nonhyperbolic, with one zero eigenvalue as a 6= −1 or two zero eigenvalues as
a = −1.

If ∆ > 0, the characteristic equation for the symmetric equilibria e1s, e2s reads
[11]:
[

λ2
−

(

a −

1 ±

√

∆

a

)

λ ∓

√

∆

][

λ2
−

(

a + 2d −

1 ±

√

∆

a

)

λ + 2ad ∓

√

∆

]

= 0.

(9)
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Denote by λ1, λ2 the roots of the first bracket in (9) and by λ3, λ4 the roots of the
second one.

As for e1s we have λ1λ2 = −

√

∆ < 0, λ3λ4 = 2ad−

√

∆ < 0, we may conclude:

Lemma 3. If ∆ > 0, for parameters in D, the symmetric equilibrium e1s of system
(4) is hyperbolic, namely it is a saddle of type (s, u) = (2, 2).

In order to establish the topological type of e2s, let us introduce the following
notations:

SN1 = {(a, b, c, d) ∈ D, ∆ = 0} ,

SN2 =
{

(a, b, c, d) ∈ D, ∆ > 0, 2ad +
√

∆ = 0
}

,

H1 =
{

(a, b, c, d) ∈ D, ∆ > 0, a2
− 1 +

√

∆ = 0
}

,

H2 =
{

(a, b, c, d) ∈ D, ∆ > 0, 2ad +
√

∆ ≥ 0, a2
− 1 + 2ad +

√

∆ = 0
}

.

Lemma 4. For ∆ > 0 and (a, b, c, d) ∈ D − (SN2 ∪ H1 ∪ H2) the symmetric equi-
librium e2s of system (4) is hyperbolic, namely:

(i) if 2ad +
√

∆ < 0 and a2
− 1 +

√

∆ < 0, then e2s is a saddle of type (3, 1);

(ii) if 2ad +
√

∆ < 0 and a2
− 1 +

√

∆ > 0, then e2s is a saddle of type (1, 3);

(iii) if 2ad +
√

∆ > 0 and a2
− 1 +

√

∆ > 0, then e2s is a repulsor;

(iv) if 2ad +
√

∆ > 0, a2
− 1 +

√

∆ < 0 and a2
− 1 + 2ad +

√

∆ > 0, then e2s is a
saddle of type (2, 2);

(v) if 2ad +
√

∆ > 0, a2
− 1 +

√

∆ < 0 and a2
− 1 + 2ad +

√

∆ < 0, then e2s is an
attractor.

In addition, if (a, b, c, d) ∈ SN2 ∪ H1 ∪ H2, then e2s is a nonhyperbolic equilibrium,
namely of Hopf type as (a, b, c, d) ∈ (H1 ∪ H2) − SN2, of fold type as (a, b, c, d) ∈

SN2 − (H1 ∪ H2) , of double zero type as (a, b, c, d) ∈ SN2 ∩H2 or of fold-Hopf type
as (a, b, c, d) ∈ SN2 ∩ H1.

In Fig. 2 is represented a section with a plane b = b0, c = c0 in the bifurcation
diagram of system (4) around the equilibrium e2s. Inside each region (s, u) is given.

As ∆′ > 0, for the nonsymmetric equilibria e1a, e2a, the corresponding charac-
teristic equation is written as

λ4
− ∆1λ

3 + ∆2λ
2
− ∆3λ + ∆4 = 0, (10)

where:

∆1 = 2

(

a − d −

1

a

)

; ∆2 =
1 + 2ad − ∆′

a2
+ a2

− 4ad − 2;
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Figure 2. Section with a plane b = b0, c = c0 in the local parameter portrait around
e2s: i) b = −0.5, c = 0.25; ii) b = −0.5, c = 0.5; iii) b = 0.5, c = 0.5

∆3 = 2

[

d − a2d −

∆′

a

]

; ∆4 = −∆′.

Since ∆4 < 0, it follows λi 6= 0, i = 1, 4. Therefore, the equilibrium e1,2a may be
nonhyperbolic only if (10) has a pair of purely imaginary solutions. This situation
arises if the following conditions are fulfilled [8]

∆1 6= 0,
∆3

∆1

> 0,
∆3

∆1

+ ∆4

∆1

∆3

= ∆2 (11)

or

∆1 = 0,∆3 = 0,∆4 < 0. (12)

Consequently, we obtained:

Lemma 5. If ∆′ > 0, then the nonsymmetric equilibria e1,2a of system (4) are

(i) hyperbolic saddles, of type (1,3) or (3,1), as the conditions (11), (12) do not
hold;

(ii) nonhyperbolic of Hopf type, as (11) or (12) holds.

In Fig. 3 is represented a section with a plane b = b0, c = c0 in the bifurcation
diagram of system (4) around the equilibria e1,2a. The parameter strata for which
(11) or (12) holds are denoted by H.

4 Fold bifurcation

Let e = (e1, e2, e3, e4) be an equilibrium of system (4). Performing the translation
y = x − e, system (4) reads

ẏ = J (e) y + F (y), y ∈ R4, (13)
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Figure 3. Section with a plane b = b0, c = c0 in the local parameter portrait around
e1,2a: i) b = −0.5, c = 0.25; ii) b = −0.5, c = 0.5

with F (y) =
(

0,−cy2
2 , 0,−cy2

4

)t
, and the corresponding equilibrium is the origin

0 ∈ R4.

Using the normal form and the center manifold theory [10], we establish the
topological type of the nonhyperbolic equilibria of saddle-node type determined in
Section 3 and the local bifurcation generated by them.

Case 1. For parameters situated in the set SN1 we have ∆ = 0 and
the Jacobi matrix associated with the unique equilibrium point of (4) e0s =
(

1

4a2c
, 1

2ac
, 1

4a2c
, 1

2ac

)

, has the eigenvalues λ1 = 0, λ2 = a −
1

a
, λ3λ4 = 2ad < 0.

Assume a2
− 1 6= 0. Thus J (e0s) has a simple zero eigenvalue and the correspond-

ing critical eigenspace is spanned by the eigenvector q = (1, a, 1, a) ∈ R4. Let
p = 1

2(1−a2)
(1,−a, 1,−a) ∈ R4 be the normalized adjoint vector, i.e. J (e0s)

t p = 0

and 〈p, q〉 = 1. We discompose any vector y ∈ R4 as y = uq + z, where uq ∈ T c,
z ∈ T su. Here T su is the 3-dimensional eigenspace of J (e0s) corresponding to all
eigenvalues, other than 0. The explicit expressions for u and z are:

{

u = 〈p, y〉 ,
z = y − 〈p, y〉 q.

(14)

The scalar u and the vector z can be considered as new coordinates on R4. By
the Fredholm alternative [10], the components of z always satisfy the orthogonality
condition 〈p, z〉 = 0.

In these new coordinates, system (13) with e = e0s can be written as [10]

{

u̇ = 〈p, F (uq + z)〉 ,
z = J (e0s) z + F (uq + z) − 〈p, F (uq + z)〉 q,

(15)
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that is


























u̇ = a3c

1−a2 u3 + a2c

1−a2 u (z2 + z4) + ac

1−a2

(

z2
2 + z2

4

)

,

z = J (e0s) z +









0

−c (au + z2)
2

0

−c (au + z4)
2









−
ac

2(1−a2)

(

2a2u2 + 2au (z2 + z4) +
(

z2
2 + z2

4

))

q.

(16)
The center manifold has the representation

z = V (u) =
1

2
w2u

2 + O
(

u3
)

, (17)

where w2 ∈ T su, that is 〈p,w2〉 = 0. The vector w2 also satisfies the equation

J (e0s)w2 + A = 0, where A = −
2a2c

1−a2 (a, 1, a, 1) ∈ R4. From the above conditions
we obtain

w2 = −

a3c

(1 − a2)2
(

a, 2 − a2, a, 2 − a2
)

.

Substituting in (16) and (17) the expression of w2 we obtain:

Proposition 1. The restriction of (16) to the center manifold has the form

u̇ =
a3c

1 − a2
u2 + O

(

u3
)

.

In addition, since a3c

1−a2 6= 0, the equilibrium e0s is a nondegenerated saddle-node and
around it a nondegenerated fold bifurcation takes place.

Returning to the y coordinates, we get the following result.

Proposition 2. For ∆ = 0, a2
− 1 6= 0, the center manifold corresponding to e0s

can be written as

y1 = y3, y2 = y4, y1 −
1

1 − a2
(y1 − ay2) +

a4c

2 (1 − a2)3
(y1 − ay2)

2 = 0. (18)

Case 2. For parameters situated in the set SN2 we have ∆ > 0 and 2ad+
√

∆ =
0. The Jacobi matrix J (e2s) of the equilibrium point e2s =

(

cα2, α, cα2, α
)

of (4),

with α = 1+2ad

2ac
, has the eigenvalues λ3 = 0, λ4 = a −

1

a
, λ1λ2 = −2ad > 0,

λ1 + λ2 = a −
1+2ad

a
.

Consider that a2
− 1 6= 0 and a2

− 1 − 2ad 6= 0. This means that λ4 6= 0,
and the parameters are not situated in H1 or H2. Thus J (e2s) has a simple zero
eigenvalue and the corresponding critical eigenspace T c is spanned by the eigenvector
q = (1, a,−1,−a) ∈ R4. Let p = 1

2(1−a2)
(1,−a,−1, a) ∈ R4 be the normalized

adjoint vector.
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Performing the change (14), system (13) with e = e2s reads



























u̇ = a2c

1−a2 u (z2 + z4) + ac

2(1−a2)

(

z2
2 − z2

4

)

,

z = J (e2s) z +









0

−c (au + z2)
2

0

−c (au + z4)
2









−
ac

2(1−a2)

(

2au (z2 + z4) + z2
2 − z2

4

)

q.
(19)

As for the previous case, we obtain the following result.

Proposition 3. If ∆ > 0, a2
− 1 6= 0, a2

− 1 − 2ad 6= 0, the center manifold
corresponding to e2s can be written as

y2 = ay1, y4 = ay2, y1 + y3 +
ac

4d
(y1 − y3)

2 = 0. (20)

Taking into account (20), from (19) we obtain.

Proposition 4. The restriction of (19) to the center manifold (20) is

u̇ =
a4c2

d (1 − a2)
u3. (21)

In addition, since in D we have a4c2

d(1−a2)
6= 0, the equilibrium e2s is a degenerated

saddle-node of order two. On the center manifold a degenerated fold bifurcation takes
place around e2s.

Remark also that as a ∈ (−1, 0) the coefficient of u3 is positive, therefore the
solution u = 0 of (21) is weakly repulsive and so is e2s on the center manifold.
Similarly, as a < −1, e2s is weakly attractive on the center manifold.

The bifurcation corresponding to the other nonhyperbolic singularities, namely
of Hopf, double-zero of fold-Hopf type, will be treated elsewhere.

References

[1] Beckmann M., Ryder H. Simultaneous price and quantity adjustment in a single market.
Econometrica, 1969, 37, p. 470–484.

[2] Marshall A. Principles of Economics. London, Mac Millan, 1890.

[3] Samuelson P.A., Nordhaus W. Economie politica. Teora, 2000.

[4] Tu P. Dynamical systems. An introduction with applications in economics and biolog. Berlin,
Springer, 1994.

[5] Georgescu C. Contributions to the study of some o.d.e’s from economy. PhD Thesis, Univ.
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In article [1] the authors construct and classify all the hyperbolic space-forms Hn/Γ
where Γ is a torsion-free subgroup of minimal index in the congruence two subgroup Γ2

n

for n = 3, 4. In the present paper some hyperbolic 3- and 4-manifolds are constructed
that are absent in [1].
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Variety of the center and limit cycles of a cubic system,

which is reduced to Lienard form

Y.L. Bondar, A.P. Sadovskii

Abstract. In the present work for the system ẋ = y(1+Dx+Px
2), ẏ = −x+Ax

2 +
3Bxy+Cy

2+Kx
3+3Lx

2
y+Mxy

2+Ny
3 25 cases are given when the point O(0, 0) is a

center. We also consider a system of the form ẋ = yP0(x), ẏ = −x+P2(x)y2+P3(x)y3,
for which 35 cases of a center are shown. We prove the existence of systems of the
form ẋ = y(1 + Dx + Px

2), ẏ = −x + λy + Ax
2 + Cy

2 + Kx
3 + 3Lx

2
y + Mxy

2 + Ny
3

with eight limit cycles in the neighborhood of the origin of coordinates.

Mathematics subject classification: 34C05.
Keywords and phrases: Center-focus problem, Lienard systems of differential equa-
tions, cubic systems, limit cycles, Cherkas method .

1. We will consider the system of differential equations

ẋ = y(1+Dx+Px2), ẏ = −x+Ax2+3Bxy+Cy2+Kx3+3Lx2y+Mxy2+Ny3, (1)

where A, B, C, D, K, L, M, N, P are real constants. The origin of coordinates of
system (1) is a critical point of the center or focus type. The center-focus problem
for (1) in the case of D = P = 0 was first investigated by I.S. Kukles in [1]. In [2,
3] for the system (1) for D = P = 0 necessary and sufficient center conditions of
algebraic nature were given. For B = D = P = 0 the solution of the center-focus
problem for (1) is in [4–7]. In the case of N = 0 the center-focus problem for (1)
was solved in [8]. In [9] all the cases of the center for system (1) for D = P = 0
were found, although their necessity was not established completely. Using Cherkas
method [10; 11, p.70] the center-focus problem for D = P = 0 was solved in [12];
on the basis of investigation of focal values the solution of this problem was reduced
in [13]. In [13] the existence of cubic systems of nonlinear oscillations with seven
limit cycles was also proved. In [14] it was shown that in the case of the existence
of invariant straight line the necessary and sufficient center condition is the equality
to zero of the first five focal values. The case of reversible system of the type (1)
from the class CR

10
3 was shown in [15].

Together with the system (1) we consider a system of the form

ẋ = yP0(x), ẏ = −x+ P2(x)y
2 + P3(x)y

3, (2)

where P0(x)=1+
4
∑

k=1

ckx
k, P2(x)=

3
∑

k=0

akx
k, P3(x)=

4
∑

k=0

bkx
k, ai, bj , ck ∈ C, i = 0, 3,

j = 0, 4, k = 1, 4. System (1) by change y = (1−Ax−Kx2)Y/[1 + (B +Lx)Y ] and

c© Y.L. Bondar, A.P. Sadovskii, 2004
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change of time [3] is transformed to the system (2), where

a0 = A+ C, a1 = 3B2 +A(D − C) + 2K +M,

a2 = K(2D − C) + 6BL+A(P −M), a3 = 3L2 +K(2P −M),

c1 = D −A, c2 = P −K −AD, c3 = −DK −AP,

c4 = −KP, b0 = B(A+ C) + L+N,

b1 = B[2B2 +A(D − C) + 2K +M ] + L(C +D) − 2AN, (3)

b2 = B[K(2D − C) + 6BL+A(P −M)] + L(K + P −AC) +N(A2
− 2K),

b3 = B[6L2 +K(2P −M)] + L[K(D − C) −AM ] + 2AKN,

b4 = L[2L2 +K(P −M)] +K2N.

There exists a formal series for system (1)

U = x2 + y2 +

∞
∑

i+j=3

qi,jx
iyj , (4)

for which on account of (1)

U̇ =

∞
∑

i=1

fi(x
2 + y2)i+1,

where fi, i = 1, 2, . . . , are the focal values of system (1). If in (4) q0,2i = 0,
i = 2, 3, . . . , then the function U and focal values fi, i = 1, 2, . . . , are defined in a
unique way.

Let us form the ideal [16, p. 46] J = 〈f1, . . . , f9, . . .〉, where fi, i = 1, 2, . . . ,
are the focal values of system (1). Together with the ideal J we will use the ideals

J i = 〈f1, . . . , fi〉, i = 1, 2, . . . . The first focal value of system (1) has the form:
f1 = B(A + C) + L + N , the second focal value f2 has 38 summands, the third –
192, the 4th – 702, the 5th – 2093, the 6th – 5406, the 7th – 12538, the 8th
- 26726, the 9th – 53212. To compute the focal values we use computer package
MATHEMATICA 5.0. The program for the computing of the focal values is in the
paper [13].

The focal values fi, i = 1, 2, . . . , are the polynomials from the ring C[q], where

q = (A, B, C, D, K, L, M, N, P ), that’s why J, J i ⊂ C[q], i = 1, 2, . . . . The
variety of ideal J is the set [16, p. 108] V(J)={q∈C

9 : ∀ f∈J f(q)=0}, which we

name a variety of the center of system (1). For all i, i = 1, 2, . . . , V(J i) ⊃ V(J).
It is obvious that the critical point O(0, 0) of system (1) is a center if and only if
q ∈ V(J). Thus a solution of the center-focus problem for system (1) is reduced to
finding the variety V(J).

The next result takes place [8]:
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Theorem 1. The next equality is true: V(N)
⋂

V(J) =
11
⋃

k=1

V(Jk), where

J1 = 〈B, L, N〉, J2 = 〈A, C, D, L, N〉, J3 = 〈A + C, A −D, N, 2K −M, K +
P, L〉, J4 = 〈A + C, N, 2K(A + 2D) − AM, M − 2P, L〉, J5 = 〈A + 2C, 3A +
2D, N, A2

− 2P, AB + 2L〉, J6 = 〈2A + 3C, N, 2A2(A+D) + (7A + 6D)K, 2(A+
D)(A+ 2D) +M, (A+D)(A+ 2D) + P, AB + 3L〉, J7 = 〈4A+ 5C +D, N, 2(A+
C)(A+ 2C)−K, 2(A+C)(3A+ 4C)−M, (A+C)(3A+ 4C)− P, B(A+C) +L〉,
J8 = 〈5A + 6C + D, N, A(A + C)(2A + 3C) + (5A + 8C)K, (A + C)(2A + 3C) +
M, 3(A+C)(2A+ 3C)− P, B(A+C) +L〉, J9 = 〈7A+ 9C + 2D, N, (A+C)(A+
3C)2−(2A+5C)K, (A+C)(2A+3C)−2M, 3(A+C)(2A+3C)−2P, B(A+C)+L〉,
J10 = 〈N, C(A+ C) −K, C(A + C)(C −D) + (A + 2C)M − CP, B(A+ C) + L〉,
J11 = 〈N, A(A + C)(2A + C + D) + (5A + 4C + 2D)K, (A + C)(2A + C + D) −
M, (A+ C)(A+ C +D) + P, B(A+ C) + L〉.

For system (2) we can construct the series (4), for which U̇ =
∞
∑

i=1

gi(x
2 + y2)i+1,

where gi, i = 1, 2, . . . , are the focal values of system (2). The first focal value
of system (2) has the form g1 = b0, the second - g2 = 3a0b1 + b2, the third - g3 =
3b4+b3(13a0 +2c1)−3b1(15a

3
0−2a0a1−a2+5a2

0c1+a0c2), g4 contains 32 summands,
g5 - 98, g6 - 241, g7 - 540, g8 - 1084, g9 - 2024, g10 - 3581, g11 - 6039, g12 - 9772,
g13 - 15325. Let’s introduce h = (a0, a1, a2, a3, b0, b1, b2, b3, b4, c1, c2, c3, c4). The
focal values gi, i=1, 2, . . ., are the polynomials from the ring C[h]. Now we form
the ideal I=〈g1, g2, . . .〉 ⊂ C[h]. The variety of the center of system (2) is a set
V(I)={h∈C

13 : ∀ g∈ I g(h)=0}. Together with ideal I we will consider the ideals
Ij=〈g1, . . . , gj〉, j = 1, 2, . . . .

The first necessary center condition for system (2) has the form b0 = 0, then
the polynomial P3(x) can be represented as P3(x) = xQ(x), where Q(x) is the
polynomial of the 3rd degree. Let’s denote

R1(x) = Q′(x)P0(x) + 3Q(x)P2(x)

then the second necessary center condition is R1(0) = 0. Taking into account this
condition we have R1(x) ≡ xQ1(x), where Q1(x) is the polynomial of the 5th degree.
The next statement is correct [12]:

Theorem 2. The origin of system (2) is a center if and only if

b0 = 0, Rk(0) = 0, k = 1, 2, . . . , (5)

where R1(x) is expressed by the formula (4), Rk(x) ≡ Q′

k−1
(x)P0(x) +

(2k + 1)Qk−1(x)P2(x), Qk(x) ≡ Rk−1(x)/x, k = 2, 3, . . . .

Let for system (2) the first four necessary conditions from (5) be held. Then the
next theorem takes place:

Theorem 3 [11, p. 70]. The origin of system (2) is a center if and only if the
system of equations

Q5(x)R3
1(y) = R3

1(x)Q
5(y), P0(x)S(x)R2

1(y) = R2
1(x)P0(y)S(y), (6)
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where the polynomials R1(x), S(x) and coefficients ri, si, i = 0, 5, have the form:

R1(x) = [Q′(x)P0(x) + 3Q(x)P2(x)]/x ≡

5
∑

k=0

rkx
k,

S(x) = [3R′

1(x)Q(x) − 5Q′(x)R1(x)]/x ≡

5
∑

k=0

skx
k,

r0 = 2b3 − 3b1(3a
2
0 − a1 + a0c1), r1 = 3b4 + b3(3a0 + 2c1) − 3b1(3a0a1 − a2 + a0c2),

r2 = 3b4(a0 + c1) + b3(3a1 + 2c2) − 3b1(3a0a2 − a3 + a0c3), r3 = 3b4(a1 + c2) +
b3(3a2 + 2c3) − 3a0b1(3a3 + c4), r4 = 3b4(a2 + c3) + b3(3a3 + 2c4), r5 = 3b4(a3 +
c4), s0 = −2[5(3a2

0b1 + b3)r0 − 3b1r2], s1 = 5(7a0b3 − 3b4)r0 − 3b1(a0r2 − 3r3),
s2 = 4[15a0b4r0 − b3r2 − 3b1(a0r3 − r4)], s3 = −9b4r2 − b3r3 − 3b1(7a0r4 − 5r5),
s4 = −2(3b4r3 − b3r4 + 15a0b1r5), s5 = −3b4r4 + 5b3r5, has an analytical in the
neighborhood of x = 0 solution y = ψ(x), ψ(0) = 0, ψ′(0) = −1, or at least one of
the equations of system (6) is an identity.

2. We will consider the solution of the center-focus problem for system (2) under
various assumptions for the coefficients ai, i = 0, 3, bj, j = 0, 4, ck, k = 1, 4.

To formulate a theorem we introduce the ideals Ek ⊂ C[h], k = 1, 9:

E1 = 〈b3, b4〉, E2 = 〈9a2
0b1 − 4b3, b4〉, E3 = 〈b4 + a3

0b1, b3 − 3a2
0b1〉, E4 =

〈a2 −a0(3a
2
0 − 2a1 +a0c1 + c2), 2(135a3

0 +81a2
0c1 +17a0c

2
1 + c31)− (4a0 − c1)c2 − 3c3〉,

E5 = 〈a3− t(a2−a1t+a0t
2), b3 +b1t(3a0 + t), b4, c3− t(2c2−3c1t+4t2), c4− t

2(c2−
2c1t+3t2)〉

⋂

C[h], E6 = 〈a2−t(a1−c2−a0t+2c1t−3t2), a3+t2(c2−2c1t+3t2), b4−
t(b3 + 3a0b1t+ b1t

2), c3 − t(2c2 − 3c1t+ 4t2), c4 − t2(c2 − 2c1t+ 3t2)〉
⋂

C[h], E7 =
〈a1, a2, a3, c2, c3, c4〉, E8 = 〈r0, r1, r2, r3, r4, r5〉, E9 = 〈s0, s1, s2, s3, s4, s5〉.

Let W =
9
⋃

k=1

V(Ek), W ⊂ C
13.

Further we will use the next notations: α = a1−a0(a0+c1), β = a0(3a0+c1)−a1,
γ = 3a0 + c1, δ = 3a0 + 2c1, σ = 5a0 + c1, µ = 3a0b1 + b2, ν = 9a2

0b1 − 4b3,
τ = a0(a

2
0 + a0c1 + c2) − a2, ξ = a0(3a0 + c1) + a1. We will denote by Ij , j = 1, 13,

the following ideals:

I1 = 〈b0, b1, b2, b3, b4〉, I2 = 〈a0, a2, a3, b0, b2, b3, b4〉,

I3 = 〈a0, a2, c1, c3, b0, b2, b4〉, I4 = 〈β, a2−a0(3a0γ+c2), 3a0(3a2+c3)+c4, a3−

a0(3a2 + c3), b4, b3, µ, b0〉, I5 = 〈2a1 − a0δ, 4a2 − a0(3a0δ + 4c2), 3a0(3a2 + 2c3) +
4c4, 2a3−a0(3a2+2c3), b4, ν, µ, b0〉, I6 = 〈3α(6a0+c1)+6a0(3a0δ+c2)+2c3, 3β(3ξ+
2c2)−4c4, 2a2−α(9a0+2c1)−2a0(a0c1+c2), 2a3+β(3ξ+2c2), b4, 2b3−3αb1, µ, b0〉,
I7 = 〈3ξ+2c2, 2a2−γβ+2c3, γ(a2 +γβ)+c4, a3−γ(a2 +γβ), b4+b1(a2+γβ), 2b3−
3b1β, µ, b0〉,

I8 = 〈α2(2γ2
−α)+2τ(2αγ+τ), δα2 +2τ [3a0(2a0 +c1)+c2]−α[5a2−a0γ(11a0 +

6c1) − c2(7a0 + 2c1) + 2c3], 5α3
− 2α2[13a0δ + c1(a0 + 5c1) − c2] − 2α[a0(135a

3
0 +

161a2
0c1 + 56a0c

2
1 + 6c31) − a2(27a0 + 8c1) + c2(45a

2
0 + 20a0c1 + 2c21)] − 4τ [a0(22a

2
0 +

18a0c1 + 3c21) + σc2 + c3], 3α2
− 2α(c21 + 2a0δ− c2)− 2[a2

0γ(a0 + c1)− a2(4a0 + c1) +
a0(γc2 − c3) − c4], 3α2

− 2α(c21 + 2a0δ − c2) − 2[a3 + a2
0γ(a0 + c1) − a2(4a0 + c1) +

a0(γc2 − c3)], 2b4 − b1[α(9a0 + 2c1) − 2(a3
0 − τ)], 2b3 − 3b1β, µ, b0〉,

I9 = 〈a2 − a0(a1 + c2 − 3α), a0[a0(a1 + c2 − α) + c3] + c4, a3 − a0[a0(a1 + c2) +
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c3], a
3
0b1 + b4, 3a2

0b1 − b3, µ, b0〉, I10 = 〈 2a2
0(8a

2
0 − c2) + c4, a0(20a

2
0 − 3c2)− c3, a2 +

a0(12a
2
0 + 2a1 − c2), σ, a0(2a

2
0b1 − b3) − b4, µ, b0〉, I11 = 〈a2 + a0(15a

2
0 + 2a1 −

c2), 10a0(9a
2
0−c2)−3c3, 6a0 +c1, a

2
0(9a

2
0−c2)+c4, 3a3−a

2
0(18a

2
0 +3a1−c2), a0b3 +

3b4, µ, b0〉, I12 = 〈2a2 + a0(21a
2
0 + 4a1 − 2c2), a0(189a

2
0 − 34c2) − 12c3, a

2
0(27a

2
0 −

4c2) + 2c4, 3a3 − a2
0(36a

2
0 + 3a1 − 4c2), 9a0 + 2c1, a0ν − 3b4, µ, b0〉,

I13 = 〈(13a0 + 2c1)[2(30a
2
0 + 12a0c1 + c21) + c2] + 3a3

0, 2c3 + a0(81a
2
0 + 36a0c1 +

2c21 +7c2), a3−a
2
0(a1 +2c2 +219a2

0 +87a0c1 +8c21), a2+a0(3α−a1−c2), 2a2
0(135a

2
0 +

54a0c1 + 5c21 + c2) + c4, 3b4 − 6a2
0b1(6a0 + c1) + b3(13a0 + 2c1), µ, b0〉.

Notice that the bases of ideals Ij, j = 1, 13, have no more than nine elements.
Further we introduce the ideals Ij, j = 14, 35, which have the form:

I14 = 〈5a2
0 + 2a1, a2, a3, b0, µ, 5a2

0b1 − 4b3, b4, σ, 25a2
0 − 4c2, c3, c4〉, I15 =

〈15a2
0+4a1, 75a3

0−16a2, 125a4
0+64a3, b0, µ, 35a2

0b1−16b3, b4, σ, 75a2
0−8c2, 125a3

0+
16c3, 625a4

0−256c4〉, I16 = 〈10a2
0+3a1, 25a3

0−9a2, a3, b0, µ, 20a2
0b1−9b3, b4, σ, 25a2

0−

3c2, 125a
3
0 + 27c3, c4〉, I17 = 〈a1, a2, a3, b0, µ, 10a2

0b1 + b3, b4, σ, c2, c3, c4〉,
I18 = 〈a0(7a

2
0+2a1)+a2, 3a2

0(2a
2
0+a1)+a3, b0, µ, b3, b4, 4a0+c1, 2a2

0+c2, 12a3
0−

c3, 9a4
0 − c4〉, I19 = 〈2a0(2a

2
0 + a1) + a2, a3, b0, µ, b3, b4, 7a0 + c1, 16a2

0 − c2, 12a3
0 +

c3, c4〉, I20 = 〈5a2
0+a1, a2, a3, b0, µ, b3, b4, 10a0+c1, 25a2

0−c2, c3, c4〉, I21 = 〈5a2
0+

a1, 25a3
0−4a2, a3, b0, µ, b3, b4, 15a0 +2c1, 75a2

0−4c2, 125a3
0 +8c3, c4〉, I22 = 〈5a2

0 +
a1, 25a3

0−3a2, 125a4
0+27a3, b0, µ, b3, b4, 20a0+3c1, 50a2

0−3c2, 500a3
0+27c3, 625a4

0−

81c4〉,
I23 = 〈7a2

0+2a1, a2, a3, b0, µ, ν, b4, 7a0+c1, 49a2
0−4c2, c3, c4〉, I24 = 〈2a0(2a

2
0+

a1)+a2, a3, b0, µ, ν, b4, 11a0 +2c1, 10a2
0−c2, 6a3

0 +c3, c4〉, I25 = 〈7a2
0 +2a1, 49a3

0−

16a2, a3, b0, µ, ν, b4, 21a0 + 4c1, 147a2
0 − 16c2, 343a3

0 + 64c3, c4〉, I26 = 〈a0(13a
2
0 +

8a1) + 4a2, 3a2
0(2a

2
0 + a1) − 4a3, b0, µ, ν, b4, 4a0 + c1, 11a2

0 − 2c2, 3a3
0 + c3, 9a4

0 −

16c4〉, I27 = 〈7a2
0 + 2a1, 49a3

0 − 12a2, 343a4
0 + 216a3, b0, µ, ν, b4, 14a0 + 3c1, 49a2

0 −

6c2, 343a3
0 + 54c3, 2401a4

0 − 1296c4〉,
I28 = 〈2a0(2a

2
0 + a1) + a2, a3, b0, µ, b3, 4a3

0b1 − b4, γ, c2, 4a3
0 − c3, c4〉, I29 =

〈2a0(2a
2
0 + a1) + a2, a3, b0, µ, ν, a

3
0b1 + 2b4, 9a0 + 2c1, 6a2

0 − c2, 2a3
0 + c3, c4〉, I30 =

〈5a2
0 + 2a1, 25a3

0 − 16a2, a3, b0, µ, 45a2
0b1 − 16b3, 25a3

0b1 + 32b4, 15a0 + 4c1, 75a2
0 −

16c2, 125a3
0 + 64c3, c4〉,

I31 = 〈14a2
0 + 5a1, 49a3

0 − 25a2, a3, b0, µ, 72a2
0b1 − 25b3, 112a3

0b1 + 125b4, 21a0 +
5c1, 147a2

0 − 25c2, 343a3
0 + 125c3, c4〉, I32 = 〈5a2

0 + 3a1, a2, a3, b0, µ, 5a2
0b1 −

3b3, 25a3
0b1−27b4, 10a0+3c1, 25a2

0−9c2, c3, c4〉, I33 = 〈7a2
0+3a1, a2, a3, b0, µ, 5a2

0b1−
3b3, 7a3

0b1 + 27b4, 14a0 + 3c1, 49a2
0 − 9c2, c3, c4〉, I34 = 〈a1, a2, a3, b0, µ, 24a2

0b1 +
b3, 28a3

0 + b4, 7a0 + c1, c2, c3, c4〉, I35 = 〈a1, a2, a3, b0, µ, 15a2
0b1 + 4b3, 25a3

0 −

2b4, 5a0 + 2c1, c2, c3, c4〉.

Notice that the bases of ideals I14, ..., I35 contain 10 or 11 elements.

It is significant that V(Ik), k = 1, 35, are irreducible varieties. Let V =
35
⋃

k=1

V(Ik).

Theorem 4. The next equality takes place: V = W
⋂

V(I).

The proof of Theorem 4 is given in p. 3.
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Theorem 4 gives the solution of the center-focus problem for system (2) in the
case of h ∈ W . It is obvious that V ⊂ V(I). Question: is it true that W ⊃ V(I)?
If W ⊃ V(I) then V = V(I), i.e. in that case Theorem 4 gives the solution of the
center-focus problem for system (2).

We will point out further the solution of the center-focus problem for system (1)
under different assumptions for the coefficients A, B, C, D, K, L, M, N, P . Let’s
construct the ideals Gi ⊂ C[q], i = 1, 17, in which ai (i = 0, 3), bj (j = 0, 4), ck
(k = 1, 4) are expressed by the formulas (3):

G1 = 〈b3, b4〉, G2 = 〈4b3 − 9a2
0b1, b4〉, G3 = 〈b4 + a3

0b1, b3 − 3a2
0b1〉, G4 =

〈a2 −a0(3a
2
0 − 2a1 +a0c1 + c2), 2(135a3

0 +81a2
0c1 +17a0c

2
1 + c31)− (4a0 − c1)c2 − 3c3〉,

G5 = 〈a3− t(a2−a1t+a0t
2), b3 +b1t(3a0 + t), b4, c3− t(2c2−3c1t+4t2), c4− t

2(c2−
2c1t+3t2)〉

⋂

C[q], G6 = 〈a2−t(a1−c2−a0t+2c1t−3t2), a3+t2(c2−2c1t+3t2), b4−
t(b3 + 3a0b1t+ b1t

2), c3 − t(2c2 − 3c1t+ 4t2), c4 − t2(c2 − 2c1t+ 3t2)〉
⋂

C[q], G7 =
〈a1, a2, a3, c2, c3, c4〉, G8 = 〈r0, r1, r2, r3, r4, r5〉, G9 = 〈s0, s1, s2, s3, s4, s5〉,

G10 = 〈N〉, G11 = 〈B〉, G12 = 〈K, L〉, G13 = 〈A + C, 3K + M + P 〉, G14 =
〈B(3A+3C+D)+L, (2A+3C+D)(3A+3C+D)−K〉,G15 = 〈2(A+C)(2A+C+D)+
3K+M, (A+C)(A+C+D)+P 〉, G16 = 〈3(A+C)(A+3C)−4K, 3B(A+C)+2L〉,
G17 = 〈Kt− (N −Ct)(N −At−Ct), 2N2

−Nt(3C−D)+ t2[C(C−D)+M − t(t+
3B)], 3Lt4+N2(N−2Ct)+Nt2(C2+M−P+t2)−t3[C(M−P )+t2(A+C)]〉

⋂

C[q].

Let ˜G =
17
⋃

k=1

V(Gi) and T =
25
⋃

k=1

V(Jk), where the ideals Ji ⊂ C[q], i = 12, 25,

have the form:

J12 = 〈A+C, K(A−D)+AM +3BN, K(2K+M)−N2, 3K+M +P, L+N〉,

J13 = 〈3B2
− (2A+ 3C)(4A+ 3C +D), B(A+C) +N, K, 2(A+C)(3A+ 3C +

D) +M, 3(A + C)(3A + 3C +D) + P, L〉, J14 = 〈6B2
− (A + 3C)(A +D), B(A+

C) − 2N, 3(A + C)(A + 3C) − 4K, (A + C)(3A + 6C +D) + 2M, 3(A + C)(3A +
3C + 2D) + 4P, 3B(A + C) + 2L〉, J15 = 〈3B2

− (A +D)(2A + 3C +D), B(2A +
2C +D) −N, (2A+ 3C +D)(3A+ 3C +D) −K, (2A+ 3C +D)(3A+ 3C +D) +
M, (3A + 3C +D)(3A+ 3C + 2D) + P, B(3A+ 3C +D) + L〉,

J16 = 〈3(A + C) +D, B(A + 2C) + 2N, 3AB2 + 4K(2A + 3C), 6B2
− A(2A +

3C) + 4K + 3M, 3B2
− 2A(2A + 3C) + 2K + 2P, AB + 2L〉, J17 = 〈3(A + C) +

D, 4(A+ 3C)(2A+ 3C)2 + 9B2(5A+ 7C), 3B(A+ 2C)−N, (A+ 3C)(2A+ 3C)−
K, 27B2

−4(2A+3C)(A+4C)−4M, 27B2 +12C(2A+3C)+4P, B(4A+7C)+L〉,

J18 = 〈7A+9C+2D, 36B2(11A+17C)+(A+3C)(17A+27C)2 , 3B(A+C)(3A+
5C)− 2N(17A+27C), 3(A+C)(A+3C)− 4K, (A− 3C)(171A+139C)− 4(57A2 +
27B2 + 16M), 3(A + 3C)(67A + 73C) + 4(16A2 + 27B2

− 16P ), B(A + C) + L +
N, t(17A + 27C) − 1〉

⋂

C[q],

J19 = 〈(A+ C)(A+ 3C)(2A + C +D) −K(A− C +D) + 3BN, (A+ C)2(A+
2C)(2A + C +D)(2A + 2C +D) +K[(A + C)2 +K] +N [3B(A + C) +N ], 2(A +
C)(2A+ C +D) + 3K +M, (A+ C)(A+ C +D) + P, B(A+ C) + L+N〉,

J20 = 〈2B2(A+2C)− (2A+C +D)(A2 +4K)+4BN, A2(2A+C+D)+2(2A+
C)(B2 +K) +AM + 2BN, B(2B2 + 2K +M)− (2A+C +D)(BC +N), A(4A+
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C+3D)+2(3B2 +3K+M +P ), B(A+C)+L+N, t(A(2A+C+D)2 +2B2(3A+
2C +D)) − 1〉

⋂

C[q],
J21 = 〈B2K−(BC+N)[B(A+C)+N ], B(2B2+2K+M)−(2A+C+D)(BC+

N), B[2AB2
−K(A+D)] + (BC +N)[4B2 +A(A+D) +K +P ], B(A+C) +L+

N, tB(BC +N) − 1〉
⋂

C[q],
J22 = 〈(6A+8C+D)(7A+9C+D)(7A+9C+2D)+2(A+C)(2A+3C)(11A+

15C+2D), 27B2
−12(2A+3C)(10A+11C)+(7A+21C−23D)(7A+9C+D), 3B(4A+

5C + D)(5A + 7C + D) − (33A + 45C + 7D)N, (4A + 6C + D)(5A + 6C + D) −
K, (A + C)(2A + 3C) + (2A + 3C +D)(7A + 9C +D) +M, (7A + 9C +D)(7A +
9C + 2D) + P, B(A+ C) + L+N, t(33A+ 45C + 7D) − 1〉

⋂

C[q],
J23 = 〈(5A + 3C + 2D)[(A + 3C)(11A + 18C) + 4(2A + 3C)(A − 3C + D)] −

12B2(4A+ 3C + 2D) + 4K(7A+ 6C + 2D), B[(A+ 3C)(4A+ 7C) + 2(A+ 2C)(A−

3C +D) − 4K] − 6B3
− 2N(2A+D), 6B2(3A+C + 2D) − (2A+ 3C)[(5A+ 3C +

2D)2 + 4K]− 12BN, 6B2
−A(A+ 6C)−C(3C+ 2D)+ 2(2K +M), 3(A+C)(3A+

3C + 2D) + 4P, B(A+ C) + L+N, t(2A+D)(7A+ 6C + 2D) − 1〉
⋂

C[q],
J24 = 〈3B2(7A+ 6C + 2D) +A[(2A+ C +D)(2A+ C + 2D) − 2(A+ C)(3A+

5C)]−K(A+ 2D), B[(A+C)(7A+ 10C) + (A+ 2C)(2A+C +D)− 2K]− 3B3 +
N(A + 3C −D), 3B2(3A + 2C + D) − A[(A + C)(5A + 8C) + (C −D)(2A + C +
D)] +AK − 3BN, 3B2

− 2A(A+ 3C)−C(3C +D)+ 2K +M, 3(A+C)(3A+ 3C +
D) + P, B(A+ C) + L+N, t(A+ 2D)(A + 3C +D) − 1〉

⋂

C[q],
J25 = 〈A[(4A+3C+2D)(8A+9C+3D)−3B2]+K(13A+12C+6D), B[C(A+

6C)+ 6(2A+C+D)(2A+ 3C+D)− 2K]− 3B3
−N(5A+ 3C+ 3D), A(4A+ 3C +

2D)(7A+9C+3D)+ (A+3C)(3B2 +2K)+9BN, 3B2
− (2A+3C+D)(4A+3C+

2D)+2K +M, (3A+3C +D)(3A+3C +2D)+P, B(A+C)+L+N, t(5A+3C +
3D)(13A + 12C + 6D) − 1〉

⋂

C[q];
and the ideals Ji, i = 1, 11 are from Theorem 1.

Theorem 5. The next equality takes place: T = V(J)
⋂

˜G.

The proof of Theorem 5 is given in p. 4.

Theorem 6. There exist systems of the form

ẋ = y(1+Dx+Px2), ẏ = −x+λy+Ax2 +Cy2 +Kx3 +3Lx2y+Mxy2 +Ny3, (7)

having eight limit cycles in any infinitely small neighborhood of the origin.

The proof is given in p. 5.

3. Now we will examine the focal values of system (2). From g1= 0 we
have b0 = 0, from g2 = 0 we find b2 = −3a0b1. Taking into account b0, b2
from g3 we obtain b4 = b1(15a

3
0 − 2a0a1 − a2 + 5a2

0c1 + a0c2) − b3(13a0 + 2c1)/3.
Using the quantities of b0, b2, b4 we can present gk, k = 4, 5, . . ., in the form:
gk = vkb3 + wkb1, where vk, wk ∈ C[a0, a1, a2, a3, c1, c2, c3, c4]. Construct the
ideal X = 〈v4, w4, v5, w5, . . .〉 + 〈g1, g2, g3〉. It is obvious that X ⊃ I.

Statement 1. The next formula takes place: V(X) = V(I3)
⋃

(
13
⋃

k=10

V(Ik)). Here

the ideals I3, Ik, k = 10, 13, are prime.
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Proof. Computing the Groebner basis [16, p. 105] for the idealX7 = 〈v4, w4, . . . , v7,
w7〉 + 〈g1, g2, g3〉 with the order

b0>b2>b4>c3>c4>a3>a2>a1>c2>c1>b3>b1>a0

we get X7 = 〈a4
0(5a0 + c1)

7(6a0 + c1)
2(9a0 + 2c1)

2[783a3
0 + 432a2

0c1 + 74a0c
2
1 + 4c31 +

c2(13a0 + 2c1)], h2, . . . , h78〉, where hi ∈ C[h], i = 2, 78. Further we find the ideal
˜X7 = 〈a0(5a0 + c1)(6a0 + c1)(9a0 + 2c1)[783a

3
0 + 432a2

0c1 + 74a0c
2
1 + 4c31 + c2(13a0 +

2c1)], ˜h2, . . . ,˜h25〉; at the same time the radicals of ideals [16, p. 230] X7 and ˜X7

are equal, i.e.

√

X7 =

√

˜X7. Using for ˜X7 the operations of intersection and

division of ideals we find the radical

√

˜X7 = I3
⋂

(
13
⋂

k=10

Ik). In that case
√

X7 =

〈(5a0+c1)(6a0+c1)(9a0+2c1)[783a
3
0+432a2

0c1+74a0c
2
1+4c31+c2(13a0+2c1)], (5a0+

c1)[3a
2
0a1−3a3+2(4635a4

0 +3681a3
0c1 +1067a2

0c
2
1 +133a0c

3
1 +6c41)+(149a2

0 +61a0c1 +
6c21)c2], a2−a0[3a0(a0+c1)−2a1+c2], 29727a5

0 +29835a4
0c1+11766a3

0c
2
1+2278a2

0c
3
1+

216a0c
4
1+8c51+(501a3

0 +299a2
0c1+60a0c

2
1+4c31)c2−3a0c4, 2(105705a5

0 +105705a4
0c1+

41553a3
0c

2
1 +8019a2

0c
3
1 +758a0c

4
1 +28c51)+2(1755a3

0 +1053a2
0c1 +211a0c

2
1 +14c31)c2 +

3c1c4, 2(135a3
0 + 81a2

0c1 + 17a0c
2
1 + c31)− (4a0 − c1)c2 − 3c3, 3b4 − 6a2

0b1(6a0 + c1) +
b3(13a0 + 2c1), 3a0b1 + b2, b0〉.

Let us show that V(X) = V(X7). For that it is enough to show that for h ∈

V(I3)
⋃

(
13
⋃

k=10

V(Ik)) O(0, 0) is a center. Let at first h ∈ V(I13). In that case P0(x) =

(1−a0x)
6
˜P0(z)/[1− (6a0 + c1)x], Q(x) = (1−a0x)

3Q0(z), R1(x) = (1−a0x)
5R0(z),

where

˜P0(z) = 1 − [3z(326a3
0 + 180a2

0c1 + 33a0c
2
1 + 2c31) − 9a3

0z
2(5a0 + c1)

2]/(13a0 + 2c1),

R0(z) = [2b3 − 3b1(3a
2
0 − a1 + a0c1) + 3z(3a2

0b1(615a
3
0 − 13a0a1 + 355a2

0c1 − 2a1c1+
(8)

66a0c
2
1 + 4c31) − b3(665a

3
0 − 13a0a1 + 375a2

0c1 − 2a1c1 + 68a0c
2
1 + 4c31))]/(13a0 + 2c1),

Q0(z) = b1 + z(b3 − 3a2
0b1), z = x2(1 − (13a0 + 2c1)x/3]/(1 − a0x)

3.

The change
y = Y Q−1/3(x) (9)

reduces the system (2) after the excluding of time to the equation:

P0(x)Y Y
′ = −x(1 − Y 3)Q2/3(x) + xR1(x)Y

2/(3Q(x)). (10)

Further the change (8) reduces the equation (10) to the form:

2 ˜P0(z)Y
dY

dz
= Q

2/3

0
(z)(Y 3

− 1) +R0(z)Y
2/(3Q0(z)). (11)

So in that case for system (2) there exists an analytical in the neighborhood of
O(0, 0) integral and the critical point O(0, 0) is a center.
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Let now h ∈ V(I10). Then P0(x) = (1 − a0x)
5
˜P0(z), Q(x) = (1 − a0x)

3Q0(z),
R1(x) = (1 − a0x)

5R0(z), where

˜P0(z) = 1 − z(10a2
0 − c2) + a2

0z
2(9a2

0 − c2), Q0(z) = b1 + z(b3 − 3a2
0b1),

R0(z) = 3b1(2a
2
0 + a1) + 2b3 − z[3b1(12a

4
0 + 4a2

0a1 − a3) + b3(8a
2
0 − 3a1 − 2c2)]−

(12)

z2(3a0b1 − b3)[3a3 − a2
0(42a

2
0 + 3a1 − 4c2)], z = x2/(1 − a0x)

2.

The change (12) transforms (10) to the form (11), i.e. in that case for system (2)
there also exists an analytical in the neighborhood of O(0, 0) integral and O(0, 0) is
a center.

If h∈V(I11) then P0(x)=(1 − a0x)
6
˜P0(z), Q(x)=(1 − a0x)

3Q0(z), R1(x)=(1 −

a0x)
5R0(z), where

˜P0(z) = 1 − z(15a2
0 − c2) + 3a2

0z
2(12a2

0 − c2), Q0(z) = b1 + z(b3 − 3a2
0b1),

R0(z) = 3b1(3a
2
0 + a1) + 2b3 − z[9a2

0b1(3a
2
0 + a1) + b3(15a

2
0 − 3a1 − 2c2)], (13)

z = x2(1 − a0x/3)/(1 − a0x)
3,

and using the change (13) equation (10) is reduced to (11).
If h ∈ V(I12) then P0(x) = (1− a0x)

6
˜P0(z)/(2− 3a0x), Q(x) = (1− a0x)

3Q0(z),
R1(x) = (1 − a0x)

5R0(z), where

˜P0(z) = 2[1 + z(4c2 − 33a2
0)/4 + 3a2

0z
2(15a2

0 − c2)/8], Q0(z) = b1 + z(b3 − 3a2
0b1),

R0(z) = [6b1(3a
2
0 + 2a1) + 8b3 + z(9a2

0b1(3a
2
0 − 4a1 − 2c2) − 4b3(6a

2
0 − 3a1 − 2c2))]/4,

z = x2(1 − 4a0x/3)/(1 − a0x)
3,

i.e. in that case (10) also is transformed to (11).
Under h ∈ V(I3) the presence of a center at O(0, 0) is obvious. 2

Remark. From the proof of Statement 1 it follows that 〈a2−a0[3a0(a0 +c1)−2a1 +
c2], 2(135a3

0 + 81a2
0c1 + 17a0c

2
1 + c31) − (4a0 − c1)c2 − 3c3〉 ⊂ X.

Investigating the first ten focal values with the help of Statement 1, we get

Statement 2. For the ideal ˜I = I + 〈a2 − a0[3a0(a0 + c1) − 2a1 + c2], 2(135a3
0 +

81a2
0c1 + 170a0c

2
1 + c31) − (4a0 − c1)c2 − 3c3〉 the next formula takes place:

√

˜I =

I3
⋂

(
13
⋂

k=10

Ik)
⋂

(
3
⋂

j=1

̂Ij), where ̂I1 = 〈3a2
0b1−b3, a2−a0[3a0(a0+c1)−2a1+c2], 3(a2

0a1−

a3) + 2a0(135a
3
0 + 81a2

0c1 + 179a0c
2
1 + c31) − a0c2(a0 − c1), a0(273a

3
0 + 165a2

0c1 +
34a0c

2
1 + 2c31)− a0c2(a0 − c1) + 3c4, 2(135a3

0 + 81a2
0c1 + 17a0c

2
1 + c31)− (4a0 − c1)c2 −

3c3, a
3
0b1 + b4, 3a0b1 + b2, b0〉, ̂I2 = 〈b1, b3, a2−a0[3a0(a0 + c1)−2a1 + c2], 2(135a3

0 +

81a2
0c1+17a0c

2
1+c31)−(4a0−c1)c2−3c3, b4, b2, b0〉, ̂I3 = 〈a0, b3, a2, a3, 3c3−c1(2c

2
1 +

c2), b4, b2, b0〉.

Statement 3. Let X = I + 〈b3, b4〉. Then the next equality takes place:
√

X = I1
⋂

I2
⋂

I4
⋂

(
22
⋂

k=18

Ik)
⋂

(
3
⋂

j=1

̂Ij), where ̂I1 = 〈a0, a2, c1, c3, b0, b2, b3, b4〉, ̂I2 =
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〈6a0 + c1, 10a0(9a
2
0 − c2) − 3c3, a2 + a0(15a

2
0 + 2a1 − c2), a

2
0(9a

2
0 − c2) + c4, 3a3 −

a2
0(18a

2
0 +3a1− c2), b4, b3, 3a0b1 + b2, b0〉, ̂I3 = 〈6a0 + c1, 12a2

0− c2, 2a2
0 +a1, 10a3

0 +
c3, a

3
0 − a2, 3a4

0 − c4, a3, b4, b3, 3a0b1 + b2, b0〉.

Proof. With the help of operations of division and intersection of ideals one
finds the radical of the ideal X9 = 〈g1, . . . , g9〉 + 〈b3, b4〉. We have

√

X9 =

I1
⋂

I2
⋂

I4
⋂

(
22
⋂

k=18

Ik)
⋂

(
3
⋂

j=1

̂Ij).

Let us show that for h ∈ V(X9)O(0, 0) is a center. Let h ∈ V(I1)
⋂

V(I2)
⋂

V(I4),
then R1(h) ≡ 0, i.e. h ∈ V(I). In that case the equation (2) by change (9) after
excluding time is transformed to

P0(x)Y Y
′ = −x(1 − Y 3)Q2/3(x).

Let now h∈
22
⋃

k=18

V(Ik). Then P0(h)S(h)/R2
1(h)≡ const, so h∈V(I). Further

we have V(̂I1)⊂V(I3); V(̂I2), V(̂I3)⊂V(I11), therefore for h∈
3
⋃

j=1

V(̂Ij) the critical

point O(0, 0) is a center. Thus
√

X =
√

X9. 2

Statement 4. Let X = I + 〈9a2
0b1 − 4b3, b4〉. Then the next formula takes place:

√

X = I1
⋂

I2
⋂

I5
⋂

(
27
⋂

k=23

Ik)
⋂

(
3
⋂

j=1

̂Ij), where ̂I1 = 〈a0, a2, c1, c3, b0, b2, b3, b4〉,

̂I2 = 〈9a0 +2c1, a0(189a
2
0−34c2)−12c3, 2a2 +a0(21a

2
0 +4a1−2c2), a

2
0(27a

2
0−4c2)+

2c4, 3a3−a
2
0(36a

2
0 +3a1−4c2), b4 9a2

0b1−4b3, 3a0b1 +b2, b0〉, ̂I3 = 〈9a0 +2c1, 15a2
0−

2c2, 25a2
0 +8a1, 11a3

0 +2c3, 13a3
0 −4a2, 3a4

0 −2c4, 9a4
0 +8a3, b4, 9a2

0b1−4b3, 3a0b1 +
b2, b0〉.

Proof. By means of division and intersection operations we find the radi-
cal of ideal X9 = 〈g1, . . . , g9〉 + 〈9a2

0b1 − 4b3, b4〉. Then we have
√

X9 =

I1
⋂

I2
⋂

I5
⋂

(
27
⋂

k=23

Ik)
⋂

(
3
⋂

j=1

̂Ij). The further is analogous to the proof of

Statement 3. 2

Statement 5. Let X = I + 〈3a2
0b1 − b3, a

3
0b1 + b4〉. Then the next equality takes

place:
√

X = I1
⋂

I2
⋂

I9
⋂

(
5
⋂

j=1

̂Ij), where ̂I1 = 〈a0, a2, c1, c3, b0, b2, b3, b4〉, ̂I2 =

〈5a0 + c1, a0(20a
2
0 − 3c2) − c3, a2 + a0(12a

2
0 + 2a1 − c2), 2a2

0(8a
2
0 − c2) + c4, a

3
0b1 +

b4, 3a2
0b1−b3, 3a0b1+b2, b0〉, ̂I3 = 〈6a0+c1, 10a0(9a

2
0−c2)−3c3, a2+a0(15a

2
0+2a1−

c2), a
2
0(9a

2
0 − c2)+ c4, 3a3 −a

2
0(18a

2
0 +3a1− c2), a

3
0b1 + b4, 3a2

0b1− b3, 3a0b1 + b2, b0〉,
̂I4 = 〈9a0 + 2c1, a0(189a

2
0 − 34c2) − 12c3, 2a2 + a0(21a

2
0 + 4a1 − 2c2), a

2
0(27a

2
0 −

4c2) + 2c4, 3a3 − a2
0(36a

2
0 + 3a1 − 4c2), a

3
0b1 + b4, 3a2

0b1 − b3, 3a0b1 + b2, b0〉, ̂I5 =
〈783a3

0+432a2
0c1+74a0c

2
1+4c31+c2(13a0+2c1), a0[(9a0+2c1)

2
−2c21+7c2]+2c3, a2−

a0[3a0(a0 + c1) − 2a1 + c2], 2a2
0(135a

2
0 + 54a0c1 + 5c21 + c2) + c4, a3 − a2

0[3a0(73a0 +
29c1) + a1 + 2c2], a

3
0b1 + b4, 3a2

0b1 − b3, 3a0b1 + b2, b0〉.
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The proof follows from Statement 1 and Theorem 3.
By direct examination we become sure that the next statement is true.

Statement 6. The next equalities are right:
√

I + E8 = I1
⋂

(
8
⋂

k=4

Ik)
⋂

〈a0, a1, a2,

a3, b0, b2, b3, b4〉,
√

I + E9 = I1
⋂

I2
⋂

(
9
⋂

k=4

Ik).

Proof of Theorem 4. Computing the radicals of ideals Ek

⋂

I, k = 5, 7, we get
7
⋃

k=5

V(Ek

⋂

I) ⊂ V . If h∈
35
⋃

k=14

V(Ik) then O(0, 0) is a center since in that case

P0(h)S(h)/R2
1(h) ≡ const. Further taking into account Statements 1-6 we become

sure in the correctness of Theorem 4. 2

4. Now we will examine system (1).

Statement 7. The next formula is true:
√

J + 〈B〉 =
9
⋂

k=1

˜Jk, where the radical

ideals ˜Jk have the form:

˜J1 = 〈B, L, N〉, ˜J2 = 〈A+C, B, (A−D)K+AM, K(2K+M)−N2, 3K+M+
P, L+N〉, ˜J3 = 〈17A+ 27C, 2A+ 3D, B, 100A4

− 177147N2, 20A2 + 81K, 50A2
−

243M, 10A2
− 81P, L+N〉, ˜J4 = 〈2A+D, B, C(A+ 3C)2(2A + 3C) + 4N2, (A+

3C)2 + 4K, 2C2 + (A+ 2C)2 −M, 3(A− 3C)(A+C)− 4P, L+N〉, ˜J5 = 〈A+ 3C −

D, B, A(2A+3C)2(3A+4C)−N2, A(2A+3C)−K, (A−2C)(2A+3C)+M, 6(A+
C)(2A + 3C) + P, L + N〉, ˜J6 = 〈2A + C + D, B, 2K(2A + C) + AM, K[A(A +
C) − 2(2K + M)] + 2N2, A(A + C) − 3K − M − P, L + N〉, ˜J7 = 〈5A + 3C +
3D, B, A(2A+ 3C)2(5A+ 12C) + 81N2, A(2A+ 3C) + 3K, (2A+ 3C)(7A+ 6C)−
9M, 2(A − 3C)(2A + 3C) − 9P, L + N〉, ˜J8 = 〈73A2 + 180AC + 117C2, 3(11A +
15C) + 7D, B, 100A3(341A + 360C) + 415233N2, A(29A + 9C) + 91K, A(157A +
237C)− 273M, 2A(29A+ 9C) + 91P, L+N〉, ˜J9 = 〈B, (A+C)(A+ 3C)(2A+C +
D)− (A−C+D)K, (A+C)2[(A+2C)(2A+C+D)+K]+K2+N2, 2(A+C)(2A+
C +D) + 3K +M, (A+ C)(A+ C +D) + P, L+N〉.

Proof. Let’s generate the ideal ˜J = (J + 〈2u− v+w−A, u− v+w+C, 3u− 2v+
w+D〉)

⋂

C[B, K, L, M, N, P, u, v, w]. Using Groebner bases one obtains that the
radical of ideal ˜J0 = ˜J+〈Nuvw(P−2u2+2uv−uw)(u+w)(2u−w)(2u−4v+w)(u−
2v+w)(v−w)(2v−w)(2v+w)(3v−2w)(4v−3w)(5v−4w)(6v−7w)(6v−5w)(7v−

5w)(8v − 5w)(8v − 3w)(26v − 19w)〉 has the form:

√

˜J0 =
9
⋂

k=1

˜

˜Jk, where
˜

˜Jk = ( ˜Jk +

〈2u−v+w−A, u−v+w+C, 3u−2v+w+D〉)
⋂

C[B, K, L, M, N, P, u, v, w], k =

1, 9. In that way it is proved that
√

J + 〈B〉 ⊂

9
⋂

k=1

˜Jk. Let’s show that if q̃ 6∈ V( ˜J0)

then O(0, 0) is a focus.
The first focal value for system (1) in the case B = 0 has the form: ˜f1 =

L + N . Focal values ˜fi, i = 2, 8, have accordingly 18, 82, 274, 750, 1790, 3854,
7662 summands. Denote by ̂I the ideal ̂I = 〈

˜f1, . . . , ˜f8, . . .〉. Notice that ˜fi, i =
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1, 2, . . . are the polynomials from the ring C[A, C, D, K, L, M, N, P ], so ̂I ⊂

C[A, C, D, K, L, M, N, P ].
From the condition ˜f1 = 0 we get

L = −N. (14)

Considering the condition (14) for system (7) to be held, exclude from ˜fi, i =
2, 8, the variable L and get ˜fi = αiNFi, i = 2, 8, where αi 6= 0, Fi ∈

C[A, C, D, K, M, N, P ], i = 2, 8. As q̃ 6∈ V( ˜J0), then N 6= 0. Construct

the ideal
̂

̂I = (〈L+N, F2, . . . , F8〉+ 〈2u− v+w−A, u− v+w+C, 3u− 2v+w+

D〉)
⋂

C[K, L, M, N, P, u, v, w]. The ideal
̂

̂I has the form:
̂

̂I = 〈L+N, ˜F2, . . . , ˜F8〉,
where ˜Fi ∈ C[K, M, N, P, u, v, w]. From the condition ˜F2 = 0 we get:

K = [u(2u − 4v + w) −M − P ]/3. (15)

Taking into account the conditions (14) and (15) we have: ˜Fi = βig̃i, i = 3, 8,
where βi 6= 0, g̃i ∈ C[M, N, P, u, v, w]. Notice that g̃i = g̃3γi + ˜Gi, i = 4, 8, where
γi ∈ C[M, N, P, u, v, w], ˜Gi ∈ C[M, P, u, v, w], i = 4, 8. The polynomials ˜Gi,
i = 4, 8, can be written in the form: ˜Gi = δiM

i−2w2 +M i−3ωi,1 + . . .+ωi,i−2, where
δi 6= 0, ωi,1, ωi,i−2, i = 4, 8, are the polynomials in P, u, v, w.

Since q̃ 6∈ V( ˜J0) then w 6= 0. And the next relations will be true: ˜Gi = θi
˜G4 +Ti,

i = 5, 8, where θi 6= 0, and the variable M has the 1st degree in T5. Solving the
equation T5 = 0 we have:

M = T5,1/(wT5,2), (16)

where T5,1 and T5,2 are coprime polynomials in variables P, u, v, w. Taking into

consideration the condition (16) we get ˜G4 = Y5/T
2
5,2, Ti = Yi/T5,2, i = 6, 8, where

the polynomials Yi, i = 5, 8, can be represented in the form: Yi = χiuv(P − 2u2 +
2uv − uw)˜Yi, at the same time χi 6= 0, i = 5, 8, ˜Y5, . . . , ˜Y8 are the polynomials from
the ring C[P, u, v, w], containing accordingly 314, 314, 541 and 853 summands.

Since q̃ 6∈ V( ˜J0) then uv(P − 2u2 + 2uv − uw) 6= 0. Assume that T5,2 6= 0. Then

the critical point O(0, 0) can be a center if ˜Yi = 0, i = 5, 8. Further we will denote by
Rx(F1, F2) the resultant [16, p. 209] of the polynomials F1 and F2 in a variable x.
Let’s compute two resultants: ˜R1 = RP (O5, sO6 +O7) and ˜R2 = RP (O5, sO6 +O8),

where Oi = ˜Yi|w=1, i = 5, 8. We have ˜R1 =
6

∑

i=1

si−1Si, where Si, i = 1, 6, are the

polynomials in variables u, v of the form Si = εiu
6(1+u)(−1+2u)(1+2u−4v)(1+

u− 2v)3S2
0Zi, i = 1, 5, S6 = ε6u

6(1 + u)(−1 + 2u)(1 + 2u− 4v)(1 + u− 2v)3S2
0
˜S0Z6,

at that εi 6= 0, i = 1, 6, S0 is a polynomial in variables u, v, ˜S0 = −2736− 11424u−
15885u2

−9625u3 +16224v+46596uv+42165u2v+5250u3v−33360v2
−60792uv2

−

18180u2v2 + 28736v3 + 21060uv3
− 8160v4; Z1, . . . , Z6 are coprime polynomials in

u, v, including accordingly 1792, 1671, 1554, 1404, 1250 and 925 summands.

The resultant ˜R2 can be represented in the next form: ˜R2 =
6
∑

i=1

si−1Wi, where

Wi = τiu
6(1 + u)(−1 + 2u)(1 + 2u− 4v)(1 + u− 2v)3S2

0ξi, i = 1, 5, W6 = ε6u
6(1 +
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u)(−1 + 2u)(1 + 2u− 4v)(1 + u− 2v)3S2
0
˜S0ξ6, at that τi 6= 0, i = 1, 6, and ξ1, . . . , ξ6

are coprime polynomials in u, v, including accordingly 2940, 2634, 2344, 1981, 1623
and 925 summands.

As far as q̃ 6∈ V( ˜J0) then u6(1 + u)(−1 + 2u)(1 + 2u− 4v)(1 + u− 2v)3 6= 0. Let
S0 6= 0, then the critical point O(0, 0) can be a center if the following conditions are
held: Zi = 0, ξi = 0, i = 1, 6. Let’s compute the next resultants: r̃i = Ru(Z6, Z6−i),
i = 1, 5, and also r̃0 = Ru(ξ6, ξ5). Here ri, i = 1, 5, are the polynomials in v having
accordingly 1986th, 2115th, 2230th, 2341th and 2427th degrees, the coefficients of
which are coprime integer numbers of the orders 102128

− 103619, 102141
− 102793,

102299
− 103003, 102654

− 104405, 102616
− 103401 accordingly; r̃0 is a polynomial in

v of 2247th degree, and its coefficients are coprime integer numbers of the order
102252

− 102948.
The greatest common divisor of the polynomials r̃1, . . . , r̃5 is (v − 1)3(2v −

1)39(2v + 1)3(3v− 2)39(4v− 3)54(5v− 4)17(6v− 7)6(6v− 5)5(7v − 5)5(8v− 5)5(8v−
3)3(26v − 19)3 ̂P 3, where ̂P is a polynomial in v of 77th degree, and its coefficients
are coprime integer numbers of the order 1078

− 10103.
As q̃ 6∈ V( ˜J0) and the greatest common divisor of the polynomials ̂P and r̃0 is 1

then in that case the origin is a focus.
Let S0 = 0. Notice that RP (T5,1, T5,2) = α0u

2v2T0
̂S0, where α0 6= 0, T0 is

the polynomial in variables u, v, w, ̂S0|w=1 = S0. Denote by ˜Ti, i = 5, 7, the
following resultants: ˜Ti = RM (T4, Ti), i = 5, 7. Here ˜Ti, i = 5, 7, are the polynomials
in variables P, u, v, w, containing 314, 846 and 1756 summands accordingly. For

any i = 6, 7, the equalities are true: ˜Ti = ˜Si
̂S0 +

˜

˜Ti, where
˜

˜Ti, i = 6, 7, are the
polynomials in P, u, v, w, including 824 and 1571 summands accordingly. Further
using resultants we exclude the variable P : H1 = RP ( ˜O5, ˜O6), H2 = RP ( ˜O5, ˜O7),

where ˜O5 = ˜T5|w=1, ˜Oi =
˜

˜T i|w=1, i = 6, 7. H1 and H2 are the polynomials in u, v
having 7652 and 12987 summands accordingly. For Hi, i = 1, 2, the next equalities
are true: Hi = ̂HiS0 + ˜Hi, where ˜H1 and ˜H2 are the polynomials in u, v, having
accordingly 1474 and 1978 summands. Further we have ˜Zi = Rv(S0, ˜Hi), i = 1, 2.
Here ˜Z1, ˜Z2 are the polynomials in one variable u of 1505th and 1988th degrees
accordingly, containing 1448 and 1931 summands. The greatest common divisor of
˜Z1 and ˜Z2 has the form:

u58(1+u)5(−1+2u)18(1+4u)9(46−103u−563u2 +60u3)6(1540+5011u−35614u2+

+51479u3
−24216u4+1920u5)2(−2885120+48860768u−338183580u2+1252033136u3

−

−2176161807u4 + 3494962821u5
− 2544493968u6 + 920349000u7

− 118729800u8+

+4860000u9)3(155605184 − 2227701700u + 2040477985u2 + 22348142299u3
−

−64132349961u4+70372499301u5
−40878190008u6+14935630500u7

−1932076800u8+

+77760000u9).

Since q̃ 6∈ V( ˜J0) then u(1 + u)(−1 + 2u) 6= 0. Consider the case 1 + 4u = 0. The

next equality is right:
˜

˜H1 = ̂S0
˜X0+ ˜V1, where

˜

˜H1|w=1 = ˜H1; ˜X0, ˜V1 ∈ C[u, v, w], the
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polynomial ˜V1 has 1474 summands. Let’s generate the ideal ˜U1 = 〈4u+ w, ̂S0, ˜V1〉.
The Groebner basis of this ideal is ˜U1 = 〈(8v − 3w)w123, ˜h2, . . . , ˜h15〉, where ˜hi ∈

C[u, v, w], i = 2, 15. But according to the condition q̃ 6∈ V( ˜J0), so (8v − 3w)w 6= 0,
i.e. in that case O(0, 0) is a focus.

Denote by e0 = 60u3
− 563u2w− 103uw2 +46w3. Then we have ̂S0 = e0 ˜X1 + ̂T0,

where ˜X1, ̂T0 ∈ C[u, v, w],
˜

˜H1 can be written in the form:
˜

˜H1 = ̂T0
˜X2 + e0 ˜X3 + ˜V2,

where ˜X2, ˜X3, ˜V2 ∈ C[u, v, w]. Let’s generate the ideal ˜U2 = 〈e0, ̂T0, ˜V2〉 and
compute its Groebner basis. We get ˜U2 = 〈w26u0, ˜h2, . . . , ˜h52〉, where u0 = 240v3

−

1486v2w + 1203vw2
− 237w3, ˜hi ∈ C[u, v, w], i = 2, 52. Since q̃ 6∈ V( ˜J0) then

w 6= 0. Computing for the ideal ˜U2 + 〈u0〉 its Groebner basis we get ˜U2 + 〈u0〉 =
〈w15(u−2v+w), ˜h2, . . . , ˜h8〉, where ˜hi ∈ C[u, v, w], i = 2, 8. But w(u−2v+w) 6= 0
as far as q̃ 6∈ V( ˜J0) so O(0, 0) is a focus.

Let now e0 = 1920u5
− 24216u4w + 51479u3w2

− 35u2w3 + 5011uw4 + 1540w5.

In that case ̂S0 = e0 ˜X4 + ̂T1, where ˜X4, ̂T1 ∈ C[u, v, w], then
˜

˜H1 can be represented

as
˜

˜H1 = ̂T1
˜X5 + e0 ˜X6 + ˜V3, where ˜X5, ˜X6, ˜V3 ∈ C[u, v, w]. The Groebner basis

for the ideal ˜U3 = 〈e0, ̂T1, ˜V3〉 is ˜U3 = 〈w28u0, ˜h2, . . . , ˜h94〉, where u0 = 491520v5
−

3714048v4w+6701504v3w2
−4849808v2w3+1471076vw4

−143019w5, ˜hi ∈ C[u, v, w],
i = 2, 94. Further we have ˜U3 + 〈u0〉 = 〈w18(2u − 4v + w),˜h2, . . . , ˜h22〉, where
˜hi ∈ C[u, v, w], i = 2, 22. As q̃ 6∈ V( ˜J0) then w(2u− 4v+w) 6= 0. The critical point
O(0, 0) is a focus.

Let

e0 = 4860000u9
− 118729800u8w + 920349000u7w2

− 2544493968u6w3+

+3494962821u5w4
− 2716161807u4w5 + 1252033136u3w6

− 338183580u2w7+

+48860768uw8
− 2885120w9 .

Then ̂S0 and
˜

˜H1 can be represented as ̂S0 = e0 ˜X7 + ̂T2;
˜

˜H1 = ̂T2
˜X8 + e0 ˜X9 + ˜V4,

where ̂T2, ˜X7, ˜X8, ˜X9, ˜V4 ∈ C[u, v, w]. The greatest common divisor of resul-
tants Ru(e0, ̂T2) and Ru(e0, ˜V4) equals γ̃u0, where γ̃ 6= 0, u0 = 1244160000v9

−

20796134400v8w + 130889433600v7w2
− 40702563776v6w3 + 725607750864v5w4

−

795952371456v4w5 + 548902046936v3w6
− 232670029920v2w7 + 55523773877vw8

−

5720760000w9 . Using Groebner basis the ideal ˜U4 = 〈e0, u0, ̂T2, ˜V4〉 can be repre-
sented in the next form: ˜U4 = 〈w24(u− 2v+w),˜h2, . . . , ˜h72〉, where ˜hi ∈ C[u, v, w],
i = 2, 72. Since q̃ 6∈ V( ˜J0) then w(u− 2v+w) 6= 0, so in that case O(0, 0) is a focus.

Consider now the last possible case of the center for S0 = 0. Let’s de-
note e0 = 77760000u9

− 1932076800u8w + 14935630500u7w2
− 40878190008u6w3 +

70372499301u5w4
− 64132349961u4w5 + 22348142299u3w6 + 2040477985u2w7

−

2227701700uw8 + 155605184w9 . Then ̂S0 and
˜

˜H1 are represented in the form: ̂S0 =

e0 ˜X10 + ̂T3;
˜

˜H1 = ̂T3
˜X11 + e0 ˜X12 + ˜V5, where ̂T3, ˜V5, ˜X10, ˜X11, ˜X12,∈ C[u, v, w].

Finding the greatest common divisor of the resultants Ru(e0, ̂T3) and Ru(e0, ˜V5) we
have µ̃u0, where µ̃ 6= 0,

u0 = 79626240000v9
− 1168382361600v8w + 5981127091200v7w2

−
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−137592210378246v6w3 + 18275585731200v5w4
− 14958694725792v4w5+

+7438311225796v3w6
− 2117102790235v2w7 + 303888967255vw8

− 15968920230w9 .

The Groebner basis of ideal ˜U4 = 〈e0, u0, ̂T3, ˜V5〉 has the form: ˜U4 = 〈w24(2u −

4v + w),˜h2, . . . , ˜h72〉, where ˜hi ∈ C[u, v, w], i = 2, 72. As far as q̃ 6∈ V( ˜J0) then
w(2u− 4v + w) 6= 0; hence, the critical point O(0, 0) is a focus. 2

Further through ˜Ik, k = 1, 35, we will denote the ideals obtained from Ik, k =
1, 35, if the coefficients ai (i = 0, 3), bj (j = 0, 4), cm (m = 1, 4) are expressed by the

formulas (). Notice that ˜Ik ⊂ C[q], k = 1, 35. Using Groebner basis we become sure
in the truth of the next statement.

Statement 8. The next equalities take place:
√

˜I2 = J4

⋂

J12

⋂

〈A, C, N, K, L〉
⋂

〈A+ C, N, K, M − P, L〉,
√

˜I9 = J10

⋂

J11

⋂

J19,
√

˜I3 = J2

⋂

J3

⋂

〈A, C, D, B, K(2K +M) −N2, 3K +M + P, L+N〉,

and at the same time the next inclusions are true:

V(〈A, C, N, K, L〉) ⊂ V(J10), V(〈A+ C, N, K, M − P, L〉) ⊂ V(J10),
V(〈A, C, D, B, K(2K +M) −N2, 3K +M + P, L+N〉) ⊂ V(J12).

Statement 9. Denote by ̂J1 and ̂J2 the following ideals: ̂J1 = 〈A, C, D, N, K, L〉,
̂J2 = 〈A, C, D, B, K2 +N2, 3K +M, P, L+N〉. Then the radical of ideal ˜I10 can
be written in the next form:

√

˜I10 = J5

⋂

J7

⋂

̂J1

⋂

〈2A + 3C, 2A + 3D, N, 2A2 + 9K, M − 2P, AB +
3L〉

⋂

〈4A + 5C + D, N, C(A + C) − K, M, 2(A + C)(2A + 3C) − P, B(A + C) +
L〉

⋂

〈A+ 2C, 3A+ 2D, B, K(A2 + 4K) + 4N2, 3K +M, A2
− 2P, L+N〉

⋂

〈2A+
3C, 2A+3D, AB−3N, 2A2+9K, 2(A−3B)(A+3B)−9M, A2+18B2

−9P, 2AB+
3L〉

⋂

〈4A+ 5C +D, 2B2 + (A+C)2, B(A+ 2C) +N, C(A+C)−K, 3(A+C)2 −
M, 2(A +C)(2A + 3C) − P, BC − L〉,

and at the same time the next inclusions are correct:

V(〈2A + 3C, 2A + 3D, N, 2A2 + 9K, M − 2P, AB + 3L〉)
⋃

V(〈4A + 5C +
D, N, C(A + C) − K, M, 2(A + C)(2A + 3C) − P, B(A + C) + L〉) ⊂ V(J10),
V(〈A+ 2C, 3A+ 2D, B, K(A2 + 4K) + 4N2, 3K +M, A2

− 2P, L+N〉) ⊂ V(J19),
V(〈2A+3C, 2A+3D, AB− 3N, 2A2 +9K, 2(A− 3B)(A+3B)− 9M, A2 +18B2

−

9P, 2AB + 3L〉)
⋃

V(〈4A+ 5C +D, 2B2 + (A+C)2, B(A+ 2C) +N, C(A+C)−
K, 3(A+ C)2 −M, 2(A+ C)(2A+ 3C) − P, BC − L〉) ⊂ V(J21),
and V( ̂J1) ⊂ V(J10), V( ̂J2) ⊂ V(J12).

Statement 10. Let ̂J1 and ̂J2 be the ideals from Statement 9, then the radicals of
ideals ˜I11, ˜I12 and ˜I13 can be written in the form:

√

˜I11 = J8

⋂

̂J1

⋂

̂J2

⋂

〈A+2C, 2A+D, N, A2+4K, 3A2
−4P, AB+2L〉

⋂

〈3A+

4C, A + 2D, N, 3A2 + 16K, 3A2
− 16M, A2

− 16P, AB + 4L〉
⋂

〈A, 6C +D, B2 +
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3C2, BC+N, K, 6C2
−M, 9C2

−P, L〉,

√

˜I12 = J9

⋂

J18

⋂

̂J1

⋂

̂J2

⋂

〈A+2C, 5A+

4D, N, A2 + 4K, 3A2
− 8P, AB + 2L〉

⋂

〈3A+ 5C, 4A+ 5D, N, 6A2 + 25K, 6A2
−

25M, 4A2
− 25P, 2AB + 5L〉,

√

˜I13 = J6

⋂

J17

⋂

J22

⋂

̂J1

⋂

̂J2

⋂

〈A, C, N, K, 2D2 + P, L〉
⋂

〈A + 2C, 3A +

2D, N, A2 +4K, A2
−2P, AB+2L〉

⋂

〈A, 6C+D, N, K, 3C2 +M, 9C2
−P, BC+

L〉
⋂

〈A+C, A−2D, N, K, M, P, L〉
⋂

〈A+C, A−D, N, K, M, P, L〉
⋂

〈A+C, 2A−
D, N, K, M, P, L〉

⋂

〈A+ 3C, 2A+D, N, K, A2
− 3M, A2

− P, 2AB + 3L〉,

and at the same time the following inclusions are held:

V(〈A + 2C, 2A + D, N, A2 + 4K, 3A2
− 4P, AB + 2L〉)

⋃

V(〈3A + 4C, A +
2D, N, 3A2+16K, 3A2

−16M, A2
−16P, AB+4L〉)

⋃

V(〈A+2C, 5A+4D, N, A2+
4K, 3A2

−8P, AB+2L〉)
⋃

V(〈3A+5C, 4A+5D, N, 6A2 +25K, 6A2
−25M, 4A2

−

25P, 2AB + 5L〉)
⋃

V(〈A, C, N, K, 2D2 + P, L〉)
⋃

V(〈A + 2C, 3A + 2D, N, A2 +
4K, A2

− 2P, AB + 2L〉)
⋃

V(〈A + C, A − 2D, N, K, M, P, L〉)
⋃

V(〈A + C, A −

D, N, K, M, P, L〉)
⋃

V(〈A + C, 2A − D, N, K, M, P, L〉) ⊂ V(J10), V(〈A, 6C +
D, N, K, 3C2 +M, 9C2

− P, BC + L〉) ⊂ V(J8), V(〈A+ 3C, 2A +D, N, K, A2
−

3M, A2
− P, 2AB + 3L〉) ⊂ V(J9), V(〈A, 6C + D, B2 + 3C2, BC + N, K, 6C2

−

M, 9C2
− P, L〉) ⊂ V(J13).

To formulate the next statements we denote by ̂J1, ..., ̂J6 the ideals of the form:

̂J1 = 〈A, C, N, K, 3B2+M, L〉, ̂J2 = 〈A+C, N, K, 3B2+A(A+D)+M, 3B2+
A(A+D) + P, L〉,

̂J3 = 〈A, B, N, K, C(3C + D) − M, C(3C + D) + P, L〉, ̂J4 = 〈A, 3C +
D, B, N, K, 3M + 2P, L〉,

̂J5 = 〈A+2C, N, A2+4K, A(A+2D)+4(3B2+M), A(A+2D)+4P, AB+2L〉,
̂J6 = 〈A+ 3C, B, N, K, A(A+D) + 3M, A(A+D) + P, L〉.

For the ideals ̂J1, ..., ̂J6 the inclusions are held: V( ̂J1)
⋃

V( ̂J2)
⋃

V( ̂J5) ⊂ V(J10),
V( ̂J3)

⋃

V( ̂J4)
⋃

V( ̂J6) ⊂ V(J1).

Statement 11. For the radicals of ideals ˜I1, ˜I4, ˜I5, ˜I7 the next equalities are true:
√

˜I1 = J1

⋂

J20

⋂

J21,

√

˜I4 = J13

⋂

J24

⋂

̂J1

⋂

̂J2

⋂

〈5A + 6C, B, N, A2 +
4K, 5A(A + 2D) + 12M, A(A+ 2D) + 4P, L〉,

√

˜I5 = J14

⋂

J23

⋂

̂J1

⋂

̂J2

⋂

〈A, B, N, K, C(3C + 2D) − 2M, 3C(3C + 2D) +
4P, L〉,

√

˜I7 = J15

⋂

(
6
⋂

k=3

̂Jk)
⋂

〈A, 3C+D, BC+N, K, 2B2+M, 3B2+2P, L〉
⋂

〈A, B2
−

C(3C + D),DC + N,K, 2C(3C + D) + M, 3C(3C + D) + P, L〉
⋂

〈3(A + C) +
D, B, N, K, A(2A+ 3C)− 3M, A(2A+ 3C)−P, L〉

⋂

〈5A+ 6C + 2D, B, N, A2 +
4K, A(2A + 3C) − 2M, A(2A + 3C) − 2P, L〉,

and at the same time the inclusions take place:
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V(〈5A + 6C, B, N, A2 + 4K, 5A(A + 2D) + 12M, A(A + 2D) + 4P, L〉)
⋃

V(〈A, B, N, K, C(3C + 2D) − 2M, 3C(3C + 2D) + 4P, L〉)
⋃

V(〈3(A + C) +
D, B, N, K, A(2A+3C)−3M, A(2A+3C)−P, L〉)

⋃

V(〈5A+6C+2D, B, N, A2+
4K, A(2A+3C)−2M, A(2A+3C)−2P, L〉) ⊂ V(J1), and also V(〈A, 3C+D, BC+
N, K, 2B2 +M, 3B2+2P, L〉)

⋃

V(〈A, B2
−C(3C+D), DC+N, K, 2C(3C+D)+

M, 3C(3C +D) + P, L〉) ⊂ V(J21).

Statement 12. The radicals of ideals ˜I6 and ˜I8 can be represented in the form:
√

˜I6 = J13

⋂

J14

⋂

J16

⋂

̂J1

⋂

̂J3

⋂

̂J4

⋂

〈2A+ 3C, B, N, A2 + 4K, A(A+ 2D) +

3M, A(A+2D)+4P, L〉
⋂

〈3(A+C)+D, B, N, A2+4K, A(5A+6C)−3M, A(5A+
6C) − 4P, L〉,

√

˜I8 = J13

⋂

J15

⋂

J25

⋂

̂J1

⋂

̂J3

⋂

̂J5

⋂

̂J6

⋂

〈3B2
− C(A + D), N, C(A + C) −

K, C(A+C)−M, (A+C)(A+C+D)+P, B(A+C)+L〉
⋂

〈A, B, N, K, C(3C+
2D)−2M, 3C(3C+2D)+4P, L〉

⋂

〈A, 2B2
−C(3C+2D), BC+N, K, C(3C+2D)+

M, 3C(3C+2D)+4P, L〉
⋂

〈5A+3C+2D, B, N, K, A(A+C)−2M, 3A(A+C)−
2P, L〉

⋂

〈7A+ 6C + 4D, B, N, A2 + 4K, A(5A+ 6C)− 8M, A(5A+ 6C)− 8P, L〉,

and the inclusions are true:

V(〈A, 2B2
− C(3C + 2D), BC + N, K, C(3C + 2D) + M, 3C(3C + 2D) +

4P, L〉) ⊂ V(J21), V(〈2A + 3C, B, N, A2 + 4K, A(A + 2D) + 3M, A(A + 2D) +
4P, L〉)

⋃

V(〈3(A + C) + D, B, N, A2 + 4K, A(5A + 6C) − 3M, A(5A + 6C) −

4P, L〉)
⋃

V(〈A, B, N, K, C(3C+2D)−2M, 3C(3C+2D)+4P, L〉)
⋃

V(〈5A+3C+
2D, B, N, K, A(A+C)−2M, 3A(A+C)−2P, L〉)

⋃

V(〈7A+6C+4D, B, N, A2 +
4K, A(5A+6C)−8M, A(5A+6C)−8P, L〉) ⊂ V(J1), V(〈3B2

−C(A+D), N, C(A+
C) −K, C(A+ C) −M, (A+ C)(A+ C +D) + P, B(A+ C) + L〉) ⊂ V(J10).

Proof. To find the radicals

√

˜I6 and

√

˜I8 we will consider the ideals
˜

˜I6 =

˜I6 + 〈3(3a2
0 − 2a1 + 2a0c1) + ũ2

〉 and
˜

˜I8 = ˜I8 + 〈2(a2
0 − a1 + a0c1) + ũ2

〉. Using

Groebner bases we find the radicals

√

˜

˜I6 and

√

˜

˜I8 and get

√

˜I6 =

√

˜

˜I6
⋂

C[q],
√

˜I8 =

√

˜

˜I8
⋂

C[q]. 2

Statement 13. The radicals of ideals J +G12, J +G13, J +G14 have the form:
√

J +G12 = J13

⋂

〈B(A + C) +N, K, 2B2 +M + A(2A + C +D), 2B2 + P +
A(A+D), L〉

⋂

〈A+ C, N, K, M − P, L〉
⋂

〈B, N, K, L〉
⋂

〈A, BC +N, K, 2B2 +
M, L〉

⋂

〈A, C, N, K, L〉,
√

J +G13 = J12

⋂

〈A+C, B, N, 3K +M +P, L〉
⋂

〈A+C, 2A+ 3D, B, 7A4
−

81N2, A2
− 3K, A2 + 9M, 8A2 + 9P, L + N〉

⋂

〈A, C, 3B2
− D2, BD − N, D2

−

K, D2 +M, 2D2 + P, BD + L〉
⋂

〈A, C, D, N, 3K +M + P, L〉,
√

J +G14 = J15

⋂

〈B(2A+2C+D)−N, (2A+3C+D)(3A+3C+D)−K, 2B2+
(2A+3C+D)(4A+5C+D)+M, (2A+3C)(2A+3C+D)2+2B2(5A+6C+2D)+(2A+
3C+D)P, B(3A+3C+D)+L〉

⋂

〈2A+2C+D, N, C(A+C)−K, C(A+C)(2A+
3C)+(A+2C)M−CP, B(A+C)+L〉

⋂

〈B, N, (2A+3C+D)(3A+3C+D)−K, L〉,
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and the next inclusions are true:

V(〈B(A+C) +N, K, 2B2 +M +A(2A+C +D), 2B2 + P +A(A+D), L〉)
⋃

⋃

V(〈A, BC + N, K, 2B2 + M, L〉)
⋃

V(〈B(2A + 2C + D) − N, (2A + 3C +
D)(3A+ 3C +D)−K, 2B2 + (2A+ 3C +D)(4A+ 5C +D) +M, (2A+ 3C)(2A+
3C+D)2 +2B2(5A+6C+2D)+ (2A+3C+D)P, B(3A+3C+D)+L〉) ⊂ V(J21),
V(〈A+C, N, K, M−P, L〉)

⋃

V(〈A, C, N, K, L〉)
⋃

V(〈2A+2C+D, N, C(A+C)−
K, C(A+C)(2A+3C)+(A+2C)M−CP, B(A+C)+L〉), V(〈B, N, K, L〉)

⋃

V(〈A+
C, B, N, 3K+M+P, L〉)

⋃

V(〈B, N, (2A+3C+D)(3A+3C+D)−K, L〉) ⊂ V(J1),
V(〈A+C, 2A+3D, B, 7A4

−81N2, A2
−3K, A2+9M, 8A2+9P, L+N〉) ⊂ V(J25),

V(〈A, C, 3B2
− D2, BD − N, D2

− K, D2 + M, 2D2 + P, BD + L〉) ⊂ V(J15),
V(〈A, C, D, N, 3K +M + P, L〉) ⊂ V(J2).

Statement 14. The radicals of ideals J +G15, J +G16, J +G17 can be written in
the next form:

√

J +G15 = J19

⋂

〈A + 2C, 3A + 2D, N, 3K + M, A2
− 2P, AB + 2L〉

⋂

〈A +
2C, 5A + 4D, A2

− 48B2, AB − 4N, 3A2 + 16K, 5A2
− 16M, 3A2

− 8P, 3AB +
4L〉

⋂

〈A+2C, 2A+D, A2
−12B2, AB+2N, K, A2

−2M, 3A2
−4P, L〉

⋂

〈B, N, 2(A+
C)(2A+C+D)+3K+M, (A+C)(A+C+D)+P, L〉

⋂

〈5A+7C, 8A+7D, B, A4
−

343N2, A2 + 7K, 17A2
− 49M, 12A2

− 49P, L + N〉

⋂

〈A + 5C, 2A +D, B, 7A4
−

625N2, A2 + 25K, 11A2
− 25M, 24A2

− 25P, L+N〉,
√

J +G16 = J14

⋂

〈B(A + C) − 2N, 3(A + C)(A + 3C) − 4K, 4B2 + (A +
3C)(A + 2C − D) + 2M, 16B2(2A + 3C) + (A + 3C)2(A + 3C − 2D) + 4(A +
3C)P, 3B(A+ C) + 2L〉

⋂

〈A + C, N, K, M − P, L〉
⋂

〈B, N, 3(A + C)(A + 3C) −
4K, L〉

⋂

〈A, C, N, K, L〉,
√

J +G17 = J10

⋂

J12

⋂

J17

⋂

J18

⋂

J19

⋂

J21

⋂

J22

⋂

〈A+3C, 2A+D,N,K,A2
−

3M, A2
− P, 2AB + 3L〉,

and the following inclusions take place:

V(〈A+2C, 3A+2D, N, 3K+M, A2
−2P, AB+2L〉) ⊂ V(J5), V(〈A+2C, 5A+

4D, A2
−48B2, AB−4N, 3A2 +16K, 5A2

−16M, 3A2
−8P, 3AB+4L〉) ⊂ V(J14),

V(〈A + 2C, 2A + D, A2
− 12B2, AB + 2N, K, A2

− 2M, 3A2
− 4P, L〉) ⊂ V(J13),

V(〈5A+7C, 8A+7D, B, A4
−343N2, A2+7K, 17A2

−49M, 12A2
−49P, L+N〉) ⊂

V(J24), V(〈A+5C, 2A+D, B, 7A4
−625N2, A2+25K, 11A2

−25M, 24A2
−25P, L+

N〉) ⊂ V(J23), V(〈B(A + C) − 2N, 3(A + C)(A + 3C) − 4K, 4B2 + (A + 3C)(A +
2C −D) + 2M, 16B2(2A+ 3C) + (A+ 3C)2(A+ 3C − 2D) + 4(A+ 3C)P, 3B(A+
C) + 2L〉) ⊂ V(J21), V(〈A + C, N, K, M − P, L〉)

⋃

V(〈A, C, N, K, L〉)
⋃

V(〈A +
3C, 2A+D, N, K, A2

− 3M, A2
− P, 2AB + 3L〉) ⊂ V(J10).

The proof of Theorem 5. The proof follows directly from Theorem 3 and State-
ments 8–14.

5. The polynomial ̂P has 23 real roots. Let’s introduce a vector p(u, v). The
system of equations Zi = 0, i = 1, 6, has 45 real solutions p = pk, k = 1, 45. Here
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p1 = (−2.98291 . . . , 0.61354 . . .), p2 = (0.28767 . . . , 0.61354 . . .),

p3 = (2.92233 . . . , 0.61354 . . .), p4 = (−2.24140 . . . , 1.80824 . . .),

p5 = (0.70470 . . . , 1, 80824 . . .), p6 = (4.15318 . . . , 1.80824 . . .),

p7 = (−0.84828 . . . , 0.59506 . . .), p8 = (0.11443 . . . , 0.64371 . . .),

p9 = (0.38246 . . . , 0.70488 . . .), p10 = (0.13270 . . . , 0.71955 . . .),

p11 = (0.50158 . . . , 0.86047 . . .), p12 = (1.23899 . . . , 1.37056 . . .),

p13 = (1.83858 . . . , 1.79718 . . .).

All values p = pk, k = 1, 45, were computed to within 300 digits after the
decimal point. Notice that this system has no other real solutions. We substi-
tute pk in the system O5 = 0, O6 = 0 and find P = Pk, k = 1, 45. Further
replacing w by 1 and computed values p = pk, P = Pk, k = 1, 45, in T5,1 and
T5,2, one gets accordingly M = Mk, k = 1, 45. From g̃3 = 0 after substitution
w = 1, p = pk, P = Pk, M = Mk, k = 1, 45, we obtain the next equalities:
α̃kN

2 + ˜βk = 0 (α̃k, ˜βk ∈ R, k = 1, 45), which for k = 1, 13 have real roots
N2k−1 = −N2k, and for k = 14, 45 - complex roots. Thus we obtain 26 real so-
lutions of system g̃i = 0, i = 3, 8, of the type (Mj , Nj, Pj , uj , vj), j = 1, 26.
Let n = (A, D, K, L, M, N, P ). As a result we get 26 real solutions n = nj

of system ˜fi = 0, i = 1, 8. As a case in point we give one of this solutions: n1 =
(−2.1488396095 . . . C, 3.5339790637 . . . C, −0.6697945306 . . . C2, −0.6271954771 . . .
C2, 2.4276250887 . . . C2, 0.627195477147 . . . C2, 2.86484242 . . . C2), where C 6= 0.

As ̂P and r̃0 are coprime polynomials in v then ˜f8|n=nj
6= 0, j = 1, 26. Direct

computations give ˜f8|n=nj
= ˜f8,j, j = 1, 26, where ˜f8,1 = 3.3665 . . . · 1014C16. For

n = nj, j = 1, 13, ˜fi = 0, i = 1, 7, but ˜f8 6= 0. So we get

Statement 15. When n = nj, j = 1, 13, the critical point O(0, 0) of system (7),
where λ = 0 is a focus of 8th order.

Statement 16. For any ε̃, ˜δ > 0, j = 1, 26, there exist n ∈ V
eδ
(nj) and λ ∈ V

eδ
(0),

where V
eδ
(nj) is ˜δ-neighborhood nj, Veδ

(0) - ˜δ-neighborhood of zero, at which system
(7) has in ε̃-neighborhood of the point O(0, 0) 8 limit cycles.

Proof. Let e = (λ, n) = (λ, A, D, K, L, M, N, P ). Denote ek = (0, nk), k =

1, 26. For system (7) there exists the only polynomial ˜W = (1 + λ2/2)x2
− λxy +

y2 +
18
∑

i+j=3

Pi,jx
iyj, where P0,2k = 0, k = 2, 9, for which on account of system (7)

˙̃
W =

8
∑

i=0

̂fi(e)(x
2 + y2)i+1 +m19(x, y) +m20(x, y), where ̂f0(e) = λ, ̂fi(e)|λ=0 = ˜fi,

i = 1, 8, mi, i = 19, 20, are homogeneous polynomials of ith degree. Let’s generate
̂f(e) = ( ̂f0(e), ̂f1(e), . . . , ̂f7(e)). Then det ∂ ̂f(ek)/∂e = ρk, where ρk 6= 0, k = 1, 26.
The further is analogous to the proof of Theorem 3 from [13].

Proof of Theorem 6. The proof directly follows from Statements 15–16.
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Modeling and optimization of melting

and solidification process

A.F. Albou, V.I. Zubov

Abstract. An optimal control problem is considered for two-phase Stefan problem
describing the process of melting and solidification. The problem is solved numerically
by variation and finite-difference methods. The results are described and analyzed in
detail. Some of them are presented as tables and plots.

Mathematics subject classification: 49J20, 93C20.
Keywords and phrases: Optimal control, melting and solidification process,
Stephan problem, gradient.

1 Introduction

Heat transfer in various media has a great effect on many practically important
processes. For this reason, many studies in both physics and mathematics have been
devoted to this subject. Mathematically, heat transfer is described by boundary
value problems for a heat equation. These boundary value problems have been
thoroughly described and investigated in both handbooks and specialized literature.

Since few boundary value problems for the heat equation have analytical solu-
tions, much effort has been focused on the development of numerical methods for
problems of this kind.

Practically interesting problems concern not only the description and analysis
of heat transfer processes but also the optimal control of them. As a result, the
theory of optimal control of thermal processes has been created, which includes
the existence and uniqueness of optimal solution, finite-difference approximation
and regularization of optimal control problems, and solutions to specific practically
important problems. Relevant results in this direction can be found, for example,
in [1, 4].

An important class of heat transfer problems is that describing processes in which
the substance under study undergoes phase changes accompanied by heat release or
absorption. Problems of this kind (known as Stefan problems) arise in many situ-
ations, of which the most important and widespread are melting and solidification
processes. An important feature of these problems is that they involve a moving
interface between two phases (liquid and solid). The law of motion of the interface is
unknown in advance and is to be determined. It is on this interface that heat release
or absorption associated with phase changes occurs. The thermal properties of the
substance on the different sides of the moving interface can be different. Problems of

c© A. F. Albou, V. I. Zubov, 2004
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this class are noticeably more complicated than those not involving phase changes.
An analysis of direct Stefan problems and methods for their solution are broadly
presented in scientific literature.

Studies concerning optimal control of processes with phase changes are relatively
few. Interesting and important (in our view) studies in this area can be found in [5,6].

In this paper, we consider the following optimal control problem for the process
of melting and solidification. Given a heat source with a time-varying strength
(which is treated as a control function), the problem is to find a source strength
temporal distribution such that no less than a prescribed portion of the sample is
melted, solidification proceeds at a rate not exceeding a prescribed magnitude, and
the total heat supplied by the source is minimal.

This problem is analyzed here in a one-dimensional (radially symmetric) time-
dependent setting. The heat source is located along the axis of symmetry. We
analyze the case of a distributed and a point source. The control function is subject
to inequality constrains, which simulate requirements imposed on the process of
melting and solidification.

2 The mathematical formulation of the problem

In the plane of independent variables (r, t) we consider a rectangular domain
Q = {(r, t) : 0 < r < R, 0 < t ≤ Θ} (see Fig. 1). a smooth curve AB with the
equation r = ξ(t) divides Q into two subdomains: L (liquid domain) and S (solid
domain). The curve AB is the trajectory of the front of melting and solidification.
Let t0 ≥ 0 be the time at which AB originates. Then L and S are defined by

L = {(r, t) : 0 < r < ξ(t), t0 < t ≤ Θ},

S = {(r, t) : ξ(t) < r < R, 0 < t ≤ Θ}.

In Q we consider the two-phase Stefan problem

ML ≡ ρLCL

∂TL

∂t
−

1

r

∂

∂r

(

rkL

∂TL

∂r

)

− F (r, t) = 0, (r, t) ∈ L, (1)

MS ≡ ρSCS

∂TS

∂t
−

1

r

∂

∂r

(

rkS

∂TS

∂r

)

− F (r, t) = 0, (r, t) ∈ S, (2)

TS(r, 0) = Tin(r), 0 < r < R, (3)

TL (ξ(t), t) = TS (ξ(t), t) = Tpl, t0 ≤ t ≤ Θ, (4)
[

kS

∂TS

∂r

]

∣

∣

∣

∣

∣

(ξ(t)+0,t)

−

[

kL

∂TL

∂r

]

∣

∣

∣

∣

∣

(ξ(t)−0,t)

= ρSλξ
′

(t), t0 ≤ t ≤ Θ, (5)

kS

∂TS

∂r

∣

∣

∣

∣

∣

R

= α [Tex − TS(R, t)] , 0 < t ≤ Θ, (6)

∂TL

∂r
(0, t) = 0, t0 < t ≤ Θ, (7)
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Fig. 1

∂TS

∂r
(0, t) = 0, 0 < t < t0. (8)

Here, T (r, t) is the substance temperature at the point with coordinates (r, t); ρ,
C, and k are the substance density, specific heat capacity, and thermal conductivity,
respectively; λ is the heat of fusion of the substance; the subscripts L and S denote
the liquid and solid phases, respectively; Tpl is the temperature of fusion; Tin(r)
is the initial temperature of the substance, Tin(r) ≤ Tpl; α is the heat exchange
coefficient with the surrounding medium; and Tex is the ambient temperature.

The source F (r, t) of input heat can be represented as F (r, t) = ϕ(r)f(t), where
ϕ(r) is a given function describing the spatial distribution of supplied heat. Along
with ϕ(r) and f(t), the source of input heat will also be characterized by the function

fw(t) =

∞
∫

0

2πrF (r, t)dr = f(t)

∞
∫

0

2πrϕ(r)dr.

Especially worth noting is the particular case where ϕ(r) = δ(r) is the delta
function (a point source). Overall, the statement of direct problem (1)—(8) then
remains the same, except that we set F (r, t) ≡ 0 and t0 = 0 in Eqs. (1), (2) and
conditions (7) and (8) are replaced by

lim
r→0

(

−2πkLr
∂TL

∂r

)

= f(t), 0 < t ≤ Θ. (9)

Note that f(t) coincides with fw(t) for a point source.
Problem (1)—(8) (or (1)—(6), (9)) with a given f(t) is referred to as the direct

problem.
Let ξ(t) be the interface corresponding to the source f(t), t ∈ [0,Θ], and let ξf

be the maximum of ξ(t) over t0 ≤ t ≤ Θ. The function f(t) is said to belong to
K(Θ) if it satisfies the following conditions:

(i) it is defined and piecewise continuous on [0,Θ];
(ii) it has a piecewise continuous derivative;
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(iii) it satisfies 0 ≤ f(t) ≤ fmax for all t ∈ [0,Θ];
(iv) the corresponding ξf ≥ Rpl, where Rpl is given and satisfies Rpl < R;
(v) it holds that for all t ∈ [0,Θ − β2]

ξ
′

(t) ≥ –d2. (10)

Note that the value of fmax can be infinitely large, i.e., unbounded from above.
Note also that, for a given finite fmax, Θ cannot be less than a certain value, because
otherwise the class K(Θ) will be empty.

The variation problem to be solved is stated as follows: among the functions
f(t) in K(Θ), find fopt(t) that minimizes the functional

J =

Θ
∫

0

f(t)dt. (11)

The objective functional J is proportional to the total heat Jw supplied by the
source over the observation time and equal to

Jw =

Θ
∫

0

fw(t)dt. (12)

For mathematical modeling of the direct problem (determination of temperature
distribution and interface separating the phases when control function – supplied
heat – is given) the numerical algorithm was worked out and realized.

3 The algorithm of solving the direct problem

The algorithm that solves the direct problem is designed to deal with a dis-
tributed source, when ϕ(r) 6= δ(r). Essentially, it is a non front-capturing algorithm.
The main idea of the algorithm was proposed by M. Rose in [7] and was developed
by R.E. White in [8,9]. Here the path of the interface is not regarded as an explicitly
imposed interior boundary condition. M.E.Rose suggested a generalized formulation
of the problem and shows that genuine solution of the problem is its weak solution.
On the other hand two genuine solutions whose domains of definition are separated
by a smooth curve will constitute a weak solution if and only if the Stefan conditions
(4), (5) connecting solid and liquid phases on the line take place.

In accordance with [7] we change from the unknown temperature T (r, t) to the
enthalpy function E(r, t) defined in terms of temperature as

E(T ) =

{

ρSCST, T < Tpl,
ρLCL(T − Tpl) + ρSCSTpl + ρSλ, T ≥ Tpl.

Note that the function E(T ) has a jump at the melting point Tpl. Treating the
enthalpy E(r, t) as a basic variable and the temperature T (E) as defined by the
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relation

T (E) =







Eρ−1

S
C−1

S
, E < E− = ρSCSTpl,

Tpl, E− ≤ E ≤ E+ =E−+ρSλ,

[E+(ρLCL−ρSCS)Tpl−ρSλ] ρ−1

L
C−1

L
, E+ < E

one can consider temperature as a continuous function of enthalpy.

In the general case, the heat conductivity depends on temperature and has a
jump at the melting point, which corresponds to a transition from solid to liquid
phase. In the proposed algorithm, the heat conductivity is a function of enthalpy
defined as

Ω(E) = k(T (E)) =







kS , E < E−,
kS + (E−E−)(kL−kS)(E+−E−)−1, E− ≤ E ≤ E+,
kL, E > E+.

Problem (1)–(8) is reformulated in terms of the enthalpy function E(r, t) as

∂E

∂t
=

1

r

∂

∂r

(

rΩ(E)
∂T (E)

∂r

)

+ F (r, t), (r, t) ∈ Q,

E(r, 0) = E(Tin(r)), 0 < r < R, (13)

∂E

∂r

∣

∣

∣

∣

∣

r=0

= 0, 0 ≤ t ≤ Θ,

Ω(E)
∂T (E)

∂r

∣

∣

∣

∣

∣

r=R

= α [Tex − T (E(R, t))] , 0 ≤ t ≤ Θ.

To approximate the boundary value problem (13) in the domain Q, we introduce a
nonuniform grid ω = {ri, t

j
}, where

r0 = t0 = 0, ri = ri−1 + hi−1, tj = tj−1 + τ j , (i = 1, . . . ,K; j = 1, . . . ,M).

Using an implicit approximation with respect to time and an integro-interpolation
method, we obtain the following system of finite-difference equations:

Ej

0
+ a0Ω̂(Ej

0
)T (Ej

0
) − a0Ω̂(Ej

0
)T (Ej

1
) = Ej−1

0
+ τ jF j

0
,

Ej

i
+ [aiΩ̂(Ej

i
) + biΩ̂(Ej

i−1
)]T (Ej

i
) − biΩ̂(Ej

i−1
)T (Ej

i−1
)−

−aiΩ̂(Ej

i
)T (Ej

i+1
) = Ej−1

i
+ τ jF j

i
, (1 ≤ i ≤ K − 1), (14)

Ej

K
+ [aKα + bKΩ̂(Ej

K−1
)]T (Ej

K
) − bKΩ̂(Ej

K−1
)T (Ej

K−1
) =

= aKαTex + Ej−1

K
+ τ jF j

K
,

j = 1, . . . ,M.
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Here, we introduce the following notation:

a0 =
4τ j

h2
0

, aK =
8τ jrK

4rKhK−1(1 − hK−1)
, bK =

4τ j(2rk − hK−1)

h2
K−1

(4rk − hK−1)
,

ai =
4τ j(2ri + hi)

4rihi(hi + hi−1) + h3
i
− h2

i−1
hi

, bi =
4τ j(2ri − hi−1)

4rihi−1(hi + hi−1) − h3
i−1

+ h2
i
hi−1

,

(i = 1, . . . ,K − 1),

Ej

i
= E(ri, t

j), F j

i
= F (ri, t

j), Ω̂(Ej

i
) = Ω[(Ej

i
+ Ej

i+1
)/2].

The system of finite-difference equations (14) is an implicit approximation of the
boundary value problem (13) restricted to O(τ, h2) terms, where τ = max

j
τ j ,

h = max
i

hi.

The system of algebraic equations (14) can be split into M subsystems relating
the enthalpy dependent quantities calculated on the j-th time layer with those cal-
culated on the (j − 1)-th time layer, j = 1, . . . ,M . To facilitate further analysis,
we represent the dependence of temperature T on E as T (E) = µE + ν, where the
functions µ and ν are defined as follows:

µ(E) =







ρ−1

S
C−1

S
, E < E−,

0, E− ≤ E ≤ E+,

ρ−1

L
C−1

L
, E+ < E,

ν(E) =







0, E < E−,
Tpl, E− ≤ E ≤ E+,

((ρLCL − ρSCS)Tpl − ρSλ) ρ−1

L
C−1

L
, E+ < E.

We also introduce (K+1)-dimensional vectors D(Ej), L(Ej), U(Ej) and ηηηηj , defined
in terms of the components of the (K +1)-dimensional vector Ej = ‖Ej

0
Ej

1
. . . Ej

K
‖

T

by the relations

D0(E
j) = a0Ω̂(Ej

0
), DK(Ej) = αaK + bKΩ̂(Ej

K−1
),

Di(E
j) = aiΩ̂(Ej

i
) + biΩ̂(Ej

i−1
), (i = 1, . . . ,K − 1),

L0(E
j) = 0, Li(E

j) = biΩ̂(Ej

i−1
), (i = 1, . . . ,K),

UK(Ej) = 0, Ui(E
j) = aiΩ̂(Ej

i
), (i = 0, . . . ,K − 1),

ηj

K
= aKαTex + Ej−1

K
+ τ jF j

K
, ηj

i
= Ej−1

i
+ τ jF j

i
, (i = 0, . . . ,K − 1).

Now, the j-th subsystem of (14) (j = 1, . . . ,M) can be written as

Ej

i
+ Di(E

j)T (Ej

i
) − Li(E

j)T (Ej

i−1
) − Ui(E

j)T (Ej

i+1
) = ηj

i
, (15)

(i = 0, . . . ,K).

In [8], two iterative algorithms were proposed for solving the nonlinear system of
equations (15). One of them is based on a modified Jacobi method. Defining the
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(K+1)-dimensional vector Vn = ‖V n
0 V n

1 . . . V n
K
‖

T obtained as the approximation of
Ej at the n-th iteration step (the initial approximation V0 is the vector E calculated
on the preceding time layer, i.e., Ej−1), we formulate the modified Jacobi method
as the iterative calculation of the vector Vn+1 given by the relation

V n+1

i
=(1−ω)V n

i +ω
Li(V

n)T (V n
i−1)+Ui(V

n)T (V n
i+1)−Di(V

n)ν(V n
i

)+ηj

i

1 + Di(Vn)µ(V n
i

)
, (16)

(i = 0, . . . ,K).

The iteration is continued until the relative difference in the values of the desired
function between consecutive iteration steps,

ε = max
i=0,...,K

V n+1

i
− V n

i

V n
i

(i.e., the iteration error), becomes less than a required value.

The other algorithm proposed in [8] is based on a modified Gauss-Seidel method.
In this algorithm, the vector Vn+1 is calculated as

V n+1

i
=(1−ω)V n

i +ω
Li(V

n)T (V n+1

i−1
)+Ui(V

n)T (V n
i+1)−Di(V

n)ν(V n
i

)+ηj

i

1 + Di(Vn)µ(V n
i

)
, (17)

(i = 0, . . . ,K).
In both algorithms, the parameter ω is introduced to improve convergence. We
recommend to define this parameter as follows:

ω(E) =







ω0, E < E−,

(1 − ω0)(E − ρSCSTpl)ρ
−1

S
λ−1 + ω0, E− ≤ E ≤ E+,

1, E+ < E,

where ω0 is an arbitrary parameter (referred to as the accelerating parameter);
1 ≤ ω0 < 2. In both (16) and (17), ω is calculated by using the values found
at the preceding iteration step. In [8, 9] it was proved that the proposed iterative
processes are convergent under certain conditions, and various examples of Stefan-
type problems solved by applying algorithms (16) and (17) to the corresponding
systems of algebraic equations were presented.

Previously, we used both the modified Jacobi algorithm and the modified Gauss-
Seidel algorithm to solve problem (13). In the course of our computations, we found
that the rate of convergence of the iterative processes (16) and (17) executed to
solve the actual systems of algebraic equations was low. It was also found that the
iterative processes could be substantially accelerated by using a new procedure [10].
Let us define the vector Vn+1 at each iteration step as a solution to the following
system of equations:

−Li(V
n)µ(V n

i−1)V
n+1

i−1
+ [1 + Di(V

n)µ(V n
i )]V n+1

i
− Ui(V

n)µ(V n
i+1)V

n+1

i+1
=
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= Li(V
n)ν(V n

i−1) − Di(V
n)ν(V n

i ) + Ui(V
n)ν(V n

i+1) + ηj

i
, (18)

(i = 0, . . . ,K).
System (18) has a tridiagonal matrix. If the time step τ j is not too large, then this
matrix has a diagonal dominance, and system (18) can be solved by means of the
efficient tridiagonal algorithm. The new iterative process (18), combined with the
tridiagonal algorithm for determining a solution at the (n + 1)-th iteration step, is
the essence of the proposed modification of the approaches developed in [8, 9].

The process of solving (13) is terminated by determination of the melting front.
Define Epl = (E− + E+)/2. If the conditions Ej

z ≥ Epl and Ej

z+1
< Epl are satisfied

for some 0 ≤ z ≤ K at t = tj, then the melting radius is calculated as

ξj =
(Epl − Ej

z+1
)(rz − rz+1)

Ej
z − Ej

z+1

+ rz+1. (19)

4 The solution of the variation problem

The variation problem formulated in Chapter 1 was solved numerically by gra-
dient methods . For calculation the gradient of function the Fast Automatic Differ-
entiation methodology was used [11]. To pick comparison functions from the set of
class K(Θ) piecewise continuous functions, we used the method of external penalty
functions. In this approach, the set of admissible comparison functions is much
broader than K(Θ), but the cost functional is minimized by an element of the class
K(Θ). This reduces the constraint minimization of the cost functional J in (11) to
the unconstraint minimization of the generalized functional I = J + g(ξf ) + Ξ, were
g(r) = A0(r − Rpl)

2 (with a constant A0 ) is the penalty functional responsible for
the fulfillment of the condition ξf = Rpl, and

Ξ =

Θ
∫

0

A(t)

(

dξ

dt
+ d2

)

dt, A(t) =







0,
(

dξ

dt
+ d2

)

≥ 0,

A0(t),
(

dξ

dt
+ d2

)

< 0,

is the penalty functional ensuring an admissible cooling rate. Here ξf = max
1≤j≤M

ξj ,

were ξj is given by (19). If this maximum is reached at j = n (1 ≤ n ≤ M), then

ξf =
(Epl − En

z+1)(rz − rz+1)

En
z − En

z+1

+ rz+1.

Using the rectangles method to approximate the functional J in (11), we obtain the
following approximate expression for the generalized functional I:

I ≈ Ĩ =

M
∑

j=1

τ jf j+Ĩ1+Ĩ2, Ĩ1=A0

[

(Epl − En
z+1)(rz − rz+1)

En
z − En

z+1

+ rz+1 − Rpl

]2

,

Ĩ2 =

M
∑

j=1

τ jAj(σj + d2), Aj = A(tj), σj =

(

dξ

dt

)j

.
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The Fast Automatic Differentiation methodology allows us to deduce next for-
mula for calculation the components of the gradient of the generalized functional
I:

dĨ

df j
= τ j +

w
∑

i=0

τ jpj

i
ϕi, (1 ≤ j ≤ M),

were w is the vertex number defined by the condition

ϕ(r) =

{

ϕw(r) 6= 0, 0 ≤ r ≤ rw,
0, r > rw.

In this expression pj

i
denote the values of conjugate variables (impulses). The

impulses are determined by the next linear system of algebraic equations:

pM+1

i
= 0, (i = 0, . . . ,K),

pj

0
= −a0Y

j

1
pj

0
+ b1Y

j

1
pj

1
+ pj+1

0
+ Ĩ1

E
j

0

+ Ĩ2

E
j

0

,

pj

1
= a0X

j

1
pj

0
− a1Y

j

2
pj

1
− b1X

j

1
pj

1
+ b2Y

j

2
pj

2
+ pj+1

1
+ Ĩ1

E
j

1

+ Ĩ2

E
j

1

,

pj

i
= ai−1X

j

i
pj

i−1
− aiY

j

i+1
pj

i
− biX

j

i
pj

i
+ bi+1Y

j

i+1
pj

i+1
+ pj+1

i
+ Ĩ1

E
j

i

+ Ĩ2

E
j

i

,

(2 ≤ i ≤ K − 2),

pj

K−1
= aK−2X

j

K−1
pj

K−2
− bK−1X

j

K−1
pj

K−1
− aK−1Y

j

K
pj

K−1
+ bKY j

K
pj

K
+

+pj+1

K−1
+ Ĩ1

E
j

K−1

+ Ĩ2

E
j

K−1

,

pj

K
= aK−1X

j

K
pj

K−1
− bKXj

K
pj

K
− aKαT

′

E
j

K

(Ej

K
)pj

K
+ pj+1

K
+ Ĩ1

E
j

K

+ Ĩ2

E
j

K

,

(j = M,M − 1, . . . , 1).

Here Xj

i
and Y j

i
denote the following derivatives:

Xj

i
=

∂

∂Ej

i

(

Ω̂(Ej

i−1
)T (Ej

i
)
)

−

∂

∂Ej

i

(

Ω̂(Ej

i−1
)T (Ej

i−1
)
)

,

Y j

i
=

∂

∂Ej

i−1

(

Ω̂(Ej

i−1
)T (Ej

i−1
)
)

−

∂

∂Ej

i−1

(

Ω̂(Ej

i−1
)T (Ej

i
)
)

,

and Ĩ1

E
j

i

, Ĩ2

E
j

i

represent the partial derivatives of the functions Ĩ1, Ĩ2 with respect to

Ej

i
:

Ĩ1

E
j

i

=







Λ(Epl − En
z+1), i = z, j = n,

Λ(En
z − Epl), i = z + 1, j = n,

0, in other case,

Ĩ2

E
j

i

=

M
∑

j=1

(

Ajτ j ∂σj

Ej

i

)

,
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Λ = 2A
(rz+1 − rz)

(En
z − En

z+1
)2

[

(Epl − En
z+1)(rz − rz+1)

En
z − En

z+1

+ rz+1 − Rpl

]

.

To find Ĩ2

E
j

i

, we have to evaluate ∂σj/∂Ej

i
. So first we describe an algorithm for

determining {σj
} (see Fig.2).

Fig. 2a Fig. 2b

Suppose that r = ξ(t), describing interface motion has its maximum value ξf at
t = t∗∗, where ξf is defined as

ξf =
(Epl − Eñ

z+1)(rz − rz+1)

Eñ
z − Eñ

z+1

+ rz+1.

Here the index z indicates a spatial interval containing the maximum of r = ξ(t), i.
e. rz < ξf ≤ rz+1 (see Fig. 2a), and the index ñ separates the time intervals before
and after t = t∗∗, i. e. tñ−1 < t∗∗ ≤ tñ. The index m̃ can be used to determine
a time interval containing the intersection point (rz, y) of the curve r = ξ(t) of the
coordinate line r = rz, i. e. tm̃ ≤ y ≤ tm̃+1. Now all components of {σj

} can be
divided into two groups: regular and singular. The coordinates of {σj

} and their
partial derivatives for each group are calculated by somewhat different formulas.
While deriving these formulas, we assumed in both cases that the slope of r = ξ(t)
(i. e., the component σj) within a single spatial cell is a constant and the energy Ej

i

is a linear function on [tj , tj+1].

1. Let us consider the singular group first. It consists of those components of
{σj

} for which the corresponding ξj = ξ(tj) belong to the interval rz < ξj
≤ ξf or,

equivalently, for which ñ ≤ j ≤ m̃ (see Fig. 2a). The component σj of {σj
} can

be calculated by the formula σj = (rz − ξf )/(y − t∗∗). Introducting the notation
b∗1 = Em̃+1

z −Em̃
z , b∗2 = Eñ

z+1−Eñ
z , ν∗ = (Epl −Em̃

z )τ m̃+1 + b∗1(t
m̃
− tñ) and taking

into account that the time t = y can be found by linear interpolation as

y =
(Epl − Em̃+1

z )τ m̃+1

Em̃+1
z − Em̃

z

+ tm̃+1,

we can represent the component σj of {σj
} as σj = hzb

∗

1(E
ñ
z − Epl)/b

∗

2ν
∗. Each σj

depends on the point energy values Em̃
z , Em̃+1

z , Eñ
z , and Eñ

z+1. Consequently, the ex-
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pression for Ĩ2

E
j

i

contains the derivatives of σjonly with respect to these components

of the energy vector. These derivatives are calculated by the formulas:

∂σj

∂Eñ
z

=
c∗1(E

ñ
z+1 − Epl)

(b∗
2
)2

,
∂σj

∂Eñ
z+1

=
c∗1(Epl − Eñ

z )

(b∗
2
)2

,

∂σj

∂Em̃
z

=
c∗2τ

m̃+1(Em̃+1
z − Epl)

(ν∗)2
,

∂σj

∂Em̃+1
z

=
c∗2τ

m̃+1(Epl − Em̃
z )

(ν∗)2
,

where c∗1 = hzb
∗

1/ν
∗, c∗2 = hz(E

ñ
z − Epl)/b

∗

2.

2. Now consider the regular group of components. It consists of all components
of {σj

} not included in the singular group. A characteristic feature of this group
is that ξj

≤ rz. Suppose that the interface r = ξ(t) intersects the coordinate line
r = rs+1 at the point t = y1 lying on the time interval (tn, tn+1] and intersects the
coordinate line r = rs (rs < rs+1) at the point t = y2, y2 ∈ (tm, tm+1] (see Fig.2b).
Then all σj whose index j satisfies n < j ≤ m can be calculated by the formula
σj = (rs − rs+1)/(y2 − y1) = hs/(y1 − y2). The times t = y1 and t = y2 can be found
by linear interpolation:

y1 =
(Epl − En+1

s+1
)τn+1

En+1
s+1

− En
s+1

+ tn+1, y2 =
(Epl − Em+1

s )τm+1

Em+1
s − Em

s

+ tm+1.

As a result, σj is expressed as σj = a∗1a
∗

2hs/z
∗, where

a∗1 = Em+1
s − Em

s , a∗2 = En+1
s+1

− En
s+1,

z∗ = a∗1(Epl − En
s+1)τ

n+1
− a∗2(Epl − Em

s )τm+1 + a∗1a
∗

2(t
n
− tm).

Each σj depends on the point energy values Em
s , Em+1

s , En+1
s+1

, and En
s+1. Con-

sequently, the expression for Ĩ2

E
j

i

contains the derivatives of σj only with respect

to these components of the energy vector. These derivatives are calculated by the
formulas:

∂σj

∂Em
s

= hs(a
∗

2)
2τm+1(Epl − Em

s − a∗1)/(z
∗)2,

∂σj

∂Em+1
s

= hs(a
∗

2)
2τm+1(Em

s − Epl)/(z
∗)2,

∂σj

∂En
s+1

= hs(a
∗

1)
2τn+1(En

s+1 − Epl + a∗2)/(z
∗)2,

∂σj

∂En+1
s+1

= hs(a
∗

1)
2τn+1(Epl − En

s+1)/(z
∗)2.

In the other cases, ∂σj/∂Ej

i
was set equal to zero.
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5 The results of solution of variation problem

The variation problem, with the input parameters varying in wide ranges, was
solved numerically in numerous runs. The qualitative behavior of the optimal control
of melting and solidification and its structure were found to depend weakly on the
input parameters of the problem.

All results presented below were obtained for the following thermophysical pa-
rameters given in SI units:

ρS = 7700, kS = 22, CS = 730, ρL = 7700, kL = 22,

CL = 730, Tpl = 1773.15, Tex = 293.15, Tin(r) ≡ 293.15,

α = 1, λ = 1291666.615.

Previously, the equations and the boundary conditions were nondimensionalized.
Changing to dimensionless variables, we divided all the lengths by Rpl; all the tem-
peratures by Tpl; the density, heat conductivity, and specific heat capacity by their
respective means ρ∗, k∗, and C∗; the time by R2

pl
ρ∗C∗/k∗; and the source strength

F by k∗Tpl/R
2
pl

. In what follows, all the quantities are dimensionless.

The computations were performed on a nonuniform spatial grid containing 400
nodes. The grid was finer toward the axis r = 0 and the line r = Rpl. The time
step was constant and was chosen so as to ensure the required accuracy of numerical
results. The source was nearly a point (rw = 0.003).

An analysis of the numerical results obtained suggests the following conclusions
about the structure of the optimal control:

(i) The optimal control consists of two basic components.

(ii) The first optimal-control component (responsible primarily for melting) co-
incides with the upper bound f(t) ≡ fmax.

(iii) The second optimal-control component (responsible for solidification) is
smaller than the first (if we compare their averages) and is separated from the
latter by a short interval with f(t) ≡ 0 .

(iv) The time ton for which the source is turned on at the phase of solidification
depends on both fmax and the limit cooling rate d2. Depending on these parameters,
ton either precedes the time t∗∗ at which the extent of the melted domain reaches
its maximum possible value ξ(t∗∗) = Rpl (for small values of d2), succeeds t∗∗ (for
large values of d2), or coincides with it.

To illustrate the general structure of the optimal control, Fig.3 shows its temporal
dependencies obtained by solving the variation problem. The plots correspond to
fmax = 10.0 and d2 = 0.3 (Fig.3a), fmax = 10.0 and d2 = 0.4 (Fig.3b), and fmax =
5.0 and d2 = 0.5 (Fig.3c).

In the article the influence of different parameters of the problem on to optimal
control was investigated.

a) Influence of d2 on the First Optimal-Control Component
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Fig. 3a Fig. 3b

In all the regimes, the first optimal-control component is given by

fopt(t) =

{

fmax, 0 ≤ t ≤ t∗,
0, t∗ < t.

(20)

Here, t∗ (the time for which the source is turned on at the melting stage) depends
on the regime.

If d2 is such that ton ≥ t∗∗, then t∗ is determined by the condition that the
maximum radius of the melted domain is Rpl for the source defined by (20); i.e.
ξf = Rpl. In this case, the first optimal-control component is not affected by the
second one.

If d2 is such that ton < t∗∗, then the first optimal-control component is affected
by the second. The value of t∗ somewhat decreases in this case. However, our
numerical computations have shown that this effect is small and can be neglected
within the accuracy of the numerical results.

Hence, the first optimal-control component can be determined regardless of the
second component by applying the algorithm described in [12].

b) Influence of d2 on the Second Optimal-Control Component
We examined how the second optimal-control component depends on d2 for a

fixed fmax. Both the first and the second optimal-control components were deter-
mined by solving the variation problem. Figure 4 shows the optimal distributions of
the source strength fw vs. time for various values of d2. The number near a curve
indicates the value of d2 used for obtaining this optimal control. An analysis of the
numerical results presented in Fig. 4a,b,c shows that the optimal controls corre-
sponding to different values of d2 behave likewise, and all characteristic parameters
(the length of the interval t ∈ [t∗∗,Θ∗ − β2], the maximum and minimum values of
fw(t), etc.) decrease with increasing d2 (for details see [13]).

c) Influence of fmax on the Second Optimal-Control Component
We also examined how the second optimal-control component depends on fmax

for a fixed d2. The numerical computations revealed that fmax has a large effect on
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the second optimal-control component. Figure 5 displays the location of the liquid
— solid interface vs. time. The source was defined by (20) at the stage of melting
and was not turned on at the stage of solidification (which corresponds to d2 = ∞).
The digits near the curves indicate the value of fmax used in the determination of the
corresponding front. The value of Rpl is reached more rapidly when fmax is higher.
The segments of the curves corresponding to the motion of the solidification front
seem parallel, but this is not the case. For smaller values of fmax, the trajectory is
steeper and the solidification rate is lower. Inspection of the plots suggests that small
values of fmax are preferable. However, numerous computations have shown that it
is preferable to increase fmax, thus increasing the violation of (10) and, accordingly,

Fig. 3c Fig. 4a

Fig. 4b Fig. 4c
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increasing the source strength at the solidification stage.

Fig. 5 Fig. 6a

To confirm this conclusion, the full variation problem was solved numerically
with fmax = 9.98 and fmax = 10.0. The resulting values of the cost functional
were found to be Jw = 15.160 and Jw = 15.152, respectively. Figure 6 shows the
optimal control at the stage of solidification (the second optimal-control component)
for various values of fmax. Figures 6a and 6b correspond to d2 = 0.3, and Figs.6c
and 6d, to d2 = 0.4. The digits near the curves indicate the corresponding values
of fmax. The zero time corresponds to the beginning of the process. It should be
noted that the second optimal-control components qualitatively resemble each other
for various parameter values. The larger the value of fmax, the earlier is the turn-
on time at the stage of solidification. The smaller the value of d2, the higher the
source strength at the respective instants and the longer the turn-on time. It should
be noted that the second optimal-control components approach each other as fmax

increases. The curves for which fmax > 80.0 are virtually indistinguishable. The
functional values virtually do not differ from those corresponding to fmax = 500 (see
Table 1).

d) Influence of fmax and d2 on the Functional

To determine the effect of these parameters on the optimal control, we carried
out a large amount of computations. Some of the results are presented in the Table

1, which lists the values of Jw, J
(1)
w , and J

(2)
w . As mentioned above, the heat source

was turned on twice: at the stage of melting and at the stage of solidification.
The regimes under study were chosen so that the time intervals with the source
turned on were not overlapped. In this case, Jw in (12) can be represented as

the sum Jw = J
(1)
w + J

(2)
w , where J

(1)
w is the heat supplied during the first turn-on

(melting) and J
(2)
w is the heat supplied during the second turn-on (solidification).

Based on numerous numerical results, the following conclusions can be made about
the influence of fmax and d2 on the cost functional value corresponding to the optimal
control (see Table 1).
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Fig. 6b Fig. 6c

(i) The larger fmax, the smaller the values of Jw and J
(1)
w .

(ii) The larger d2, the smaller the values of Jw and J
(2)
w .

(iii) The larger fmax, the larger the value of J
(2)
w .

(iv) The contribution of J
(2)
w to Jw (the ratio J

(2)
w /J

(1)
w ) increases with fmax.

These conclusions are supported by the plots of Jw, J
(1)
w , and J

(2)
w vs. fmax for

d2 = 0.4 displayed in Fig. 7. Note that the qualitative behavior of Jw and J
(1)
w is

similar.

Importantly, the smaller d2, the greater the number of iterations and CPU time
required for obtaining the optimal control, although qualitative changes in the op-
timal control vs. time were not observed. For small values of d2, small variations in
this parameter lead to substantial quantitative changes in the optimal control. For
example, for fmax = 10 , we have max fw(t) ≈ 1 for d2 = 0.4, max fw(t) ≈ 2 for
d2 = 0.3, and max fw(t) ≈ 4 for d2 = 0.2. a similar dependence is observed for the
duration ∆T of the source operation: ∆T ≈ 2.3 for d2 = 0.4, ∆T ≈ 3.0 for d2 = 0.3,
and ∆T ≈ 4.5 for d2 = 0.2.

Note that the contribution of J
(2)
w to Jw is not small and increases noticeably with

decreasing d2 for a fixed fmax. For example, at fmax = 10, we have J
(2)
w /Jw ≈ 0.03

for d2 = 0.5, J
(2)
w /Jw ≈ 0.09 for d2 = 0.4, J

(2)
w /Jw ≈ 0.18 for d2 = 0.3, and

J
(2)
w /Jw ≈ 0.32 for d2 = 0.2 (see Table 1).

e) Alongside with the problem posed above two supplementary subproblems
were studied: the problem of melting at absence of limitations (10) on speed of
crystallization [12] and task of crystallization at given control at a stage of melting
[13].

The first part of optimal control (responsible for melting process) has next struc-
ture [12] . If there were no restrictions on source power from top then the optimal
control represents the injection all necessary heat at initial time moment; if there
are restrictions from the top then the optimal control consists of two parts coincide
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Table 1

fmax 5 10 20 42 500

d2

Jw 23.4906 14.2022 12.0533 11.3994 11.1772

0.5 J
(1)
w 23.2843 13.7659 11.3264 10.5337 10.2544

J
(2)
w 0.2063 0.4363 0.7269 0.8657 0.9228

Jw 24.2699 15.1520 13.0855 12.4537 12.2483

0.4 J
(1)
w 23.2841 13.7630 11.3264 10.5337 10.2507

J
(2)
w 0.9858 1.3890 1.7591 1.9200 1.9976

Jw 25.8284 16.8314 14.8389 14.2136 14.0131

0.3 J
(1)
w 23.2850 13.7659 11.3260 10.5336 10.2540

J
(2)
w 2.5434 3.0655 3.5129 3.6800 3.7591

Jw 20.2064

0.2 J
(1)
w 13.7640

J
(2)
w 6.4424

Fig. 6d Fig. 7a

with the boundary. If the heat source is distributed in space the structure of optimal
control is the same.

As the optimal control at a stage of melting coincides the upper boundary re-
striction, for its determination it is necessary to find only moment of switchover of
a source from the upper limitation on lower.

The optimal control on the stage of substance crystallization consists also of two
parts [13] . First, it coincides with lower boundary of the source power constraint
and then changes over (continuously or stepwise) to the second part. This second
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Fig. 7b Fig. 7c

part is determined by requirements that the rate of the crystallization front should
be not more than given amount and that emerged energy of the source should be
minimal.

The numerous results of the solution of the supplementary problems have coin-
cided with large accuracy with the applicable results, which one were obtained at
the solution of the problem in full posing. It is no wonder: as is marked in post
a), with accuracy of spent calculations the first part of optimal control is instituted
irrespective of the second part.

The investigations of the problem permit to make following conclusions. In the
parameter range that was used while investigations took part, the optimal control
could be determined from the solution of two successive problems. First, we solve
the melting problem and then, using its results as the initial data for the second
one, we examine the crystallization problem. Usage of such splitting at the solution
of the full variation problem essentially economizes expenditures on deriving of the
optimal solution.
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