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Abstract. For every overnilpotent radical defined on the class of all topological
rings every σ-bounded locally bounded topological ring is a subring of some radical
topological ring.
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The radical theory of topological rings has developed similarly to the radical
theory of discrete rings. Though the presence of topology and the claim for some
ideals to be closed in it has made the matter specific. The survey [1] contains rather
complete data on radicals of topological rings.

It has been found out that all the overnilpotent radicals defined in the class of
all topological rings are rather large. So it was proved in [3] that for every minimal
overnilpotent radical defined in the class of all topological rings there exists a radical
ring with an identity, and it was proved in [4] that every topological ring is radical for
every strictly hereditary overnilpotent radical defined in the class of all topological
rings.

The last result became a reason to formulate a hypothesis that for every
overnilpotent radical defined in the class of all topological rings every topological
ring is a subring of a some radical ring (see [1], the problem I.1.31).

The article contains a particular solution of the problem. Its main result is
the theorem asserting that for every overnilpotent radical defined in the class of all
topological rings every σ-bounded locally bounded topological ring is a subring of a
radical topological ring.

Though the above mentioned result is a step to the positive solution of the
hypothesis, one gets less certain that it has the positive general solution while con-
structing the proof.

1 Remark. Write:

1.1. N for the set of all naturals;

1.2. nS for {
n
∑

i=1

ai | ai ∈ S} where n ∈ N and S ⊆ R and R is a ring.

2 Definition. In the article:

2.1. Every topological ring is supposed to be associative and its topology is Has-

dorff;

2.2. A radical ρ defined in the class K of topological rings is said to be overnilpo-

tent if every nilpotent ring R ∈ K is ρ-radical;
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2.3. A subset S of a topological ring (R, τ) is said to be bounded if for every

neighbourhood V of zero in it there exists such a neighbourhood U of zero that U ·S =
{u · s|u ∈ U, s ∈ S} ⊆ V and S · U = {s · u|u ∈ U, s ∈ S} ⊆ V .

2.4. A topological ring (R, τ) is said to be locally bounded if it contains a bounded

zero neighbourhood.

2.5. A topological ring (R, τ) is said to be σ-bounded if R is a union of a countable

set of its bounded subsets.

3 Proposition. Let {Vi | i = 0, 1, . . .} be a sequence of subsets of the ring R such

that 0 ∈ Vi and Vi +Vi ⊆ Vi−1 for every i ∈ N. Hence Vn +
n
∑

i=1

Vi ⊆ V0 and therefore

∞
∑

i=1

Vi ⊆ V0.

The proof can be easily done by the induction on n. �

4 Proposition. Every locally bounded σ-bounded topological ring (R, τ) is a subring

of a locally bounded σ-bounded topological ring (R̃, τ̃) with the identity.

Proof. Write Z for the ring of integers equipped with the discrete topology and
(R̃, τ̃) for the semidirect product of topological rings Z and (R, τ) (see the definition
4.4.2 in [2]). Then R̃ = {(r, k) | r ∈ R, k ∈ Z},

(r1, k1) + (r2, k2) = (r1 + r2, k1 + k2) and
(r1, k1) · (r2, k2) = (r1 · r2 + k1 · r2 + k2 · r1, k1 · k2).
Hence R̃ is an associative ring with the identity.
Since the ring Z is discrete then R′ = {(r, 0) | r ∈ R} is an open subring in

(R̃, τ̃) and (R′, τ̃ |R′ is topologically isomorphic to the topological ring (R, τ).
Hence (R̃, τ̃) is a Hausdorff locally bounded σ-bounded topological ring contain-

ing (R, τ) as a subring. �

5 Theorem. Let ρ be an arbitrary overnilpotent radical defined in the class of all

topological rings. If a topological ring (R, τ) is a locally bounded and σ-bounded then

there exists a ρ-radical topological ring (R̂, τ̂ ) such that the topological ring (R, τ) is

a subring of the topological ring (R̂, τ̂).

Proof. Taking into account Proposition 4 assume R to be a ring with the
identity e.

5.1. By Theorem 1.6.46 in [2] (R, τ) contains such a bounded neighbourhood
U0 of zero and such a basis B = {Vω | ω ∈ Ω} of symmetrical neighbourhoods of
zero that U0 is a subsemigroup of a multiplicative group of the ring R and every
neighbourhood of zero Vω ∈ B is an ideal of the semigroup U0.

5.2. Since a union, a sum and a product of a finite set of bounded sets are
bounded in a topological ring (see 1.6.19 and 1.6.22 in [2], then there exists a set
{Γi | i = 0, 1, 2, . . .} of bounded subsets in (R, τ) such that the following assertions
hold:
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5.2.1. U0 ⊆ Γ0;
5.2.2. e ∈ Γ0;
5.2.3. −Γk = Γk and 2kΓk ⊆ Γk+1 for every k.
5.2.4. Γk · Γk ⊆ Γk+1 for every k.

5.3. For every ω ∈ Ω there exists a sequence {Ui, ω | i = 1, 2, . . .} of neighbour-
hoods of zero from B such that the following assertions hold:

5.3.1. U1, ω + U1, ω ⊆ Vω for every ω ∈ Ω;
5.3.2 Γk+1 · Uk+1, ω ⊆ Uk, ω and Uk+1, ω · Γk+1 ⊆ Uk, ω for every k ∈ N;
5.3.3. 2kUk+1, ω ⊆ Uk, ω for every k ∈ N.

5.4. Let X = {x2, x3, . . .} be a set of variables. Consider the ring R[X] of
polynomials over the ring R with the set of variables X which commute with elements
of R and each other, i.e. xi · xj = xj · xi and r · xi = xi · r for every xi, xj ∈ X and
r ∈ R.

Consider the ideal I of the ring R[X] generated by the set {xi
i | i = 2, 3, . . .}.

Let R̂ = R[X]/I and x̂k = xk + I. By identifying the element r ∈ R with the
element r + I ∈ R̂ we may assume that R is a subring of the ring R̂ and R̂ is a ring
of polynomials over R of the set {x̂2, x̂3, . . .} commuting with the elements of R and
each other and x̂k

k = 0 for every k > 2.

5.5. Given n ∈ N. Write Gn for a subsemigroup of the multiplicative semigroup
of the ring R̂ generated by the set {e, x̂2, . . . , x̂n}. Hence e ∈ Gn ⊆ Gn+1 for every
n ∈ N and G1 = {e}.

5.6. Given n ∈ N and ω ∈ Ω. Write Wn, ω for

∞
∑

i=1

2i(Un·i+n, ω · Gn·i) +
∞
∑

s=1

s
∑

j=1

2s
(

Γn·s−n · Gn·s · (e − x̂n·s+1)
j
)

.

Prove the set B̂ = {Wk, ω | ω ∈ Ω, k = 1, 2, . . .} is a basis of neighbourhoods of

zero of some Hausdorff ring topology τ̂ on R̂ and τ̂ |R= τ (i.e. the topological ring
(R, τ) is a subring of (R̂, τ̂)).

5.6.1. Since 0 ∈ Uk, ω and 0 ∈ Γk for every k ∈ N and ω ∈ Ω then 0 ∈ Wn, ω for
every n and ω, i.e. the assertion BN1 of Theorem 1.2.5 from [2] holds for the set
{Wk, ω | ω ∈ Ω, k = 1, 2, . . .}.

5.6.2. Since 2iM ⊆ 2k·iM for every M ⊆ R̂ such that 0 ∈ M and naturals i and
k then

Wk·n, ω =
∞
∑

i=1

2i(Uk·n·i+kn, ω ·Gk·n·i)+
∞

∑

s=1

s
∑

j=1

2s
(

Γk·n·s−k·n ·Gk·n·s · (e−xk·n·s+1)
j
)

⊆

∞
∑

i=1

2k·i(Un·k·i+n, ω · Gn·k·i) +

∞
∑

s=n

n
∑

j=1

2s
(

Γn·k·s−n · Gn·k·s · (e − xn·k·s+1)
j
)

⊆
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∞
∑

i=1

2i(Un·i+n, ω · Gi) +

∞
∑

s=1

s
∑

j=1

2s
(

Γn·s−n · Gn·s · (e − xn·s+1)
j
)

= Wn, ω

for every n, k ∈ N and ω ∈ Ω and hence Wk·n, ω ⊆ Wn, ω

⋂

Wk, ω, i.e. the assertion
BN2 of Theorem 1.2.5 from [2] holds for the set {Wk, ω | ω ∈ Ω, k = 1, 2, . . .}.

5.6.3. Since −Ui, ω = Ui, ω and −Γi = Γi for every i ∈ N and ω ∈ Ω then
−Wn, ω = Wn, ω for every n ∈ N and ω ∈ Ω, i.e. the assertion BN3 of Theorem
1.2.5 from [2] also holds for the set {Wk, ω | ω ∈ Ω, k = 1, 2, . . .}.

5.6.4. Since 22·k > 2k+1 = 2k + 2k for every k ∈ N then W2·n, ω + W2·n, ω =

∞
∑

i=1

2i(U2·n·i+2·n, ω · G2·n·i) +

∞
∑

s=1

s
∑

j=1

2s
(

Γ2·n·s−2·n · G2·n·s · (e − x2·n·s+1)
j
)

+

∞
∑

i=1

2i(U2·n·i+2n, ω · G2·n·i) +

∞
∑

s=1

s
∑

j=1

2s
(

Γ2·n·s−2·n · G2·n·s · (e − x2·n·s+1)
j
)

=

∞
∑

i=1

(2i +2i)(U2·n·i+2·n, ω ·G2·n·i)+
∞
∑

s=1

s
∑

j=1

(2s +2s)
(

Γ2·n·s−2n ·G2·n·s · (e−x2·n·s+1)
j
)

⊆

∞
∑

i=1

22·i(U2·n·i+n, ω · G2·n·i) +

∞
∑

s=1

2·s
∑

j=1

22·s
(

Γ2·n·s−n · G2·n·s · (e − x2·n·s+1)
j
)

⊆

∞
∑

j=1

2j(Un·j+n, ω · Gn·j) +

∞
∑

t=1

t
∑

j=1

2t
(

Γn·t−n · Gn·t · (e − xn·t+1)
j
)

= Wn, ω

for every n ∈ N, i.e. the assertion BN4 of Theorem 1.2.5 from [2] holds for the set
{Wk, ω | ω ∈ Ω, k = 1, 2, . . .}.

5.6.5. Since r · xi = xi · r and xi · xj = xj · xi for every r ∈ R and i, j ∈ N then

W4·n, ω · W4·n, ω =
(

∞
∑

i=1

2i(U4·n·i+4·n, ω · G4·n·i)+

∞
∑

s=1

s
∑

j=1

2s
(

Γ4·n·s−4·n · G4·n·s · (e − x4·n·s+1)
j
)

)

×

(

∞
∑

i=1

2i(U4·n·i+4·n, ω · G4·n·i) +
∞
∑

s=1

s
∑

j=1

2s
(

Γ4·n·s−4·n · G4·n·s · (e − x4·n·s+1)
j
)

)

=

∞
∑

i=1

∞
∑

j=1

(2i · 2j)
(

(U4·n·i+4·n, ω · U4·n·j+4·n, ω) · (G4·n·i · G4·n·j)
)

+

∞
∑

i=1

∞
∑

s=1

s
∑

j=1

(2i · 2s)
(

(U4·n·i+4·n, ω · Γ4·n·s−4·n) · (G4·n·i · G4·n·s · (e − x4·n·s+1)
j)

)

+
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∞
∑

i=1

∞
∑

s=1

s
∑

j=1

(2s · 2i)
(

(Γ4·n·s−4·n · U4·n·i+4·n, ω) · (G4·n·s · G4·n·i) · (e − x4·s+1)
j
)

+

∞
∑

s=1

s
∑

j=1

∞
∑

t=1

t
∑

i=1

(2s · 2t)
(

(Γ4·n·s−4·n · Γ4·n·t−4·n)×

(G4·n·s · G4·n·t) · (e − x4·n·s+1)
j · (e − x4·n·t+1)

i
)

=

∞
∑

i=1

i
∑

j=1

(2i+j)
(

(U4·n·i+4·n, ω · U4·n·j+4·n, ω) · (G4·n·i · G4·n·j)
)

+

∞
∑

j=2

j−1
∑

i=1

2i+j
(

(U4·n·i+4·n, ω · U4·n·j+4·n, ω) · (G4·n·i · G4·n·j)
)

+

∞
∑

i=1

i−1
∑

s=1

s
∑

j=1

2i+s
(

(U4·n·i+4·n, ω · Γ4·n·s−4·n) ·
(

G4·n·i · G4·n·s

)

· (e − x4·n·s+1)
j
)

+

∞
∑

s=1

s
∑

i=1

s
∑

j=1

2s+i
(

(U4·n·i+4·n, ω · Γ4·n·s−4·n) · (G4·n·i · G4·n·s) · (e − x4·n·s+1)
j
)

+

∞
∑

i=1

i−1
∑

s=1

s
∑

j=1

2s+i
(

(Γ4·n·s−4·n · U4·n·i+4·n, ω · (G4·n·s · G4·n·i) · (e − x4·n·s+1)
j
)

+

∞
∑

s=1

s
∑

i=1

s
∑

j=1

2s+i
(

(Γ4·n·s−4·n · U4·n·i+4·n, ω) · (G4·n·s · G4·n·i) · (e − x4·n·s+1)
j
)

+

∞
∑

s=1

s
∑

j=1

s−1
∑

t=1

t
∑

i=1

2s+t
(

Γ4·n·s−4·n · Γ4·n·t−4·n

)

×

(

G4·n·s · G4·n·t · (e − x4·n·t+1)
i · (e − x4·n·s+1)

j
)

)

+

∞
∑

t=1

t
∑

j=1

t
∑

i=1

2t+t
(

(Γ4·n·t−4·n · Γ4·n·t−4·n) · ((G4·n·t · G4·n·t) · (e − x4·n·t+1)
j+i

)

+

∞
∑

t=1

t
∑

j=1

t−1
∑

s=1

s
∑

i=1

2s+t
(

(Γ4·n·s−4·n · Γ4·n·t−4·n)×

(

G4·n·s · (e − x4·n·s+1)
j · G4·n·t

)

· (e − x4·n·t+1)
i
)

.
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5.6.5.1. Since Ui, ω ·Uj, ω ⊆ Ui, ω and Gj ·Gi = Gi ·Gj = Gi for every i > j and
ω ∈ Ω then

∞
∑

i=1

i
∑

j=1

2i+j
(

(U4·n·i+4·n, ω · U4·n·j+4·n, ω) · (G4·n·i · G4·n·j)
)

⊆

∞
∑

i=1

i
∑

j=1

2i+j(U4·n·i+4·n, ω · G4·n·i) =

∞
∑

i=1

(

i
∑

j=1

2i+j
)(

U4·n·i+4·n, ω · G4·n·i

)

=
∞
∑

i=1

(22·i+1 − 2i+1)
(

U4·n·i+4·n, ω · G4·n·i

)

⊆

∞
∑

i=1

24·i
(

Un·4·i+n, ω · Gn·4·i

)

⊆
∞
∑

j=1

2j(Un·j+n, ω · Gn·j) ⊆ Wn,ω

5.6.5.2. Equalities

∞
∑

j=2

j−1
∑

i=1

2i+j
(

(U4·n·i+4·n, ω · U4·n·j+4·n, ω) · (G4·n·i · G4·n·j)
)

⊆

∞
∑

j=1

2j(U4·n·j+4·n, ω · G4·n·j) ⊆ Wn, ω

are obtained similarly.

5.6.5.3. Since Ui, ω ·Γj ⊆ Ui−1, ω and Γj ·Ui, ω ⊆ Ui−1, ω and Gj ·Gi = Gi ·Gj = Gi

for every i > j and ω ∈ Ω then taking into account the equality

s
∑

j=1

(e − x4·n·s+1)
j ∈ 2s+1G4·s+1 ⊆ 2iG4·i

which holds for every s 6 i − 1 obtain

∞
∑

i=1

i−1
∑

s=1

2i+s · 2i
(

(U4·n·i+4·n, ω · Γ4·n·s−4·n) ·
(

G4·n·i · G4·n·s

)

· (e − x4·n·s+1)
j
)

⊆

∞
∑

i=1

(23·i · i)(U4·n·i+4·n−1, ω · G4·n·i) ⊆
∞
∑

i=1

24·i(Un·4·i+n, ω · Gn·4·i) ⊆

∞
∑

j=1

2j(Un·j+n, ω · Gn·j) = Wn, ω.
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5.6.5.4. Similarly

∞
∑

i=1

i−1
∑

s=1

s
∑

j=1

2s+i
(

(Γ4·n·s−4·n · U4·n·i+4·n, ω) · (G4·n·s · (e − x4·n·s+1)
j · G4·n·i)

)

⊆ Wn, ω.

5.6.5.5. Since Ui, ω · Γj ⊆ Γj · Γj ⊆ Γj+1 and Γj · Ui, ω ⊆ Γj · Γj ⊆ Γj+1 and
Gj ·Gi = Gi ·Gj = Gj for every i 6 j and ω ∈ Ω then taking into account inequalities
s

∑

i=1

2s+i 6 22·s+1 6 24·s obtain

∞
∑

s=1

s
∑

i=1

s
∑

j=1

2s+i
(

(U4·n·i+4·n, ω · Γ4·n·s−4·n) · (G4·n·i · G4·n·s) · (e − x4·n·s+1)
j
)

⊆

∞
∑

s=1

s
∑

j=1

s
∑

i=1

2s+i
(

Γ4·n·s−4·n+1) · G4·n·s) · (e − x4·n·s+1)
j
)

⊆

∞
∑

s=1

s
∑

j=1

24·s
(

Γn·4·s−n · G4·n·s · (e − x4·n·s+1)
j
)

⊆

∞
∑

s=1

s
∑

j=1

24·s
(

Γn·4·s−4·n · Gn·4·s · (e − xn·4·s+1)
j
)

⊆

∞
∑

t=1

t
∑

j=1

2t
(

Γn·t−n · Gn·t · (e − xn·t+1)
j
)

= Wn, ω.

5.6.5.6. Similarly

∞
∑

s=1

s
∑

i=1

s
∑

j=1

2s+i
(

(Γ4·n·s−4·n · U4·n·i+4·n, ω) · (G4·n·s · G4·n·i) · (e − x4·n·s+1)
j
)

⊆ Wn, ω

5.6.5.7. Since Γi · Γj ⊆ Γi+1 and Γj · Γi ⊆ Γi+1 and Gj · Gi = Gi · Gj ⊆ Gi for
i > j then taking into account the relation

s
∑

j=1

(e − x4·n·s+1)
j ∈ 2s+1G4·s+1 ⊆ 2iG4·i

for s 6 i − 1 obtain

∞
∑

s=1

s
∑

j=1

s−1
∑

t=1

t
∑

i=1

2s+t
(

(Γ4·n·s−4·n · Γ4·n·t−4·n)×

(

G4·n·s · G4·n·t · (e − x4·n·t+1)
i
)

· (e − x4·n·s+1)
j
)

⊆
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∞
∑

s=1

s
∑

j=1

s−1
∑

t=1

2s+t
(

Γ4·n·s−4·n+1 ·
(

G4·n·s · (2
sG4·n·s)

)

· (e − x4·n·s+1)
j
)

⊆

∞
∑

s=1

s
∑

j=1

(22·s+s · s)
(

Γ4·n·s−4·n+1 · G4·n·s · (e − x4·n·s+1)
j
)

⊆

∞
∑

s=1

s
∑

j=1

24·s
(

Γn·4·s−n · Gn·4·s · (e − xn·4·s+1)
j
)

⊆

∞
∑

l=1

l
∑

j=1

2l
(

Γn·l−n · Gn·l · (e − xn·l+1)
j
)

= Wn, ω.

5.6.5.8. Similarly

∞
∑

t=1

t
∑

j=1

t−1
∑

s=1

s
∑

i=1

2s+t
(

(Γ4·n·s−4·n · Γ4·n·t−4·n)×

(

G4·n·s · (e − x4·n·s+1)
j · G4·n·t

)

· (e − x4·n·t+1)
i
)

⊆ Wn,ω

and

5.6.5.9.

∞
∑

t=1

t
∑

j=1

t
∑

i=1

2t+t
(

(Γ4·n·t−4·n · Γ4·n·t−4·n) · (G4·n·t · G4·n·t) · (e − x4·n·t+1)
j+i

)

=

∞
∑

t=1

2·t
∑

k=1

∑

i+j=k

22·t
(

Γ4·n·t−4·n+1 · G4·n·t · (e − x4·n·t+1)
j+i

)

=

∞
∑

t=1

2·t
∑

k=1

(22·t · k)
(

Γ4·n·t−4·n+1 · G4·n·t · (e − x4·n·t+1)
k
)

=

∞
∑

t=1

2·t
∑

k=1

(22·t · 2t)
(

Γ4·n·t−4·n+1 · G4·n·t · (e − x4·n·t+1)
k
)

⊆

∞
∑

t=1

4·t
∑

k=1

(24·t · 2t)
(

Γn·4·t−n · Gn·4·t · (e − xn·4·t+1)
k
)

⊆

∞
∑

l=1

l
∑

k=1

2l
(

Γn·l−n · Gn·l · (e − xn·l+1)
k
)

= Wn, ω.

Hence by the inclusions obtained in the items 5.6.5.1 – 5.6.5.9 and the equality
obtained in 5.6.5, applying 4 times the inclusion obtained in the item 5.5.4 obtain
that

W64·n, ω · W64·n, ω ⊆ 9W16·n, ω ⊆ 16W16·n, ω ⊆
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8W8·n, ω ⊆ 4W4·n, ω ⊆ 2W2·n, ω ⊆ Wn, ω

for every n ∈ N and ω ∈ Ω, i.e. the assertion BN5 of Theorem 1.2.5 from [2] holds
for the set {Wk, ω | ω ∈ Ω, k = 1, 2, . . .}.

5.6.6. Let now r̂ ∈ R̂ and Wk, ω ∈ B̂. Then there exists n ∈ N, and {ri, . . . , rn} ⊆

R and {ui, . . . , un} ⊆
∞
⋃

j=1

Gj such that r̂ =
n
∑

i=1

ri · ui. Since R̂ =
∞
⋃

j=1

Γj then

there exists a natural m > n and m > k + 1 such that {r1, . . . , rn} ⊆ Γm and
{u1, . . . , un} ⊆ Gm. Then

r̂ =

n
∑

l=1

rl · ul ∈ n(Γm · Gm) ⊆ 2m(Γm · Gm),

and hence

r̂ · Wm·k, ω ⊆
(

2m(Γm · Gm)
)

·
(

∞
∑

i=1

2i
(

Um·k·i+m·k, ω · Gm·k·i)
)

+

∞
∑

s=1

s
∑

j=1

(2m · 2s)
(

Γm·k·s−m·k · Gm·k·s · (e − xm·k·s+1)
j
)

)

⊆

∞
∑

i=1

2i+m(Γm · Um·k·i+m·k, ω) · (Gm · Gm·k·i)+

∞
∑

s=1

s
∑

j=1

2m+s
(

(Γm · Γm·k·s−m·k) · (Gm · Gk·m·s) · (e − xm·k·s+1)
j
)

⊆

∞
∑

i=1

2i+m(Um·k·i+m·k−1, ω · Gm·k·i)+

∞
∑

s=1

s
∑

j=1

2m+s
(

Γm·k·s−m·k+1 · Gk·m·s · (e − xj
m·k·s+1

)
)

⊆

∞
∑

i=1

2i·m(Uk·i·m+k, ω · Gk·i·m) +

∞
∑

s=1

s
∑

j=1

2m·s
(

Γk·s·m−k · Gk·s·m · (e − xk·s·m+1)
j
)

⊆

∞
∑

l=1

2l(Uk·l+k, ω · Gk·l) +

∞
∑

l=1

l
∑

j=1

2l
(

Γk·l−k · Gk·l · (e − xk·l)
j
)

= Wk, ω.

Similarly Wk·m, ω · r̂ ⊆ Wk, ω, i.e. the assertion BN6 of Theorem 1.2.5 from [2] also

holds for the set {Wi, ω | ω ∈ Ω, i = 1, 2, . . .} and hence the set B̂ = {Wi, ω |
ω ∈ Ω, i = 1, 2, . . .} is a basis of neighbourhoods of zero in some (not necessarily
Hausdorff) ring topology τ̂ on R̂.
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5.7. Prove the topology τ̂ is Hausdorff. To do that, by Theorem 1.3.2 from [2]
is sufficient to check that

⋂

k∈N,ω∈Ω

Wk, ω = {0}.

5.7.1. Let 0 6= r̂ ∈ R̂. Then there exists n ∈ N, and {ri, . . . , rn} ⊆ R and

{ui, . . . , un} ⊆
∞
⋃

j=1

Gj such that ri 6= 0 for 1 6 i 6 n and r̂ =
n
∑

i=1

ri · ui.

5.7.2. Let m be such a natural that {ui, . . . , un} ⊆ Gm. Define the mapping

ξ :
∞
⋃

j=1

Gj → Gm as follows:

if u ∈
∞
⋃

j=1

Gj then there exists the only pair of elements v ∈ Gm and u′ ∈
∞
⋃

j=1

Gj

such that u = v · u′ and the notation of the element u′ does not contain variables x̂i

where i 6 m. Then write ξ(u) = v.

5.7.3. Since (R̂, +) can be considered to be a free R-module freely generated by

the set
∞
⋃

j=1

Gj then the mapping ξ can be extended to the R-module homomorphism

ξ̂ : R̂ → R̂. Then ξ̂(u) = u for every u ∈ Gm and hence

5.7.4. ξ̂(r̂) = r̂ and ξ̂
(

Gk · (1 − xk+1)
j
)

= {0} for every k > m and j 6 k.

Since the topological ring (R, τ) is Hausdorff then there exists ω0 ∈ Ω such that
{ri, . . . , rn}

⋂

Vω0 = ∅. Let {Ui, ω0 | i = 1, 2, . . .} be a sequence neighbourhoods of
zero in (R, τ) from B mentioned in 5.3 and Wm, ω0 be neighbourhoods of zero in
(R̂, τ̂) constructed according to 5.6 for the sequence {Ui, ω0 | i = 1, 2, . . .}. Prove
that r̂ /∈ Wm,ω0 .

Suppose the contrary, i.e. r̂ ∈ Wm, ω0. Then since m · s > m for every s ∈ N

then taking into account 5.7.4 we get
n
∑

i=1

ri · ui = r̂ = ξ̂(r̂) ∈ ξ̂(Wm, ω0) =

ξ̂
(

∞
∑

i=1

2i(Um·i+m, ω0 · Gi) +

∞
∑

s=1

s
∑

j=1

2s
(

Γm·s−m · Gs · (e − xm·s+1)
j
)

)

=

∞
∑

i=1

2i
(

Um·i+m, ω0 · ξ̂(Gi)
)

+

∞
∑

s=1

s
∑

j=1

2s
(

Γm·s−m · ξ̂
(

Gm·s · (e − xm·s+1)
j
)

)

=

∞
∑

i=1

2i
(

Um·i+m, ω0 · ξ̂(Gi)
)

+ 0 =
∞
∑

i=1

2i
(

Um·i+m, ω0 · ξ̂(Gi)
)

.

Then by 5.3.3., 5.3.1. and Proposition 3 obtain

rk ∈
∞
∑

i=1

2iUm·i+m, ω0 ⊆
∞

∑

i=1

Um·i+m−1, ω0 ⊆
∞
∑

i=1

Ui, ω0 ⊆ U1, ω0 ⊆ Vω0 .



ON OVERNILPOTENT RADICALS OF TOPOLOGICAL RINGS 13

This is a contradiction with the choice of the neighbourhood Vω0, hence r̂ /∈ Wm, ω0 .
Since r̂ ∈ R̂ is assumed to be an arbitrary element then

⋂

k∈N, ω∈Ω

Wk, ω = {0}, i.e.

the topology τ̂ is Hausdorff.

5.8. Check that τ̂ |R= τ , i.e. the topological ring (R, τ) is a subring of the
topological ring (R̂, τ̂ ).

Let Wn, ω ∈ B̂. Since in according to the item 5.5. {e} ∈ Gn, then

U2·n, ω = R
⋂

(Un+n, ω · Gn) ⊆ R
⋂

(

∞
∑

i=1

2i(Un·i+n, ω · Gn·i)+

∞
∑

s=1

s
∑

j=1

2s
(

Γn·s−n · Gn·s · (e − xn·s+1)
j
)

)

= R
⋂

Wn, ω

for every ω ∈ Ω and n ∈ N. Since Un, ω is a neighbourhood of zero in (R, τ) then
τ̂ |R6 τ .

Let now Vω0 ∈ B (see 5.1) and let {Ui, ω0 | i = 1, 2, . . .} be a sequence neighbour-
hoods of zero from B mentioned in 5.3. Prove that R

⋂

W1, ω0 ⊆ Vω0 .

Since (R̂,+) is a free R-module freely generated by the set
∞
⋃

i=1

Gi then the map-

ping η :
∞
⋃

i=1

Gi → {e} is extended to the R-module homomorphism η̂ : R̂ → R. Then

η̂(r) = r for every r ∈ R and η̂(Gt · (e− xt+1)
j) = 0 for every j 6 t, and taking into

account items 5.3.3, 5.3.1 and Proposition 3 obtain

R
⋂

W1, ω0 = η̂
(

R
⋂

W1, ω0

)

=

R
⋂

η̂
(

∞
∑

i=1

2i(Ui+1, ω0 · Gi) +

∞
∑

s=1

s
∑

j=1

2s
(

Γs−1 · Gs · (e − xs+1)
j
)

)

=

∞
∑

i=1

2i(Ui+1, ω0 · η̂(Gi)) +
∞
∑

s=1

s
∑

j=1

2s
(

Γs−1 · η̂(Gs · (e − xs+1)
j)

)

=

∞
∑

i=1

2iUi+1, ω0 ⊆
∞
∑

i=1

Ui, ω0 ⊆ Vω0 .

Since W1,ω0 is a zero neighbourhood in (R̂, τ̂) then τ̂ |R> τ and therefore τ̂ |R= τ .
To complete the proof of Theorem it is sufficient to prove that the ring R̂ is

ρ-radical.

5.9. Since e − xn+1 ∈ Γ0 · Gn · (e − xn+1) = Γn−n · Gn · (e − xn+1) then

e − xn+1 ∈
∞
∑

i=1

2i(Un·i+n, ω · Gn·i) +

∞
∑

s=1

s
∑

j=1

2s
(

Γn·s−n · Gn·s · (e − xn·s+1)
j
)

= Wn, ω
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for every n ∈ N and ω ∈ Ω and hence e = lim
n→∞

x̂n in the topological ring (R̂, τ̂).

Take a natural n > 2. Write În for the ideal R̂ generated by the element x̂n.
Since x̂n

n = 0 and the element x̂n commutes with every r̂ ∈ R̂ and each other, then

În
n = {0}. Hence

∞
∑

i=2

În ⊆ ρ(R̂). Since ρ(R̂) is a closed ideal in (R̂, τ̂ ), then by the

item 5.9 e = lim
n→∞

x̂n ∈ ρ(R̂), and since e is the identity in the ring R̂ then R̂ = ρ(R̂).

Theorem is proved completely. �
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The following isomorphism theorem is often used in algebra:

If R is a group (a ring), I its normal subgroup (ideal) and A is a subgroup
(subring) in R, then the groups (rings) A/(A ∩ I) and (A + I)/I are isomorphic.

The similar theorem is not valid for topological groups (topological rings), but
the following one is:

If (R, τ) is a topological group (topological ring), 1 I is a normal subgroup (ideal)
in R and A is a subgroup (subring) in R then the canonical isomorphism which maps
the topological group (topological ring) (A, τ |A)/(A ∩ I) to the topological group
(topological ring) (A + I, τ |A+I)/I is continuous.

It follows from Theorem 1 that the assertion on the continuity of the canonical
isomorphism has no generalization.

The case when A is a normal subgroup in the group R, respectively, ideal in the
ring R is often considered in the theory of group and the theory of rings, especially
in the radical theory of groups and rings. The canonical isomorphism possesses
additional properties in this case. The notion of the semitopological isomorphism of
topological groups is introduced in the article for their study (see Definition 2).

The notion of semitopological isomorphism and the study of its properties for
topological rings were given in [1].

The semitopological isomorphism can be considered not only in the class of
all topological groups but also in its subclasses, (in particular, for the class of all
Hausdorff topological groups and other classes).

Theorem 4 is a criterion for a continuous isomorphism to be semitopological and
is the main result of the article. It is proved that the property of an isomorphism to
be semitopological is kept by operations of taking subgroups (Theorem 7), quotient
groups (Theorem 8) and direct products (Theorem 9).

1 Theorem. If ξ : (G, τ) → (G, τ) is a continuous isomorphism of topological

groups (topological rings) (G, τ) and (G, τ), then there exists a topological group

c© V.I. Arnautov, 2004
1A topological group (topological ring) is not supposed to be Hausdorff.
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(topological ring) ( ̂G, τ̂) 2 and a topological (i.e. open and continuous) homomor-

phism ̂ξ : ( ̂G, τ̂) → (G, τ), such that the following assertions hold:

τ̂ |G= τ , i.e. (G, τ) is a subgroup (subring) of the topological group (topological

ring) ( ̂G, τ̂);
̂ξ |G= ξ, i.e. the homomorphism ̂ξ is an extension of the isomorphism ξ.

Proof. Consider a topological group (topological ring) ( ̂G, τ̂) which is equal to the
direct product of topological groups (topological rings) (G, τ) and (G, τ).

If G′ = {
(

g, ξ(g)
)

| g ∈ G}, then G′ is a subgroup (subring) of the group

(ring) ̂G.
Define a mapping ξ′ : G → G′ as follows: ξ′(g) = (g, ξ(g)).
Prove that ξ′ : (G, τ) → (G′, τ̂ |G′) is a topological isomorphism of topological

groups (topological rings).
Indeed, since ξ : G → G is an isomorphism, then so is ξ′.
If U is an arbitrary neighbourhood of the identity (zero) in (G′, τ̂ |G′), then

there exist neighbourhoods of the identities (zeroes) V and V in topological groups
(topological rings) (G, τ) and (G, τ) respectively such that {(g, g) | g ∈ V, g ∈
V } ∩ G′ ⊆ U . Since ξ : (G, τ) → (G, τ) is a continuous isomorphism then there
exists a neighbourhood of the identity (zero) V1 in (G, τ) such that V1 ⊆ V and
ξ(V1) ⊆ V . Hence

ξ′(V1) = {
(

g, ξ(g)
)

| g ∈ V1} ⊆ {(g, g) | g ∈ V, g ∈ V } ∩ G′ ⊆ U,

and therefore ξ′ : (G, τ) → (G′, τ̂G′) is a continuous isomorphism.
If now V is an arbitrary neighbourhood of the identity (zero) in (G, τ) then

W = {(g, g) | g ∈ V, g ∈ G} is a neighbourhood of the identity (zero) in ( ̂G, τ̂),
and hence W ∩ G′ is a neighbourhood of the identity (zero) in (G′, τ̂ |G′). Since

ξ′(V ) = {
(

g, ξ(g)
)

| g ∈ V } ⊇ W ∩ G′,

then ξ′(V ) is a neighbourhood of the identity (zero) in (G′, τ̂ |G′). Hence ξ′ :
(G, τ) → (G′, τ̂G′) is proved to be an open isomorphism and therefore ξ′ is a
topological isomorphism.

When identifying the element g ∈ G with the element
(

g, ξ(g)
)

∈ G′ we obtain
that the topological group (topological ring) (G, τ) is a subgroup (subring) of the
topological group (topological ring) ( ̂G, τ̂) and ξ(g) = ξ

(

g, ξ(g)
)

.

It remains to prove that there exists a topological homomorphism ̂ξ : ( ̂G, τ̂) →
(G, τ) which is an extension of the isomorphism ξ.

Define a mapping ̂ξ : ( ̂G, τ̂) → (G, τ) as follows: ̂ξ(g, g) = g. Then it is a
topological homomorphism.

Since ̂ξ(g, ξ(g)) = ξ(g) then ̂ξ is a topological homomorphism extending the
isomorphism ξ, that completes the proof. �

2It is clear that if the topological group (topological ring) (G, τ) is Hausdorff then so is (G, τ ).

In this case without loss of generality ( b
G, bτ) is also assumed to be so, otherwise ( b

G, bτ ) is replaced

by ( b
G, bτ )/b

I, where b
I = [{e}]( bG, bτ).
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2 Definition. A continuous isomorphism ξ : (G, τ) → (G, τ) of topological groups

is said to be a semitopological isomorphism if there exists a topological group 3 ( ̂G, τ̂ )
and a topological (i.e. open and continuous) homomorphism ̂ξ : ( ̂G, τ̂) → (G, τ )
such that the following assertions hold:

G is a normal subgroup in the group ̂G;

τ̂ |G= τ , i.e (G, τ) is a subgroup of the topological group ( ̂G, τ̂);
̂ξ |G= ξ, i.e. the homomorphism ̂ξ is an extension of the isomorphism ξ.

3 Proposition. Let (G, τ) and (G, τ) be topological groups and ξ : (G, τ) → (G, τ )
be a semitopological isomorphism. If ( ̂G, τ̂) is a topological group and ̂ξ a topological

homomorphism mentioned in Definition 2, then the following assertions hold:

1) G ∩ ker ̂ξ = {e};

2) for every ĝ ∈ ̂G there exist the only pair of elements g ∈ G and b ∈ ker ̂ξ such

that ĝ = g · b;

3) c · h · c−1 = h for every c ∈ ker ̂ξ and h ∈ G.

Proof. Since ξ is an isomorphism and ̂ξ |G= ξ then ker ̂ξ ∩ G = ker ξ = {e}, that
proves the assertion 1.

2) Let ĝ ∈ ̂G and g = ̂ξ(ĝ) ∈ G. Since ξ : G → G is a bijection then there exists
the only element g ∈ G such that ξ(g) = g. Consider the element b = g−1 · ĝ. Hence
g · b = ĝ and

̂ξ(b) = ̂ξ(g−1 · ĝ) = ̂ξ(g−1) · ̂ξ(ĝ) = g−1 · g = e,

i.e. b ∈ ker ̂ξ. That completes the proof of the assertion 2.

3) Let c ∈ ker ̂ξ and h ∈ G. Since G is a normal subgroup of ̂G then c ·g ·c−1 ∈ G.
Hence

ξ(c · h · c−1) = ̂ξ(c · h · c−1) = ̂ξ(c) · ̂ξ(h) · ̂ξ(c−1) = e · ̂ξ(h) · e = ̂ξ(h) = ξ(h).

Since ξ is an isomorphism then c · h · c−1 = h, that completes the proof of the
proposition. �

4 Theorem. If ξ : (G, τ) → (G, τ) is a continuous isomorphism of topological

groups (G, τ) and (G, τ), then the isomorphism ξ is semitopological iff the following

two conditions hold:

1. For every neighbourhood V0 of the identity of the topological group (G, τ) there

exist neighbourhoods V 1 and V1 of the identity in (G, τ) and (G, τ), respectively,

such that v · V1 · v
−1 ⊆ V0 for every v ∈ ξ−1(V 1);

2. For every neighbourhood V0 of the identity in the topological group (G, τ) and

every element g ∈ G there exists a neighbourhood V 1 of the identity in (G, τ) such

that g · v · g−1 · v−1 ∈ V0 for every v ∈ ξ−1(V 1).

3It is clear that if the topological group (topological ring) (G, τ) is Hausdorff then so is (G, τ ).

In this case without loss of generality ( b
G, bτ) is also assumed to be so, otherwise ( b

G, bτ ) is replaced

by ( b
G, bτ )/b

I, where b
I = [{e}]( bG, bτ).
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Proof. The necessity.
1. Let ( ̂G, τ̂) be a topological group and ̂ξ : ( ̂G, τ̂) → (G, τ) be the topolo-

gical homomorphism, mentioned in Definition 2. Since (G, τ) is a subgroup of the
topological group ( ̂G, τ̂) then there exists a neighbourhood ̂V0 of the identity in the
topological group ( ̂G, τ̂) such that V0 = G∩ ̂V0. Since ( ̂G, τ̂) is a topological group
then there exists a neighbourhood of the identity ̂V1 such that ̂V1 · ̂V1 · ̂V −1

1 ⊆ ̂V0.

Hence V 1 = ̂ξ(̂V ) is a neighbourhood of the identity in (G, τ) and V1 = ̂V1 ∩G is a
neighbourhood of the identity in (G, τ).

Check that the assertion 1 holds for the neighbourhood V 1 of the identity in
(G, τ) and neighbourhood V1 of the identity in (G, τ).

Indeed, if v is an arbitrary element from ξ−1(V 1) = ξ−1(̂ξ(̂V1)) ⊆ ̂ξ−1(̂ξ(̂V1)) =
̂V1 · ker ̂ξ, then there exist elements ĝ ∈ ̂V1 and b ∈ ker ̂ξ such that v = ĝ · b. Hence
we obtain taking into account the assertion 3 of Proposition 3 that for every element
g ∈ ξ−1(V 1) ⊆ G holds the equality

v · g · v−1 = (ĝ · b) · g · (ĝ · b)−1 = ĝ · (b · g · b−1) · ĝ−1 =

ĝ · g · ĝ−1 ∈ ̂V1 · V1 · ̂V −1
1 ⊆ ̂V1 · ̂V1 · ̂V −1

1 ⊆ ̂V0.

Except that, since G is a normal subgroup in ̂G then v · g · v−1 ∈ v ·G · v−1 ⊆ G and
therefore v · g · v−1 ∈ ̂V0 ∩ G = V0. So the assertion 1 holds since elements g and v
are supposed to be arbitrary elements.

2. Suppose V0 to be an arbitrary neighbourhood of the identity in the group
(G, τ) and g ∈ G. If ( ̂G, τ̂) is a topological group and ̂ξ : ( ̂G, τ̂) → (G, τ )
is a topological homomorphism mentioned in the definition 2 then there exists a
neighbourhood ̂V0 of the identity in the topological group ( ̂G, τ̂) such that V0 =
G∩ ̂V0. Since ( ̂G, τ̂) is a topological group then there exists a neighbourhood of the
identity ̂V1 in ( ̂G, τ̂) such that g · ̂V1 · g

−1 · ̂V −1
1 ⊆ ̂V0 and since ̂ξ : ( ̂G, τ̂) → (G, τ )

is a topological homomorphism then V 1 = ̂ξ(̂V ) is a neighbourhood of the identity
in (G, τ).

Prove that the assertion 2 holds for the neighbourhood of the identity V 1.
Indeed, let v ∈ ξ−1(V 1) ⊆ ̂ξ−1(̂ξ(̂V1)) = ̂V1 · ker ̂ξ. Then there exist elements

ĝ ∈ ̂V1 and b ∈ ker ̂ξ such that v = ĝ · b. We get, taking into account the assertion 3
of the Proposition 3, that

g · v · g−1 · v−1 = g · (ĝ · b) · g−1 · (ĝ · b)−1 = g · ĝ · (b · g−1 · b−1) · ĝ−1 =

g · ĝ · g−1 · ĝ−1 ∈ g · ̂V1 · g
−1 · ̂V −1

1 ⊆ ̂V0.

Since g · v · g−1 · v−1 ∈ G then g · v · g−1 · v−1 ∈ G ∩ ̂V0 = V0.
The necessity is completely proved.

The sufficiency.
Let (G, τ) and (G, τ) be topological groups and ξ : (G, τ) → (G, τ) be a

continuous isomorphism satisfying the assertions 1 and 2.
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Write ̂G for the direct product of groups G and G, i.e.
̂G = {(g, g) | g ∈ G, g ∈ G}. Define a basis of neighbourhoods of the identity ̂B
on ̂G as follows: write B and B for the sets of all neighbourhoods of the identity in
topological groups (G, τ) and (G, τ) respectively. Consider the set ̂B = {W (V, V ) |
V ∈ B, V ∈ B} of subsets W (V, V ) = {

(

g · ξ−1(g), g
)

| g ∈ V, g ∈ (V )} of the

group ̂G.
Check the set ̂B to be a basis of a certain filter satisfying the assertions (GVI),

(GVII), (GVIII) ( see [2], p. 14, proposition 1) i.e. that the set ̂B is a basis of
neighbourhoods of zero in a certain group topology τ̂ on ̂G.

Since (e, e) =
(

e · ξ−1(e), e
)

∈ W (V, V ) for every V ∈ B and V ∈ B, then

W (V, V ) 6= ∅, i.e. ∅ /∈ ̂B. Except that if V, U ∈ B and V , U ∈ B then V ∩ U ∈ B,
V ∩U ∈ B and W (V ∩U, V ∩U) ⊆ W (V, V )∩W (U, U). Hence the set ̂B is a basis
of a certain filter.

Let W (V1, V 1) ∈ ̂B. Since (G, τ) and (G, τ) are topological groups then there
exists V2 ∈ B and V 2 ∈ B such that V2 ·V2 ⊆ V1 and V 2 ·V 2 ⊆ V 1. By the assertion
1 there exists V3 ∈ B and V 3 ∈ B, such that v · V3 · v−1 ⊆ V2 for every element
v ∈ ξ−1(V 3). Without loss of generality, assume that V3 ⊆ V2 and V 3 ⊆ V 2.

Prove that W (V3, V 3) · W (V3, V 3) ⊆ W (V1, V 1).
Indeed, let

(

a · ξ−1(a), a
)

∈ W (V3, V 3) and
(

b · ξ−1(b), b
)

∈ W (V3, V 3). Hence:

(

a · ξ−1(a), a
)

·
(

b · ξ−1(b), b
)

=
(

a · ξ−1(a) · b · ξ−1(b), a · b
)

,

where a · b ∈ V 3 · V 3 ⊆ V 2 · V 2 ⊆ V 1 and

a · ξ−1(a) · b · ξ−1(b) = a · ξ−1(a) · b ·
(

ξ−1(a)
)

−1
· ξ−1(a) · ξ−1(b) =

a ·
(

·ξ−1(a) · b · ξ−1(a))−1
)

· ξ−1(a · b) ∈ V3 · V2 · ξ
−1(a) · b)

)

⊆ V1 · ξ
−1(ab).

Therefore
(

a · ξ−1(a), a
)

·
(

b · ξ−1(b), b
)

∈ W (V1, V 1). Since
(

a · ξ−1(a), a
)

and
(

b · ξ−1(b), b
)

are arbitrary elements then W (V3, V 3) · W (V3, V 3) ⊆ W (V1, V 1),
i.e. the assertion (GVI) is satisfied.

Let W (V1, V 1) ∈ ̂B. By the assertion 1 there exists V2 ∈ B and V 2 ∈ B such
that v ·V2 · v

−1 ⊆ V1 for every v ∈ ξ−1(V 2). Since (G, τ) and (G, τ) are topological

groups then there exist V3 ∈ B and V 3 ∈ B such that V −1
3 ⊆ V2 and V

−1

3 ⊆ V 1∩V 2.

Prove that
(

W (V3, V 3)
)

−1
⊆ W (V1, V 1).

Indeed, if
(

b·ξ−1(b), b
)

∈ W (V3V 3) then
(

b·ξ−1(b), b
)

−1
=

(

(ξ−1(b))−1 ·b−1, b
−1)

and b
−1

∈ V
−1

3 ⊆ V 1. Since ξ−1(b
−1

) ∈ ξ−1(V
−1

3 ) ⊆ ξ−1(V 2) and b−1 ∈ V −1
3 ⊆ V2

then

(

ξ−1(b)
)

−1
· b−1 =

(

ξ−1(b)
)

−1
· b−1 · ξ−1(b) ·

(

ξ−1(b)
)

−1
=

(

ξ−1(b
−1

) · b−1 · (ξ−1(b
−1

))−1
)

· ξ−1(b
−1

) ∈ V1 · ξ
−1(b

−1
).

Hence
(

b · ξ−1(b), b
)

−1
∈ W (V1, V 1).
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Since
(

b · ξ−1(b), b
)

is an arbitrary element then

(

W (V3, V 3)
)

−1
⊆ W (V1, V 1),

i.e. the assertion (GVII) is satisfied.
Let W (V1, V 1) ∈ ̂B and (g, g) ∈ ̂G.
Since (G, τ) and (G, τ) are topological groups and ξ is an isomorphism, then

there exists V2 ∈ B and V 2 ∈ B such that g · V 2 · g
−1 ⊆ V 1. and

(g · V2 · g
−1) · V2 ·

(

ξ−1(g−1) · V2 ·
(

ξ−1(g−1)
)

−1
)

⊆ V1.

By the condition 2 for the neighbourhood V2 ∈ B and elements g and ξ−1(g−1) ∈

G there exists a neighbourhood V 3 ∈ B such that g · h · g−1h
−1

∈ V2 and

ξ−1(g−1) · h ·
(

ξ−1(g−1)
)

−1
· h−1 ∈ V2

for every element h ∈ ξ−1(V 3). Without loss of generality assume V
−1

3 = V 3 ⊆ V 2.
Prove that

(g, g) · W (V2, V 3) · (g, g)−1 ⊆ W (V1, V 1).

Indeed, if
(

v · ξ−1(v), v
)

∈ W (V2, V 3), then v ∈ V2 and v ∈ V 3. Hence

(g, g) ·
(

v · ξ−1(v), v
)

· (g, g)−1 =
(

g · v · ξ−1(v) · g−1, g · v · g−1
)

=
(

(

g · v · ξ−1(v) · g−1
)

·
(

ξ−1(g · v−1 · g−1)
)

·
(

ξ−1(g · v−1 · g−1)
)

−1
, g · v · g−1

)

=
(

(

g · v · ξ−1(v) · g−1
)

·
(

ξ−1(g · v−1 · g−1)
)

·
(

ξ−1(g · v · g−1)
)

, g · v · g−1
)

where

g · v · g−1 ∈ g · V 3 · g
−1 ⊆ g · V 2 · g

−1 ⊆ V 1 and
(

g · v · ξ−1(v) · g−1
)

·
(

ξ−1(g · v−1 · g−1)
)

=
(

g · v · g−1 · g · ξ−1(v) · g−1
)

·
(

ξ−1(v))−1 · ξ−1(v) · ξ−1(g) · ξ−1(v−1) · ξ−1(g−1)
)

∈

(g · V2 · g
−1) ·

(

g · ξ−1(v) · g−1 · (ξ−1(v))−1
)

×
(

ξ−1(v) · ξ−1(g) · ξ−1(v−1) · ξ−1(g−1)
)

⊆

(g · V2 · g
−1) · V2 ·

(

ξ−1(g) · ξ−1(g−1) · ξ−1(v) · ξ−1(g) · ξ−1(v−1) · ξ−1(g−1)
)

=

(g · V2 · g
−1) · V2 ·

(

ξ−1(g) ·
(

ξ−1(g−1) · ξ−1(v) · ξ−1(g)
)

· (ξ−1(v))−1) · ξ−1(g−1)
)

⊆

(g · V2 · g
−1) · V2 ·

(

ξ−1(g) · V2 · ξ
−1(g−1)

)

⊆ V1,

since ξ−1(v) ∈ ξ−1(V 3) (see the definition of the neighbourhood V 3). Hence

(g, g) · (v · ξ−1(v), v) · (g, g)−1 =
(

(

g · v · ξ−1(v) · g−1
)

·
(

ξ−1(g · v−1 · g−1)
)

·
(

ξ−1(g · v·g−1)
)

, g · v · g−1
)

∈ W (V1, V 1).

Since (v · ξ−1(v), v) is an arbitrary element then

(g, g) · W (V2, V 3) · (g, g)−1 ⊆ W (V1, V 1),
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i.e. the assertion (GVIII) holds.

Therefore the set ̂B is a basis of neighbourhoods of the identity in a certain group
topology τ̂ on the group ̂G. Prove that the topological group ( ̂G, τ̂) is the desired
one.

One can easily see that G′ = {(g, e) | g ∈ G} is a normal subgroup in ̂G and,
since W (V, V ) ∩ G′ = {(g, e) | g ∈ V }, then the mapping ξ′ : (G, τ) → (G′, τ̂ |G′)
which puts in correspondence the element (g, e) ∈ G′ to the element g ∈ G is a
topological isomorphism.

Identify the topological group (G, τ) with a subgroup (G′, τ̂ |G′) of a topological
group ( ̂G, τ̂) with respect to the mapping ξ′.

Note that G′ is a normal subgroup in ̂G. Hence taking into account the identifica-
tion given above we get that ξ(g, e) = ξ(g) and hence the homomorphism ̂ξ : ̂G → G
putting ̂ξ(g, g) in correspondence to ξ(g) is an extension of the isomorphism ξ. It
remains to check only the homomorphism ̂ξ : ( ̂G, τ̂) → (G, τ) to be topological, i.e.
to be continuous and open.

Let V ∈ B. Since (G, τ) is a topological group then there exists a neighbourhood
V 1 ∈ B such that V 1·V 1 ⊆ V . Since ξ : (G, τ) → (G, τ) is a continuous isomorphism
then there exists a neighbourhood V1 ∈ B, such that ξ(V1) ⊆ V 1. Hence

̂ξ(W (V1, V 1)) = {̂ξ
(

g · ξ−1(g), g
)

| g ∈ V1, g ∈ V 1} =

{̂ξ
(

g · ξ−1(g)
)

| g ∈ V1, g ∈ V 1} =

{ξ(g) · g) | g ∈ V1, g ∈ V 1} = ξ(V1) · V 1 ⊆ V 1 · V 1 ⊆ V ,

and hence ̂ξ : ( ̂G, τ̂) → (G, τ) is a continuous homomorphism.

Since
̂ξ(W (V, V )) = {̂ξ

(

g · ξ−1(g), g
)

| g ∈ V, g ∈ V } =

{̂ξ
(

g · ξ−1(g)
)

| g ∈ V, g ∈ V } ⊇ {ξ(e) · g) | g ∈ V } = V

for every neighbourhood V ∈ B then ̂ξ : ( ̂G, τ̂) → (G, τ) is an open homomorphism,
that completes the proof of Theorem. �

5 Corollary. Let (G, τ) be a group equipped with the discrete topology, (G, τ )
be a topological group and ξ : (G, τ) → (G, τ) be a continuous isomorphism.

The isomorphism ξ is semitopological iff for every element g ∈ G there exists a

neighbourhood V of the identity in (G, τ) such that g ·
(

ξ−1(v)
)

=
(

ξ−1(v)
)

· g for

every v ∈ V .

Proof. Necessity. Indeed, since the topology τ is discrete, then V0 = {e} is a
neighbourhood of the identity in (G, τ). If V 1 is a neighbourhood of the identity in
(G, τ) such that its elements satisfy the condition 2 of Theorem 4 for the element g ∈
G and neighbourhood of the identity V0 in (G, τ), then g ·ξ−1(v)·(ξ−1(v))−1 ·g−1 = e
for every element v ∈ V , which is equivalent to the assertion g · ξ−1(v) = ξ−1(v) · g
for every element v ∈ V .
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Sufficiency. Let V be an arbitrary neighbourhood of the identity in (G, τ). Since
{e} a neighbourhood of the identity in (G, τ) and ξ−1(ḡ) · e · (ξ−1ḡ)−1 = e ∈ V for
every element ḡ ∈ Ḡ then the condition 1 of Theorem 4 holds.

Except that since for every element ḡ ∈ Ḡ there exists a neighbourhood V̄1

of the identity in (Ḡ, τ̄) such that g · ξ−1(v̄) = ξ−1(v̄) · g for every v̄ ∈ V̄1 then
g ·ξ−1(v̄) ·g−1 · (ξ−1(v̄))−1 = e ∈ V for every v̄ ∈ V̄1. Hence the condition 2 Theorem
4 holds. �

6 Corollary. Let G and Ḡ be groups and f : G → Ḡ be a certain group isomorphism.

If {τγ | γ ∈ Γ} and {τ̄γ | γ ∈ Γ} are such families of group topologies on G and

Ḡ, respectively, that for every γ ∈ Γ the isomorphism f : (G, τγ) → (Ḡ, τ̄γ) is

semitopological where τ = sup{τγ | γ ∈ Γ} and τ̄ = sup{τ̄γ | γ ∈ Γ}, then so is the

isomorphism f : (G, τ) → (Ḡ, τ̄).

The corollary follows from Theorem 4 and from the outlook of neighbourhoods
of the identity in sup{τγ | γ ∈ Γ} (see 1.2.22 in [3]).

7 Theorem. Let (G, τ), (G, τ) be topological groups and ξ : (G, τ) → (G, τ) be a

semitopological isomorphism. If A is a subgroup of the group G and A = ξ(A), then

ξ |A: (A, τ |A) → (A, τ |A) is a semitopological isomorphism.

Proof. If U is a neighbourhood of the identity in (A, τ |A) then U = V ∩ A for
a certain neighbourhood V of the identity in (G, τ). Since ξ : (G, τ) → (G, τ )
is a semitopological isomorphism then there exist neighbourhoods V and V1 of the
identity in (G, τ) and (G, τ) respectively such that v · V1 · v−1 ⊆ V for every
element v ∈ ξ−1(V ). Hence (V1 ∩ A) and A ∩ V are neighbourhoods of identities in
(A, τ |A) and (A, τ |A) respectively. Note that since ξ : G → G is an isomorphism,
then ξ−1(A) = ξ−1(ξ(A)) = A and hence v · (V1 ∩ A) · v−1 ⊆ V ∩ A = U for
every v ∈ ξ−1

(

A ∩ V
)

. It means that the assertion 1 of Theorem 4 holds for the
isomorphism ξ |A: (A, τ |A) → (A, τ |A).

Let g ∈ A and U be a neighbourhood of the identity in (A, τ |A). Hence
U = V ∩ A for a certain neighbourhood V of the identity in (G, τ). Since ξ :
(G, τ) → (G, τ) is a semitopological isomorphism then for a neighbourhood V of
the identity in topological group (G, τ) and for the element g ∈ A ⊆ G there exists
a neighbourhood V 1 of the identity in (G, τ) such that g · v · g−1 · v−1 ∈ V for every
v ∈ ξ−1(V 1). Since ξ−1(A) = ξ−1(ξ(A)) = A then g · v · g−1 · v−1 ∈ V ∩ A = U for
every v ∈ ξ−1(V 1 ∩ A), i.e. the assertion 2 of Theorem 4 holds for the isomorphism
ξ |A: (A, τ |A) → (A, τ |A) . Hence ξ |A: (A, τ |A) → (A, τ |A) is a semitopological
isomorphism. �

8 Theorem. Let (G, τ) and (G, τ) be topological groups and ξ : (G, τ) → (G, τ )
be a semitopological isomorphism. If A is a normal subgroup of the group G and

G
ξ

−−−−→ G

η





y





y

η

G/A
bξ

−−−−→ G/ξ(A)
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where:

η : G → G/A is the canonical homomorphism (i.e. η(g) = g · A);

η : G → G/(ξ(A)) is the canonical homomorphism (i.e. η(g) = g · ξ(A));
̂ξ : G/A → G/(ξ(A)) is the canonical isomorphism (i.e. ̂ξ(g · A) = ξ(g) · ξ(A)).

Hence ̂ξ : (G, τ)/A → (G, τ)/(ξ(A)) is a semitopological isomorphism.

Proof. If ̂V0 is a neighbourhood of the identity in (G, τ)/A then V0 = η−1(̂V0) is
a neighbourhood of the identity in (G, τ). By the assertion 1 of Theorem 4 there
exist neighbourhoods V1 and V 1 of the identity in (G, τ) and (G, τ) respectively

such that v · V1 · v
−1 ⊆ V0 for every v ∈ ξ−1(V 1). Hence ̂V1 = η(V1) and ˜V1 = η(V 1)

are neighbourhoods of the identity in (G, τ)/A and (G, τ)/ξ(A), respectively.

Note that ̂ξ
(

η(ξ−1(V 1))
)

= η(V 1) = ˜V1. Hence if v̂ ∈ ̂ξ−1(˜V1) then there exists
an element v ∈ ξ−1(V 1) such that η(v) = v̂. Hence

v̂ · ̂V1 · v̂
−1 = η(v) · η(V1) · (η(v))−1 = η(v · V1 · v

−1) ⊆ η(V0) = η
(

η−1(̂V0)
)

= ̂V0.

Hence the assertion 1 of Theorem 4 holds for the isomorphism
̂ξ : (G, τ)/A → (G, τ)/(ξ(A)).

Check the assertion 2 of Theorem 4 to hold for the isomorphism
̂ξ : (G, τ)/A → (G, τ)/(ξ(A)).

Let g̃ ∈ (G, τ)/(ξ(A)) and ̂V be a neighbourhood of the identity in (G, τ)/A.
Hence V = η−1(̂V ) is a neighbourhood of the identity in (G, τ) and there exists
an element g ∈ G such that ĝ = η(g). Since the assertion 2 of Theorem 4 holds for
the homomorphism ξ : (G, τ) → (G, τ), then there exists such a neighbourhood
V 1 of the identity in (G, τ) that g · v · g−1 · v−1 ∈ V for every v ∈ ξ−1(V 1).

Hence ˜V1 = η(V 1) is a neighbourhood of the identity in (G, τ)/(ξ(A)). Note that
η
(

ξ−1(V 1)
)

= ̂ξ−1(η(V 1)) = ̂ξ−1(˜V1).

If v̂ ∈ ̂ξ−1(˜V1)), then there exists an element v ∈ ξ−1(V 1) such that η(v) = v̂.
Hence

ĝ · v̂ · ĝ−1 · v̂−1 = η(g) · η(v) ·
(

η(g)
)

−1
·
(

η(v)
)

−1
= η(g · v · g−1 · v−1) ∈ η(V ) = ̂V ,

i.e. the assertion 2 of Theorem 4 holds for the isomorphism
̂ξ : (G, τ)/A → (G, τ)/(ξ(A)). The theorem is completely proved. �

9 Theorem. Let {(Gγ , τγ) | γ ∈ Γ} and {(Gγ , τ γ) | γ ∈ Γ} be two families of

topological groups and for every γ ∈ Γ there exists a semitopological isomorphism

ξγ : (Gγ , τγ) → (Gγ , τγ). If ( ̂G, τ̂) =
∏

γ∈Γ

(Gγ , τγ) and ( ˜G, τ̃) =
∏

γ∈Γ

(Gγ , τγ)

are direct products of these families equipped with the Tychonoff topology and ̂ξ :
̂G → ˜G is a canonical isomorphism (i.e. ξγ(prγ(ĝ)) = prγ

̂ξ(ĝ)) for any γ ∈ Γ, then

̂ξ : ( ̂G, τ̂) → ( ˜G, τ̃) is a semitopological isomorphism.

Proof. If ̂V is a neighbourhood of the identity in ( ̂G, τ̂), then there exists a finite
subset S ⊆ Γ such that for every γ ∈ S there exists a neighbourhood Vγ in (Gγ , τγ)
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such that
⋂

γ∈S

prγ
−1(Vγ) ⊆ ̂V . Since for every γ ∈ Γ the mapping ξγ : (Gγ , τγ) →

(Gγ , τγ) is a semitopological isomorphism then there exist neighbourhoods V γ and
Uγ of the identity in (Gγ , τγ) and (Gγ , τγ), respectively such that vγ ·Uγ ·v

−1
γ ⊆ Vγ

for every elements vγ ∈ ξ−1(V γ). Hence ˜V =
⋂

γ∈S

pr−1
γ (Vγ) and ̂U =

⋂

γ∈S

pr−1
γ (Uγ)

are neighbourhoods of the identity in ( ˜G, τ̃) and ( ̂G, τ̂) respectively.
If v̂ ∈ ̂ξ−1(˜V ) then prγ(v̂) ∈ ξ−1

γ (V γ) and therefore prγ(v̂) · Uγ · (prγ(v̂))−1 ⊆ Vγ

for every γ ∈ S. Hence v̂ · ̂U · v̂−1 ⊆ ̂V , i.e. the condition 1 of Theorem 4 holds for
the isomorphism ̂ξ : ( ̂G, τ̂) → ( ˜G, τ̃ ).

If ĝ ∈ ̂G and ̂V is a neighbourhood of the identity in ( ̂G, τ̂), then there exists a
finite set S ⊆ Γ and for every γ ∈ S there exists a neighbourhood Vγ of the identity

in (Gγ , τγ) such that
⋂

γ∈S

pr−1
γ (Vγ) ⊆ ̂V . Since for every γ ∈ Γ the mapping ξγ :

(Gγ , τγ) → (Gγ , τγ) is a semitopological isomorphism then for the neighbourhood
Vγ of the identity in the topological group (Gγ , τγ) and for the element gγ = prγ(ĝ)

there exists a neighbourhood V γ of the identity in (Gγ , τγ) such that gγ ·vγ ·g
−1
γ ·v−1

γ ∈

Vγ for every vγ ∈ ξ−1
γ (V γ). Hence ˜V =

⋂

γ∈S

prγ
−1(V γ) is a neighbourhood of the

identity in ( ˜G, τ̃) and if v̂ ∈ ̂ξ−1(˜V ) then vγ = prγ(v̂) ∈ ξ−1
γ (prγ(˜V )) = ξ−1

γ (prγ(V γ))

for any γ ∈ S. Hence ĝ · v̂ · ĝ−1 · v̂−1 ∈
⋂

γ∈S

pr−1
γ (Vγ) ⊆ ̂V , i.e. the assertion 2 of

Theorem 4 holds for the isomorphism ̂ξ : ( ̂G, τ̂) → ( ˜G, τ̃).
Hence ̂ξ : ( ̂G, τ̂) → ( ˜G, τ̃) is a semitopological isomorphism. �

10 Remark. Theorem 9 remains valid if groups ̂G =
∏

γ∈Γ

Gγ and ˜G =
∏

γ∈Γ

Gγ are

equipped not with the Tychonoff topology but with the topology of m-product (see [3],

Definition 4.1.3).

11 Remark. The following example proves that the superposition of semitopological

isomorphisms needs not to be semitopological. The topological groups mentioned in

it are not Hausdorff. An example with Hausdorff topological groups can be obtained

by an easy modification of the given one.

12 Example. Let G be a nilpotent group of index 2 (i.e. G a noncommutative

group such that its quotient group G/Z by its center Z is commutative). Consider

the following three group topologies on the group G:

τ0 is the discrete topology, i.e. the set {{e}} is a basis of neighbourhoods of the

identity in (G, τ0);
τ1 is the topology such that the set {Z} is a basis of neighbourhoods of the identity

in (G, τ1);
τ2 is the antidiscrete topology, i.e. the set {G} is a basis of neighbourhoods of

the identity in (G, τ2);
Let ξ : G → G be an identity mapping. One can easily see that assertions 1 and

2 of Theorem 4 hold for the continuous isomorphisms ξ : (G, τ0) → (G, τ1) and

ξ : (G, τ1) → (G, τ2) and hence they are semitopological.
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Prove now that the assertion 2 of Theorem 4 does not hold for the isomorphism

ξ : (G, τ0) → (G, τ2), i.e. it is not semitopological.

Suppose the contrary, i.e. the assertion 2 of Theorem 4 holds for the isomorphism

ξ : (G, τ0) → (G, τ2). Since the group G is not a commutative group, then there

exist elements g, v ∈ G such that g · v 6= v · g, i.e. g · v · g−1 · v−1 6= e. Then for an

element g ∈ G and the neighbourhood {e} of the identity in (G, τ0) there exists a

neighbourhood V of the identity in (G, τ2) such that g · u · g−1 · u−1 ∈ {e} for every

element u ∈ ξ−1(V ). Since τ2 is the antidiscrete topology then V = G and hence

we may assume the element u to be equal to v. Hence g · v · v−1 · g−1 ∈ {e} that

contradicts to the choice of elements g, v ∈ G.

13 Problem. Given a class K of topological groups (rings) and a group (ring)

G. What is the group (ring) topology τ on G such that (G, τ) ∈ K and every

semitopological homomorphism (G, τ) → (H, µ) is topological, where (H, µ) ∈ K

(so are known to be the topological rings with no generalized zero divisors, see [1],

Theorem 2).

14 Problem. What is the group (ring) G such that for every group (ring) topology

τ on it every semitopological isomorphism (G, τ) → (H, µ) is topological (so are

known to be the rings with an identity).

15 Problem. What are the continuous isomorphisms which are superpositions of

semitopological (note that they need not to be semitopological, see the example 12).

Author does not know whether every continuous isomorphism of topological

groups is so.

16 Problem. Let G and G be groups, f : G → G be an isomorphism, {τγ | γ ∈ Γ}
and {τγ | γ ∈ Γ} be families of group topologies on G and G respectively such that

f : (G, τγ) → (G, τ γ) is a semitopological isomorphism for every γ ∈ Γ. Write τ for

inf{τγ | γ ∈ Γ} and τ for inf{τγ | γ ∈ Γ}. Is the isomorphism f : (G, τ) → (G, τ )
semitopological?
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Special radicals of graded rings

I.N. Balaba

Abstract. We consider the graded radicals of graded rings, and prove that any
radical in the category ring graded by a group G can be defined by means of some
class of graded modules. We also describe the classes of graded modules for special
graded radical.
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1 Introduction

The general theory of radicals of rings and algebras began to develop in papers
of A.G. Kurosh and S.A. Amitsur in the 1950s. They observed that the general
theory of radicals can be developed in any algebraic systems which the concept of
the kernel homomorphism with usual properties takes place in, i.e. in the ”good”
categories.

For basic notions and terminology on general theory of radicals we refer the
reader to the monograph [1].

For given radical R in the category of associative rings and ring homomorphisms
there are different ways of defining a graded version of R:

At first, one may consider a natural definition for graded version of RG in cate-
gory of graded rings and graded-preserving ring homomorphisms.

Secondly, for defining a graded version of R for a graded ring A one can consider
R(A)G, the largest graded ideal contained in R(A).

At last, it is possible to consider the largest graded ideal I of A such that
I

⋂

Ae = R(Ae), where Ae is an identity graded component of A.

Besides using the generalized smash product, M. Beattie and P. Stewart [2]
introduced a method for defining a so called reflexive radical Rref . They investigated
the properties of reflexive radicals and compared them with graded radicals which
had been previously studied.

The graded radicals of graded rings have been investigated in papers ([3],[4],[5],
[6]).

On the other hand, in 1962 V.A. Andrunakievich and Yu.M. Ryabuhin showed
that any special radical of an associative ring can be defined by means of some class
of modules.

c© I.N. Balaba, 2004
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The purpose of this paper is to prove analogous results for special radicals of cat-
egory of the graded rings and to define the classes of graded modules corresponding
to classical graded radicals.

2 Preliminaries

Let A be an associative ring (not necessaryly with identity), G a group with
identity e.

A ring A is called G-graded (or simple graded) if there exists a family {Ag | g ∈ G}
of additive subgroups of A such that A =

⊕

g∈G Ag and AgAh ⊆ Agh for all g, h ∈ G.
If a ring A has an identity 1, then 1 ∈ Ae.
The elements of the set h(A) =

⋃

g∈G

Ag are called homogeneous elements of the

ring A. A nonzero element rg ∈ Ag is said to be homogeneous of degree g.
Any nonzero r has a unique expression as a sum of homogeneous elements,

r =
∑

g∈S

rg, where rg is nonzero for a finite number of g ∈ G. The nonzero elements

rg in the decomposition of r are called homogeneous components of r.
An ideal I is called graded (or homogeneous) if I =

⊕

g∈G(I ∩Ag). For any ideal
I of A (left, right or two-sided) the largest graded ideal of A contained in I will be
denoted by IG.

Let A =
⊕

g∈G Ag and B =
⊕

g∈G Bg be G-graded rings. A ring homomorphism
f : A −→ B is called graded-preserving if f(Ag) ⊆ Bg for all g ∈ G.

The category of G-graded rings GRings consists of G-graded rings and graded-
preserving homomorphisms.

Let A be a G-graded ring. A right A-module M is called a G-graded A-module

if there exists a family {Mg | g ∈ G} of additive subgroups of M such that M =
⊕

g∈G Mg and MgAh ⊆ Mgh for all g, h ∈ G.
Let N and M be G-graded right A-module. A homomorphism f : N → M is

called a graded morphism of degree h if f(Ng) ⊆ Mhg for any g ∈ G. All graded
morphisms of degree h form the additive subgroup HOM(NR,MR)h of the group
Hom(NR,MR).

A submodule N ⊆ M is called a graded submodule if N =
⊕

g∈G(N ∩ Mg). In
other words, N ⊆ M is a graded submodule if for any x ∈ N it follows that N
contains all homogeneous components of x.

Let M be a graded module, N its graded submodule. Then M/N may be made
into a graded module by putting (M/N)g = (Mg + N)/N for all g ∈ G. With this
definition, the canonical projection M → M/N is a graded morphism of degree e.

Further details on graded rings and modules may be found in [3]

3 Graded modules and radicals

Let A be a ring, M a right A-module. The set AnnA(M) = {a ∈ A|Ma = 0} is
called an annihilator of a A-module M . Recall that a module M is called faithful if
AnnA(M) = 0.
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In [8] V.A. Andrunakievich and Yu.M. Ryabuhin defined a general class Σ of
modules in the following way. For every associative ring A they denote some class
of nontrivial right A-modules (can be empty) by ΣA . The set

KerΣA =
⋂

{AnnA(M)|M ∈ ΣA}

is called the kernel of the class ΣA. If ΣA = ∅ then let‘s assume KerΣA = A.

The class Σ of all ΣA is called a general class of the modules, if the following
hold:

P1. If M ∈ ΣA/B, then M ∈ ΣA.

P2. If M ∈ ΣA and B ⊆ AnnA(M), then M ∈ ΣA/B .

P3. If KerΣA = 0, then ΣB 6= ∅ for any nonzero ideal B of A.

P4. If ΣB 6= ∅ for any nonzero ideal B of A, then KerΣA = 0.

Using the general class of modules, they defined Σ-radical

R(Σ, A) = KerΣA =
⋂

{AnnA(M)|M ∈ ΣA}

for any associative ring A and proved that Σ-radical is a Kurosh-Amitsur radical.
Conversely, if R is a radical in the category of associative rings, then there is a
general class of modules Σ such that R is equal to Σ-radical ([8], Theorem 1).

In this case any Σ-semisimple ring is the subdirect product of a family of rings
from L(Σ), where L(Σ) is the class of all rings A that have a faithful A-module from
ΣA ([8], Corollary 4).

Since the category of G-graded rings GRings has all necessary properties the
general theory of radicals in sense of Kurosh-Amitsur is valid.

It is straightforward to check that if M is a graded A-module, then the annihilator
AnnA(M) is the graded ideal in A. We have the following

Proposition 1. Let A be a G-graded ring, B a graded ideal of A. If M is a graded

A/B-module, then M becomes a graded A-module by setting xa = x(a + B) and

B ⊆ AnnA(M). Conversely, if M is a graded A-module and B is a graded ideal,

such that B ⊆ AnnA(M), then M is a graded A/B-module by setting x(a+B) = xa.
Any graded submodule of A/B-module M is a graded submodule of A-module M too,

and conversely. Moreover, AnnA/B(M) = AnnA(M)/B (as graded ideals).

Proof. The proof follows from ([8], Proposition 1) as the given definition is coordi-
nated with grading.

On the other hand, it is possible to define the general class of G-graded mod-

ules ΣG as the class all ΣGA satisfying conditions GP1-GP4, which are obtained
from the corresponding conditions P1-P4 by replacement of the word ”ideal” by the
word ”graded ideal” (here ΣGA is some class of right graded modules over G-graded
ring A.)

Then the graded ΣG-radical of G-graded ring A is defined as

R(ΣG, A) = KerΣGA =
⋂

{AnnA(M)|M ∈ ΣGA}
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Theorem 2. Let ΣG be a general class of G-graded modules, then ΣG-radical is

a radical in the category of graded rings GRings. Conversely, if R is a radical in

the category GRings, then there exists a general class of G-graded modules ΣG such

that R coincides with the ΣG-radical.

Moreover, any ΣG-semisimple graded ring is the subdirect product of graded rings

A which have faithful A-modules from the class ΣGA.

Proof. The proof of this theorem using Proposition 1 and conditions GP1-GP4 is
essentially the same as that in the ungraded case (see [8], Theorem 1).

4 Special graded radicals

Recall that a special radical RM(A) of an associative ring A is an upper radical,
defined by any special class of rings M, i.e. for any ring A, RM(A) is equal to the
intersection of all ideals P of A such that A/P ∈ M ([1], chapter 3)

In [7] the general classes of modules, corresponding to special radicals, are called
the special classes of modules and the special classes of modules for classical special
radicals were determined.

Using the concept of a special radical in categories ([1], Chapter 5) we can define
a special radical in the category of G-graded rings GRings.

Let M be some class of graded rings, then a graded ideal P of a G-graded ring
A is called an M-ideal if A/P ∈ M.

A class M of G-graded rings is said to be a special class if it satisfies the following
conditions:

M1. If B is a graded ideal of a ring A and P is an M-ideal in A which does not
contain of B, then P

⋂

B is a proper M-ideal in B.

M2. If Q is a proper M-ideal in B and B is a graded ideal of a ring A, then
there exists only one M-ideal P in A such that P

⋂

B = Q.

Proposition 3. Let M be a special class of graded rings, ΣG a general class of

graded modules such that the special radical RM is equal to ΣG-radical. Then a

graded ideal P of a ring A is an M-ideal if and only if P = AnnA(M) for some

graded A-module M ∈ ΣGA.

Proof. Let P be a graded M-ideal of a ring A. From Theorem 2 we have that there
exists a faithful graded A/P -module M ∈ ΣG(A/P ). By (GP1), M belongs to ΣGA.
Hence P = AnnA(M) by Proposition 1.

Conversely, if P = AnnA(M) for some graded A-module M ∈ ΣGA, then by
Proposition 1 and (GP2) we obtain that M is a faithful graded A/P -module. There-
fore A/P ∈ M. The proof is complete.

From ([1], Chapter 5) we have that there is the largest special class of graded
rings P.
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Recall that a graded ideal P of a graded ring A is said to be gr-prime if for any
graded ideals I, J such that IJ ⊆ P we have either I ⊆ P or J ⊆ P . A graded ring
is called gr-prime if (0) is the gr-prime ideal.

Proposition 4. The largest special class P of graded rings coincides with the class

of all gr-prime rings.

Proof. Assume that A ∈ P and A is not gr-prime. Then there are nonzero graded
ideals I and J such that IJ = 0. From ([1], Ch.5, §5, Proposition5) we have that
K = I

⋂

J 6= 0 is a graded ideal in A, K2 ⊆ IJ = 0 and K ∈ P. Now consider
E = K ⊕ K. Then the ideals P1 = {(k, 0)|k ∈ K}, P2 = {(0, k)|k ∈ K} and
B = {(k, k)|k ∈ K} belong to P, but for P-ideals P1 and P2 we have P1

⋂

B =
P1

⋂

B = 0. This contradicts condition M2.
Let‘s show that the class of all gr-prime rings is special.
Let P be a gr-prime ideal of A, B a graded ideal of A, and IJ ⊆ P

⋂

B for some
graded ideals I and J in B. Denote by IA and JA the ideals in A, generated by I
and J respectively. Since I3

A ⊆ I ⊆ IA, J3
A ⊆ J ⊆ JA, then I3

AJ3
A ⊆ P . As an ideal P

is gr-prime, then either I3
A ⊆ P or J3

A ⊆ P . Hence either I ⊆ P
⋂

B or J ⊆ P
⋂

B,
therefore Q = P

⋂

B is gr-prime. Thus condition M1 is carried out.
Let Q be a proper gr-prime ideal of B. Define the set

P0 = {a ∈ A|aB ⊆ Q, Ba ⊆ Q}.

As Q is gr-prime it is straightforward to check that P0 is a gr-prime ideal in A and
P0

⋂

B = Q. Let P be any gr-prime ideal in A such that P
⋂

B = Q. Since Q
is gr-prime, P ⊆ P0. On the other hand, BP0 ⊆ P0

⋂

B = Q ⊆ P . Therefore by
primeness of P we have P0 ⊆ P . Thus condition M2 is carried out. The proof is
complete.

From Proposition 4 and ([1], Ch. 5, §5, Theorem 4) we shall receive the following
description of special classes of graded rings.

A class M of graded rings is special if and only if the following hold:
GA1. All rings belonging to M are gr-prime.
GA2. If A ∈ M and I is a nonzero graded ideal of a ring A, then I ∈ M.
GA3. If B is a graded ideal of a gr-prime ring A and B ∈ M, then A ∈ M.
Consider now special graded radicals.

The graded Jacobson radical. Recall that a graded right A-module M is
gr-irreducible if MA = M and M does not contain non-trivial graded submodules.
A graded ring A is gr-primitive (right) if there is a faithful gr-irreducible right A-
module.

The graded Jacobson radical of A, JG(A), may be defined equivalently :
(1) [3] the intersection of all annihilators of gr-irreducible right A-modules,
(2) [3] JG(A) is also the intersection of the maximal graded right ideals of A,
(3) the special radical, defined by the class of all gr-primitive rings.
Thus, if ΣG is the class of all gr-irreducible right A-modules, then JG(A) is a

ΣG-radical.
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In [9] G. Abrams and C. Menini defined for semigroup-graded rings A, the graded
Jacobson radical Jgr(A) as the intersection of all annihilators of gr-irreducible ∗-
graded A-modules. For a semigroup S (possibly with zero ν) a S-graded module
M is called ∗-graded if its ν-component Mν is equal to (0). They provided various
conditions on A which imply that Jgr(A) ⊆ J (A).

Remark 5. Note that definitions (1)–(3) above for graded Jacobson radical are not
equivalent if we consider rings graded by arbitrary semigroups, as in this case the
annihilator AnnA(M) of graded A-modules can be an ungraded ideal.

Example 6. Let S be the simplest rectangle band, i.e. a semigroup S = {(m,n) |
m,n = 1, 2} with multiplication defined by (x, y)(z, t) = (x, t). Consider a semigroup
ring A = kS with coefficients in a field k, S-graded in the usual way.

Let M be a gr-irreducible right A-module, then M = mA for any nonzero homo-
geneous element m from M . Hence, the element (1, 1)− (2, 1) belongs to AnnA(M)
for any gr-irreducible A-module M , and thus (1, 1) − (1, 2) ∈ Jgr(A).

On other hand, (1, 1) /∈ AnnA(P ) for gr-irreducible A-module P = (1, 1)A, and
consequently (1, 1) /∈ Jgr(A). Thus in this case Jgr(A) is an ungraded ideal of A.

The graded prime radical. The graded prime radical of A BG(A) is the
intersection of all gr-prime ideals of A ([3],[4]).

In [6] a graded right A-module M is called gr-prime if for every nonzero graded
submodule N of M and every graded ideal I of A, NI = 0 implies I ⊆ AnnA(M).
They defined the graded prime radical BG(A) as the intersection of the annihilators
of gr-prime modules.

It is straightforward to check that these definitions are equivalent.
Thus BG(A) is the smallest graded special radical and it is the ΣG-radical, gen-

erated by the class ΣG of all gr-prime modules.

The graded Levitzki radical. For a graded ring A the graded Levitzki radical
LG(A) is the intersection of the gr-prime ideals P of A such that A/P has no nonzero
graded locally nilpotent ideal [2].

Since LG(A) = L(A)G ([2], proposition 3.2), LG(A) is the largest locally nilpotent
graded ideal.

A gr-prime A-module M is called a graded Levitzki A-module if A/AnnA(M) has
no nonzero graded locally nilpotent ideal. Let ΣG be the class of all graded Levitzki
modules. Then the ΣG-radical R(ΣG, A) coincides with the graded Levitzki radical
LG(A).

The graded Köthe radical. For a graded ring A the graded Köthe radical
KG(A) is the largest graded nilideal. It is clear that KG(A) = (K(A))G and KG(A) is
the intersection of the gr-prime ideals P of A such that A/P has no nonzero graded
nilideal.

A gr-prime A-module M is called a graded Köthe A-module if A/AnnA(M) has
no nonzero graded nilideal. Then the graded Köthe radical KG(A) is the ΣG-radical,
generated by the class of all graded Köthe modules.
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The graded Brown-McCoy radical. For a graded ring A the graded Brown-
McCoy radical UG(A) is the intersection of the graded ideals P of A such that A/P
is a graded simple ring with identity.

For every G-graded ring A, U(A)G ⊆ UG(A), and this inclusion may be proper.
([2], proposition 3.5).

Like in [7], a graded right A-module M is called gr-simple if MA 6= 0 and for
every graded ideal I of A such that MI 6= 0, there exits b ∈ Ie such that mb = m
for all m ∈ M .

It is straightforward to check that the class ΣG of all gr-simple modules defines
the ΣG-radical that coincides with the graded Brown-McCoy radical UG(A).

The graded compressive radical. Recall that A(A), the compressive radical
of a ring A, is the intersection of all ideals I of A such that A/I has no zero divisor.

It is straightforward to check that the class of all graded rings which have no
homogeneous zero divisor is special.

For a graded ring A the graded compressive radical AG(A) is the intersection of
the graded ideals I of A such that A/I has no homogeneous zero divisor.

Recall that a nonzero element m ∈ MA is called a zero divisor if there exits
a ∈ A, a /∈ AnnAM such that ma = 0. The class ΣG of all graded modules which
have no homogeneous zero divisor defines the graded compressive radical AG(A).

Remark 7. Note that these results will be true if we consider rings graded by
cancellative semigroups. However, for an arbitrary semigroup it does not hold.

The author is grateful to A.V. Mikhalev for useful comments and attention to
the work.

References

[1] Andrunakievich V.A., Ryabuhin Yu.A. Radicals of algebras and structure theory. Moskva,
Nauka, 1979.

[2] Beattie M.A., Stewart P.N. Graded radicals of graded rings. Acta Math. Hung., 1991, 58,
no. 3–4, p. 261–272.
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Generating properties of biparabolic invertible

polynomial maps in three variables

Yu. Bodnarchuk

Abstract. Invertible polynomial map of the standard 1-parabolic form xi →

fi(x1, . . . , xn−1), i < n, xn → αxn + hn(x1, . . . , xn−1) is a natural generalization
of a triangular map. To generalize the previous results about triangular and bitrian-
gular maps, it is shown that the group of tame polynomial transformations TGA3 is
generated by an affine group AGL3 and any nonlinear biparabolic map of the form
U0 ·q1 ·U1 ·q2 ·U2, where Ui are linear maps and both qi have the standard 1-parabolic
form.

Mathematics subject classification: 14E07.
Keywords and phrases: Invertible polynomial map, tame map, affine group, affine
Cremona group.

All invertible polynomial maps of the affine space An over a field K form the
group GAn (the affine Cremona group). It represents an important example of so
called Ind−groups or ∞−dimensional algebraic groups (an inductive limit of finite
dimensional algebraic varieties, see [1]).The elements of GAn can be represented as
tuples of polynomials

g =< f1(x1, . . . , xn), f2(x1, . . . , xn), ..., fn(x1, . . . , xn) >, (1)

which action on the volume form dx1 ∧ · · · ∧ dxn is a multiplication it by a constant.
It leads to the Jacobian condition

det

(

∂fi

∂xj

)

= const; (2)

const 6= 0. Remember that Lie(GAn) = gan consists of linear differential operators
of the form

n
∑

i=1

ai(x1, . . . , xn)
∂

∂xi

, (3)

where ai are polynomials under the condition
∑n

i=1
∂ai

∂xi
= const ∈ K It is well known

(see [2]) that gan is a graded irreducible transitive algebra of a polynomial growth:

gan = ⊕∞

k=−1
ga

(k)
n , where homogeneous components ga

(k)
n consist of the operators

(3) for which deg ai = k + 1.
There are important subgroups of GAn:

(i) the affine group AGLn = GLn ⋉ A+
n : deg fi = 1, i = 1, 2, . . . , n;

c© Yu. Bodnarchuk, 2004
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(ii) Bn is a subgroup of triangular maps which elements have the form (1), where
fi = fi(x1, . . . , xi), i = 1, . . . , n;

(iii) GA
(0)
n is a stabilizer of zero and has a chain of normal subgroups GA

(0)
n ⊲

GA
(1)
n ⊲ GA

(2)
n ⊲ . . . ⊲ GA

(k)
n ⊲ . . ., which members GA

(k)
n consist of the

maps (1) of the type fi = xi+φi(x1, . . . , xn)+. . . , where φi− are homogeneous

k + 1− forms and . . . means items of higher degrees, by the way, GA
(0)
n =

GLn(K) ⋉ GA
(1)
n ;

(iv) the subgroup of tame maps TGAn which are generated by the elementary
transformations: fi = xi, i 6= j, fj = xj + hj(x1, . . . , xj−1, xj+1, . . . , xn) and
AGLn.

As was shown in [3], Lie(AGLn) is a maximal subalgebra of the gan. The direct
application of Shafarevich’s theorem (see [1]) about the connection between Lie al-
gebras and correspondent ∞− dimensional algebraic groups leads to the conclusion:
AGLn is a maximal closed subgroup of GAn. The subgroup Bn (Jonquièar’s group)
is a maximal solvable subgroup of GAn and so can be considered as an analog of
a Borel’s subgroup. Remark that tuples of the form (1), which coordinates are
formal power series without constant terms form a group with the composition of
tuples as a group operation. It contains GA0

n as a subgroup. Moreover, the factors

GA
(0)
n /GA

(k)
n are finite dimensional algebraic groups.

Tame maps give most simple examples of nonlinear invertible polynomial maps.
It is easy to see that TGAn =< AGLn, Bn > . As is well known, GA2 has the
structure of the amalgamated product: GA2 = AGL2 ∗ B2 and so GA2 = TGA2

. In the dimension n = 3, I. Shestakov and U. Umurbaev in [4] have proved that
Nagata’s automorphism is wild, so TGA3 is a proper subgroup of GA3. Remark
that if this automorphism is extended in a natural way to an automorphism of
An for some n > 3 then this extension will be tame. As was mentioned above
AGLn is a maximal closed subgroup of GAn. On the other hand, as follows from
[5], a finite affine group nearly always is a maximal subgroup in the correspondent
symmetrical group. So it is natural to investigate intermediate subgroups from
the interval AGLn < TGAn. By using an amalgamated structure of GA2 it isn’t
hard to construct such subgroups in the dimension n = 2. For example the groups

Qm =< AGL2, σ
(m) >, where σ(m) =< x1, x2 + xm+1

1 >∈ GA
(m)

2 ∩ B2 form an
ascending chain AGL2 = Q0 < Q1 < . . . Qm < Qm+1, . . . and GA2 = ∪mQm. From
the uniqueness of element’s decomposition in amalgamated products it follows that
all maps σ(k), k > m don’t belong to Qm. As is well known, GA3 has not such
structure and to point out an intermediate subgroup isn’t a simple task. It is easy
to see that TGAn can be defined also in such a manner TGAn =< Bn, AGLn > .
In fact more strong result holds

Theorem 1. ([6]) Let t be an arbitrary nonlinear triangular map from Bn then

TGAn =< t,AGLn > .
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This theorem may be generalized so called standard 1-parabolic transformations.

Definition 1. The transformation q of the form (1) is called standard 1-parabolic

if there is an affine map A such that

qA =< f1(x1, . . . , xn−1), . . . , fn−1(x1, . . . , xn−1), xn + fn(x1, . . . , xn−1) > . (4)

Theorem 2. Let q be an arbitrary nonlinear standard 1-parabolic transformation

then

TGAn =< q,AGLn > .

Proof. The result is a direct corollary of Theorem 1. Really, without lost of
generality one can suppose that q has the form (4). Let q−1 =< g1, . . . , gn−1, xn −
hn(x1, . . . , xn−1) >, then

gi(f1, . . . , fn−1) ≡ xi, fn + hn(f1, . . . , fn−1) ≡ 0. (5)

If all gi are linear then the map q has the form U · t, U ∈ AGLn, t ∈ Bn. Otherwise,
for number i such that gi is nonlinear polynomial let us use the transvection An,i =
< x1, . . . , xn−1, xn+xi >∈ AGLn and get the element qAn,i ·q−1 =< x1, . . . , xn−1, xn−
xi + gi > which is nonlinear triangular. �

Definition 2. A map q ∈ GAn is called biparabolic if it can be represented as a

composition of two standard 1-parabolic maps.

In particular bitriangular maps, which were defined in [6] as maps of the kind
C0 · t1 · C1 · t2 · C2, t1, t2 ∈ Bn, Ck ∈ AGLn, form a subclass of biparabolic ones.
Let G =< AGLn, q >, where q is a biparabolic map. Without lost of generality one
can suppose that q ∈ G has the form q = q1 · q

A
2 , A ∈ GLn. It is clear that standard

1- parabolic maps are permutable with the translations along the last coordinate
cn : xi → xi, i < n, xn → xn + 1, 1 ∈ K. This fact could be used for proving the
same result (G = TGAn) for biparabolic maps q. Really, the map qA

2 is permutable
with the translation c = cA

n ∈ A+
n , so we can get the standard 1-parabolic map

qc · q−1 = qc
1q

−1
1 ∈ G. Thus for most biparabolic maps the result can be deduced

from Theorem 2. But it may happen that q3 will be a linear map and the application
of this theorem is impossible. In [7] (theorem 3) this situation was considered for
bitriangular maps in the dimension n = 3. Next theorem is a generalization of that
result.

Theorem 3. Let q be an arbitrary nonlinear biparabolic transformation then

TGA3 =< q,AGL3 > .

Proof. Let G =< q,AGL3 > As was mentioned above, we can suppose that q =

p1 · p
A
2 , where p1, p2 ∈ GA

(1)
n (without linear parts). If A = B1 · W · B2 is a Brua

decomposition, where W is a permutation matrix and B1, B2 are lower triangular

matrices then we have B2qB
−1
2 = p

B
−1
2

1 · (p2)
B1·W ∈ G. Since the maps p

B
−1
2

1 , (p2)
B1
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are standard 1-parabolic transformations also without linear parts, then without lost

of generality one can suppose that q = p1 · p
W
2 . Moreover, the maps p

(1,2)

i , i = 1, 2,
are standard 1- parabolic ones and so one can suppose that there is an element q ∈ G
of the form

q = p · p
(1,3)
1 . (6)

Let p =< f1(x1, x2), f2(x1, x2), x3 + f3(x1, x2) > and p−1 =< g1(x1, x2),
g2(x1, x2), x3 + g3(x1, x2) > and identities (5) hold. If degx1

f2 < degx1
f1 then

one can remove the map q by (1, 2) · q, where (1, 2) =< x2, x1, x3 > is a transpo-
sition. So we can suppose that degx1

f2 ≥ degx1
f1. On the other hand, if p has a

decomposition p = p′g, where g =< x1 + h(x2), x2, x3 >, and p′ has the form (4)
then we can rewrite the map q in such a manner q = p′ · (g(1,3) · p1)

(1,3). Since g(1,3)

is a triangular map then g(1,3) · p1 is a 1-parabolic map. Hence, we can suppose also
that p doesn’t admit such decomposition p = p′ · g, where h 6≡ 0.

Since the second factor of (6) is permutable with translation c1 =< x1 +
1, x2, x3 >, one can get an element q3 = qc1 · q−1 = pc1

1 · p−1
1 ∈ G. As was men-

tioned above, the map q3 has the form (4) and if it isn’t a linear one then the result
follows from Theorem 2. Let us investigate the situation when q3 = Λ·x+z ∈ AGLn,
here Λ = (λi,j), i, j = 1, 2, 3, z = (z1, z2, z3). The equality pc1

1 · p−1
1 = q3 leads to the

coordinate equalities

fi(g1 + 1, g2) = λi1x1 + λi2x2 + λi3x3 + zi, i = 1, 2;

x3 + g3(x1, x2) + f3(g1 + 1, g2) = λ31x1 + λ32x2 + λ33x3 + z3.

By comparing the coefficients of x3 we can obtain λi3 = 0, λ33 = 1. If we take in
account the identities (5) and act on the previous equalities by p we get

f1(x1 + 1, x2) = λ11f1 + λ12f2 + z1; (7)

f2(x1 + 1, x2) = λ21f1 + λ22f2 + z2; (8)

f3(x1 + 1, x2) = λ31f1 + λ32f2 + f3 + z3.

Let us represent the coordinates of p in the form

fi =

Mi
∑

s=0

φi
s(x2)x

s
1,

φi
Mi

6≡ 0, i = 1, 2, 3. If M1 = M2 = M then M > 0 and by comparing the coefficients

of xM
1 in (7),(8) one can get

φi
M = λi1φ

1
M + λi2φ

2
M , i = 1, 2.

If φ1
M , φ2

M are linear independent polynomials over K then λi,j = δi,j (Kroneker’s
symbol). Comparing of the coefficients of xM−1

1
leads to the equality Mφi

M +φi
M−1

=
φi

M−1
which implies the contradiction φi

M ≡ 0, i = 1, 2. So φ2
M (x2) = µφ1

M (x2) for
some µ ∈ K. Let us use the transvection U =< x1 − µx2, x2, x3 > and replace
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q → U · q. In such a manner we get a map of the form (6) with φ1
M1

≡ 0 in p i.e.

for this map M = M2 > M1. Comparing the coefficients of xM
1 in identities (7),(8)

leads to the equalities 0 = λ12φ
2
M , φ2

M = λ22φ
2
M which imply that λ12 = 0, λ22 = 1.

Let us compare the coefficients of xM1−1
1 :

φ1
M−1 = λ11φ

1
M−1, Mφ2

M + φ2
M−1 = λ21φ

1
M−1 + φ2

M−1.

It follows that φ1
M−1

6≡ 0 (M1 = M − 1) and λ11 = 1. It is clear that the highest
degree of x1 which can be present by jacobian of the pair(f1, f2) does not exceed
2M − 2. With regard to the equality Mφ2

M = λ21φ
1
M−1

, the jacobian condition (2)

leads to the identity φ2
M ·

dφ2
M

dx2
= 0, hence, φ2

M = const. If M > 2 then comparing the

coefficients of xM−2
1 in (7) leads to the contradiction (M −1)φ1

M−1
+φ1

M−2
= φ1

M−2
,

i.e.φ1
M−1

= 0. Hence, M = 2 or M = 1. In the first case from (7) we have φ1
1 = z1.

The equalization of monomials without x1 in (8) leads to the equality

M(M − 1)

2
φ2

2 + (M − 1)φ2
1 + φ2

0 = λ21φ
1
0 + φ2

0 + z2,

which under M = 2 implies φ2
1 = µφ1

0 + const, µ ∈ K. After all we obtain that

f1 = z1x1 + φ1
0(x2), f2 = φ2

2x
2
1 +

(

µφ1
0(x2) + const

)

x1 + φ2
0(x2).

This implies that p can be decomposed in such a manner

p =< z1x1, φ
2
2(x1−(z1)

−1φ1
0(x2))

2+
(

µφ1
0(x2) + const

)

(x1−(z1)
−1φ1

0(x2))+φ2
0(x2),

x3 + f3(x1 − (z1)
−1φ1

0(x2), x2) > · < x1 + (z1)
−1φ1

0(x2), x2, x3 > .

But, as was mentioned above, the map p doesn’t admit such decomposition and so
φ1

0(x2) ≡ 0. Thus p =< z1x1, φ
2
2x

2
1+constx1+φ2

0(x2), x3+f3(x1, x2) > is a triangular
map. In the case M = 1 it is evident that the map (1, 2) · t is a triangular one. On
the other hand, we can repeat our reasoning for the map q̂ = q−(1,3) = p−1

1 · p−(1,3)

and conclude that p1 is also triangular. This means that in fact, the situation when
q3 = qc1 · q−1, q4 = q̂c1 · q̂−1 ∈ AGLn, can be realized when both elements owe
triangular ones i.e. when q is bitriangular. So the result follows from Theorem 3
from [7]. �
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Rings over which some preradicals are torsions

I.D. Bunu

Abstract. Let R be an associative ring with identity and z be a pretorsion such that
its filter consists of the essential left ideals of the ring R. In this paper, it is proved
that every preradical r ≥ z of R−Mod is a torsion if and only if the ring R is a finite
direct sum of pseudoinjective simple rings.
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Keywords and phrases: Torsion (pretorsion), essential ideal, strongly prime ring,
pseudoinjective module (ring).

Let z be the Goldie pretorsion of R−Mod category of left R – modules over the
associative ring R with identity, i.e. its filter consists of essential left ideals of this
ring.

In this paper some rings are described, over which all preradicals r ≥ z are
torsions. It is proved that such rings are exactly those that can be decomposed in a
finite direct sum of pseudoinjective simple rings.

First of all we present some preliminary notions and definitions.

01. A preradical r of R−Mod is a subfunctor of the identity functor of R−Mod
[1, 2].

A preradical r is called

– radical if r (M/r (M)) = 0 for any M ∈R − Mod;

– pretorsion if r (N) = N ∩ r (M) for any submodule N of an arbitrary
module M ;

– torsion if r is a radical and pretorsion.

02. An arbitrary preradical r of category R−Mod defines two classes of modules:
R (r) = {M ∈ R − Mod | r (M) = M} and P (r) = {M ∈ R − Mod | r (M) = 0}.
Modules of the class R (r) are called r-torsion, and of the class P (r) are called
r-torsion free.

Preradicals 0 and ε for which P (0) = R − Mod and R (ε) = R − Mod are called
nul and identity, respectively.

03. If r1 and r2 are two arbitrary preradicals, then r1 ≤ r2 means that r1 (M) ⊆
r2 (M) for any M ∈R − Mod.

The intersection of preradicals r1 and r2 is the preradical r1 ∧ r2 determined by
the rule: (r1 ∧ r2) (M) = r1 (M) ∩ r2 (M) for any M ∈R − Mod.

The sum of preradicals r1 and r2 is the preradical r1 + r2 defined by the relation
(r1 + r2) (M) = r1 (M) + r2 (M) for any M ∈R − Mod.

c© I.D. Bunu, 2004
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04. The least pretorsion containing preradical r is denoted by h (r). It always

exists and is determined by the equality h (r) (M) = M ∩ r
(

M̂
)

, where M̂ is the

injective envelope of an arbitrary module M ∈ R − Mod ([1], p.23).
For any pretorsion r the least torsion r̄ containing it exists and satisfies the

property r (M)⊆′r̄ (M) for any M ∈ R − Mod, ([1], 1.8 item Cyrillic “b”).

05. Every nonzero module M determines the radical rM such that rM (A) =
∩Kerf for all homomorphism f ∈ HomR (A , M) for every A ∈ R − Mod. The
radical rM is the greatest among all preradicals r with the property r (M) = 0 ([1],
p.13). If the module M is injective, then the radical rM is a torsion ([1], p.32).
Moreover rM (R) = (0 : M).

06. A module M is called pseudoinjective if for any monomorphism i : B → A
and every homomorphism f : B → M there are such homomorphisms α : M → M
and f̄ : A → M that 0 6= α f = i f̄ .

The following conditions are equivalent:
(1) M is a pseudoinjective module.
(2) rM = r

M̂
.

(3) The radical rM is a torsion ([3], p.45).

07. The Goldie pretorsion z is a torsion if and only if z (R) = 0 ([2],
prop. I.10.2).

08. A ring R is called
– strongly prime (SP ), if r (R) = 0 for any proper pretorsion r of R − Mod

category;
– left strongly semiprime (SSP ),if every essential ideal P is cofaithful, i.e.

(0 : P ) =
n
⋂

α=1

(0 : pα) = 0 (essential ideal means a two-sided ideal that is essen-

tial as a left ideal).
Some descriptions of SSP -rings are obtained in the papers [4–7]. We present

only a part of them.
The following conditions are equivalent:
(1) R is a SSP -ring.
(2) All pretorsions r ≥ z are torsions.
(3) Every proper pretorsion generates a proper torsion.
(4) R is a semiprime ring every nonzero ideal P of which possesses the property

(0 : P ) =
(

0 : P̂
)

=
n
⋂

α=1

(0 : pα) for some elements pα ∈ P .

(5) The ring R is a finite subdirect sum of SP -rings.

09. Let R = R1 ⊕ R2 ⊕ . . . ⊕ Rn be a ring direct sum. Denote by fi the corre-
sponding projections. There is a one-to-one correspondence between preradicals of
R−Mod and ordered n - tuples (r1, r2, . . . , rn), where ri is a preradical for Ri– Mod,
given by r → (f1[r] , . . . , fn[r]) and (r1, r2, . . . , rn) →

∑

{ri} fi = ∩ [ri] fi. This
correspondence preserves the elementary properties, intersections, sums, inclusions
in both directions ([2], prop. I.9.1).
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Now we begin the investigation of rings over which any preradical r ≥
rR (r ≥ z) is a radical (torsion).

Proposition 1. Every SSP -ring is a finite direct sum of indecomposable SSP -
rings.

Proof. We show that a SSP -ring does not contain any infinite direct sums of
two-sided ideals ([4], prop. 6). Indeed, let us consider a direct sum P =

∑

i

⊕Pi

of ideals of the ring R. Then since R is semiprime we have P ⊕ (0 : P )⊆′R. By
assumption, R is a SSP -ring. Then the ideal P ⊕ (0 : P ) is cofaithful and therefore

(0 : [P ⊕ (0 : P )]) =
n
⋂

i=1

[0 : (pi + p∗i )] for some pi ∈ P and p∗i ∈ (0 : P ). We show

that in this case Pα = 0 for any α = n + 1 , n + 2 , . . .. Indeed, from the equality
Pα · Pi = 0 for any α 6= i we obtain Pα · pi = 0. Besides that, the inclusion
Pα ⊆ P ⇒ (0 : P ) ⊆ (0 : Pα) ⇒ p∗i ∈ (0 : Pα) ⇒ p∗i Pα = 0 holds for any i = 1 , n.
Then Pα p∗i · Pα p∗i = 0, therefore since R is semiprime we have Pα · p∗i = 0. But
then Pα (pi + p∗i ) = 0 ⇒ Pα ⊆ (0 : (pi + p∗i )) for any i = 1 , n. This means that

Pα ⊆
n
⋂

i=1

(0 : (pi + p∗i )) = 0 and consequentely the considered direct sum is finite:

P =
n
∑

i=1

⊕Pi. From this it follows that R does not contain any infinite sets of central

and orthogonal indempotents because otherwise it would contain infinite direct sums
of ideals. But the latter is equivalent to the decomposability of the ring R in a finite
direct sum of SSP -rings. �

A pretorsion r of the category R − Mod is called superhereditary (stable) if
the class of r – torsion modules is closed with respect to direct products (essential
extensions).

Superhereditarity of the pretorsion r is equivalent to the condition that its fil-
ter contains the least ideal P . It is denoted by r(P ) and it is easy to verify that
r(P ) (M) = M ⇔ PM = 0.

Lemma 2. The following conditions are equivalent:

(1) All superhereditary pretorsions of R − Mod are stable.

(2) All left ideals of the ring R are idempotent.

(3) (0 : M) =
(

0 : M̂
)

for any module M ∈ R - Mod.

Proof. Equivalence of (1) and (2) is proved in [2].

(1)⇒(3). Let M be an arbitrary module M for which (0 : M) 6= 0 because

otherwise the equality (0 : M) =
(

0 : M̂
)

is obvions. Then the superhereditary

pretorsion r((0:M)) is stable. Since r((0:M)) (M) = M , we obtain r((0:M))

(

M̂
)

= M̂ ,

i.e. (0 : M) ·M̂ = 0 therefore (0 : M) ⊆
(

0 : M̂
)

. Now from the inclusion
(

0 : M̂
)

⊆

(0 : M) we obtain (0 : M) =
(

0 : M̂
)

.

(3)⇒(1). Let r(P ) be an arbitrary superhereditary pretorsion. If r(P ) (M) = M
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then PM = 0, therefore P ⊆ (0 : M) =
(

0 : M̂
)

. It means PM̂ = 0 that is

equivalent to the equality r(P )

(

M̂
)

= M̂ . Therefore r(P ) is a stable pretorsion. �

Corollary 3. Every indecomposable SSP -ring over which all left ideals are idem-

potent is simple.

Indeed, let us consider an arbitrary essential ideal P of ring R and the torsion

τ = r ∧

R/P
. Then τ (R) =

(

0 :
∧

R/P

)

= (0 : R/P ) = P (Lemma 2). Since z (R) = 0

it follows that z < z ∨ τ and therefore τ (R) ⊆ (z ∨ τ) (R)⊆′R. From the stability

of the torsion z ∨ τ (Statement 8) we obtain (z ∨ τ)
(

R̂
)

= (z + τ)
(

R̂
)

= z
(

R̂
)

+

τ
(

R̂
)

= τ
(

R̂
)

= R̂, therefore τ (R) = R, i.e. τ = ε. But then from the relations

τ (R) = P = R it follows that the ring R does not contain any proper essential
ideal. Let us now show that R is a simple rings. If K is a nonzero ideal of the
ring R, then from its semiprimeness (R is an SSP -ring) it follows that the ideal
K ⊕ (0 : K)⊆′R. According to those proved earlier the ring R = K ⊕ (0 : K) and
its indecomposability implies that K = R. In this way R is a simple ring. �

Corollary 4. Any SSP -ring left ideals of which are indepotent is a finite direct

sum of simple rings.

Indeed, if R is a finite direct sum of rings Rα, then R is a SSP -ring left ideals
of which are idempotent if in only if each direct summand Rα satisfies the same
property. It remains us to use Proposition 1 and Corollary 3. �

Corollary 5. If all preradicals of R − Mod category are torsions then the ring R
is a finite direct sum of simple rings with the same property.

It is sufficient to show that the ring R satisfies the conditions of the previous
Corollary 4.

Let us remark that R is a SSP -ring (Statement 08). Besides that, from the
equality rM = r

M̂
it follows that any simple module is injective. Consequently, R is

a left V -ring and therefore all its left ideals are idempotent ([2], prop. I.11.7). �

Corollary 6. (Faith theorem). Any semiprime Goldie left V -ring is simple.

This result follows directly from Corollary 3.

Corollary 7. Any Goldie left V -ring is a finite direct sum of simple rings.

It obviously follows from Corollary 4.

Lemma 8. If all preradicals r ≥ rR over ring R are radicals, then R is left strongly

semiprime.

Proof. We prove that any proper pretorsion r generates a proper torsion r̄. In-
deed, if r 6= ε and r̄ = ε then r (R)⊆′R. Consider the preradical t = z + rR + r.
Obviously, t > rR and t > z. By hypothesis, the preradical t is a radical and
therefore t (R/t (R)) = t (R/(z + r) (R)) = 0. On the other hand, since the prerad-
ical t > z and t (R) = (z + r) (R)⊆′R we have t (R/t (R)) = t (R/(z + r) (R)) =
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R/(z + r) (R). For the equality t (R/t (R)) = R/t (R) = 0 it follows that R =
t (R) = (z + r) (R) = z (R) + r (R). Then 1 = x + y where x ∈ z (R) and y ∈ r (R).
But then (0 : x) ∩ (0 : y) ⊆ (0 : (x + y)) = 0. From this and from (0 : x)⊆′R we
have (0 : y) = 0 ∈F (r) where F (r) is the filter of pretorsion r. Consequently r = ε.
The obtained contradiction shows that R is a SSP -ring. �

Lemma 9. The following rings are simple:

(1) Indecomposable ring R over which all preradicals r ≥ rR are radicals.

(2) Indecomposable self - injective SSP - rings.

Prof. (1) Let P be a nonzero ideal of an indecomposable ring R over which all
preradicals r ≥ rR are radicals. By Lemma 8, R is a semiprime ring and therefore
P⊕(0 : P )⊆′R. Consider the preradical τ = rR/P +rP . Then z = r

R̂
< rR ≤ rP ≤ τ

and τ (R) =
(

rR/P + rP

)

(R) = rR/P (R) + rP (R) = (0 : R/P ) + (0 : P ) = P ⊕
(0 : P )⊆′R. Since τ is radical (τ > rR) we have τ (R/τ (R)) = 0. On the other
hand, the relation z ≤ τ and the inclusion τ (R)⊆′R imply τ (R/τ (R)) = R/τ (R).
Then, from the last two equalities τ (R/τ (R)) = 0 = R/τ (R) we obtain that R =
τ (R) = P ⊕(0 : P ), therefore, P = R (the ring R is indecomposable). Consequently,
R is a simple ring.

(2) Repeating proof of item (1) we have τ (R) = P ⊕ (0 : P )⊆′R. According to
the construction, we have τ ≥ z. Then, from the hypothesis (R is SSP -ring) and
Statement 08, it follows that h (τ) is a stable torsion and therefore h (τ) (R) = R.
Self-injectivity of the ring R implies h (τ) (R) = τ (R) = R = P ⊕ (0 : P ), but its
indecomposability implies that P = R. In this way, R is a simple ring. �

Theorem 10. For self-injective ringR the following statements are equivalent:

(1) All preradicals r ≥ z are torsions.
(2) All preradicals r ≥ z are radicals.
(3) All pretorsions r ≥ z are torsions.
(4) The ring R is a finite direct sum of simple rings.
(5) The ring R is a finite direct sum of SP -rings.

Proof. Implications (1)⇒(2)⇒(3) and (4)⇒(5) are obvious.
(3)⇒(4). According to Statement 08, R is a SSP -ring and, from Proposition 1,

R =
n
∑

α=1

⊕Rα, where Rα are indecomposable SSP -rings. Moreover, the rings Rα

are self-injective because R itself is self-injective. Then by Lemma 9 item (2) Rα

are simple rings, α = 1, n.

(5)⇒(1). By the hypothesis R =
n
∑

α=1

⊕Rαwhere Rα are self-injective SP - rings.

Let K be one of these rings Rα. Consider an arbitrary proper preradical r of the
category R − Mod with the property r ≥ z. Since K is a self-injective SP -ring, we
have r (K) = h (r) (K) = 0 and, therefore r ≤ h (r) ≤ rK = z ≤ r, i.e. r = z is
a torsion. In this way over any direct summand Rα of the ring R every preradical
r ≥ z is a torsion. Then R itself satisfies this property (Statement 09). �
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Theorem 11. The following conditions are equivalent:

(1) All preradicals r ≥ rR of R − Mod are radicals.
(2) The ring R is a finite direct sum of simple rings.

Proof. (1)⇒(2). By Lemma 8, the ring R is a SSP -ring, and in according to

Proposition 1 R =
n
∑

α=1

⊕Rα, where Rα are indecomposable SSP -rings for any α =

1 , n. Besides that, by hypothesis and Statement 09, over each direct summand Rα

all preradicals r ≥ rR α are radicals. Then, according to Lemma 9 item(1), Rα are
simple rings.

The implication (2)⇒(1) follows from Statement 09, because over any simple
ring R all preradicals r ≥ rR are radicals. �

Theorem 12. The following conditions are equivalent:

(1) All preradicals r ≥ z of R − Mod are torsions.
(2) The ring R is a finite direct sum of pseudoinjective simple rings.

Proof. (1)⇒(2). By assumption and by Theorem 11, the ring R is a finite sum
of simple rings. Let us show that each direct summand K of the ring R is a pseu-
doinjective ring i.e. we prove that rK = r

K̂
. Indeed, since z is a torsions we have

z = r
K̂

≤ rK . From hypothesis, the radical rK is also a torsion. Then, according to
the Statement 06, rK = r

K̂
and therefore, K is a pseudoinjective ring.

(2)⇒(1). Let r be an arbitrary preradical of the pseudoinjective simple ring K.
Then rK = r

K̂
(Statement 06) and every preradical r on the category K − Mod

with property r ≥ z is a torsion because the equality r (K) = 0 implies r ≤ rK =
r
K̂

= z ≤ r, therefore r = z. But then, by Statement 09 overing R, all preradicals
r ≥ z also are torsions. �
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Transfer properties in radical theory

B.J. Gardner

Abstract. A functor is said to reflect radical classes if under this functor the inverse
image of a radical class is always a radical class.Prototypical examples of such functors
include polynomial and matrix functors and various forgetful functors.This paper is
for the most part a survey of known results concerning radical reflections,but there are
a few new results,including a generalization to right alternative rings of a well known
result of Andrunakievici on upper radicals of simple associative rings.

Mathematics subject classification: 18E40,16N80,16S90.
Keywords and phrases: Radical,category suitable for radical theory,multioperator
group, right alternative ring.

A functor φ : C → D is said to reflect radical classes if for every radical class R in
D, the class R∗ = φ−1(R) = {A : φ(A) ∈ R} is a radical class in C. This notion was
studied systematically in the ’70s, but there are many examples in the earlier and
later literature, and the concept has been investigated by (in no particular order, and
with apologies to those overlooked) Amitsur, Ortiz, Gardner, Stewart, Puczy lowski,
Sierpińska, Beattie, Fang, Krempa, Skosyrskii, Widarma, Thedy, McCrimmon, Ar-
nautov, Vodinchar, Slin’ko and Soweiter. (This joke is due to Georges Perec.) From
the number of talks at the Chişinău conference which mentioned problems, questions
and results which concern examples of radical reflections, it seems that the idea has
considerable contemporary relevance for radical theorists.

There are a number of significant ways in which the study of radical reflections
(and other methods for transferring radicals from one context to another) can con-
tribute to radical theory.

• As a source of examples.
• By describing interactions between radicals and algebraic constructions ( ma-

trix rings, polynomial rings and so on).
• By generalizing particular radicals to new settings ( e.g. finding the ”correct

version” of local nilpotence for varieties of non-associative rings).
• By extending known results concerning radicals in one context to analogous

results in another (e.g. existence of hereditary semi-simple classes, lattice pro-
perties ).

• By transferring a ”traditional” radical theory to a non-standard setting, per-
haps comparing the transferred theory with some ad hoc version of radical theory
set up in the latter.

• By transferring some kind of radical theory to a context where no obvious
one exists (as when a category ”suitable for radical theory” is equivalent to an
”unsuitable” one and an equivalence effects the transfer).

c© B.J. Gardner, 2004
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In what follows we shall give examples to illustrate all of these possibilities.
While on the whole we are presenting a survey of known results, there are a few
novelties. We do not work at a fixed level of generality. For much of the time we
work with multioperator groups for the sake of definiteness. Laci Márki suggested
that semi-abelian categories in the sense of [1] might provide an appropriate context.
Certainly the group-based structures of [2] are sometimes too general (see Example
1.6). On the whole our terminology is consistent with [2] and [3]. In some of the
examples, categories are given self-explanatory bold-faced names, but on occasion
they are also referred to more informally.

A preliminary version of part of this paper was contained, together with some
other topics, in a talk to the Pat Stewart Memorial Session of the 2002 APICS
mathematics meeting in Sackville, New Brunswick.

1 Reflected Radicals

Let C and D be varieties of multioperator groups. We say that a functor φ : C →
D reflects radical classes if for every radical class R in D, the class R∗ = φ−1(R) is
a radical class in C.

Theorem 1.1. (See [4]). If φ is exact and preserves unions of chains of normal

subobjects, then φ reflects radical classes.

We list some examples of functors satisfying the conditions of 1.1. In each case
the action of the given functor on morphisms is well known.

Example 1.2.

(i)Rings → Rings; A 7→ A[X].
(ii)Rings → Rings; A 7→ [S] (semigroup ring; fixed semigroup S).
(iii)Rings → Rings; A 7→Mn(A)(matrix ring, fixed n).
(iv)Rings → Jordan Rings; (A,+, ·) 7→ (A,+,⊙) where a⊙ b = ab+ ba.
(v)Rings → Lie Rings;(A,+, ·) 7→ (A,+, [∗, ∗]).
(vi)Rings → Abelian Groups; (A,+, ·) 7→ (A,+).
(vii)K−Algebras → Rings (for a commutative ring K with identity); forgetful

functor.
(viii)Rings → Rings;A 7→ Aop (opposite ring).
(ix)Differential Rings → Rings; forgetful functor.
(x)Rings with Involution → Rings; forgetful functor.
(xi)Quasiregular Rings → Groups; (A+, ·) 7→ (A, ◦).

We shall see later that neither of the conditions of 1.1 is necessary for the reflec-
tion of radical classes, but as the following few examples show, neither is sufficient
either.

Example 1.3. (See [4].) The functor from Rings to Rings which associates
with each ring A the power series ring A[[X]] is exact but does not reflect radi-
cal classes.(For some information on radicals and power series, see [5].)
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Example 1.4. The functor φ : Rings → Rings, where φ(A) = A2 for each A and
φ acts on homomorphisms by restriction, is not exact: if

0 → I → A→ A/I → 0

is exact, then so is

0 → I ∩A2 → A2 → A2/I ∩A2 ∼= (A2 + I)/I = (A/I)2 → 0

but in general I2 and I ∩ A2 can be quite different. For instance, if I is a ring
with I2 = 0 and A = I ∗ Z is the standard unital extension, then I2 = 0 and
I ∩ A2 = I ∩ A = I. However, as one shows easily, φ preserves unions of chains of
ideals. Let R be the (radical)class of boolean rings. If R is a ring with R3 = 0 6= R2,
then trivially(R2)2 ∈ R and (R/R2)2 = 0 ∈ R so R2 and R/R2 ∈ R∗. But R 6∈ R∗

as 0 6= R2 6∈ R. Thus R∗ is not a radical class. (Note that φ preserves quotients.)

Example 1.5. Let φ : Abelian Groups → Abelian Groups assign the socle and
act on homomorphisms in the usual way. If

0 → H → G→ G/H → 0

is exact, then so is

0 → φ(H) → φ(G) → φ(G)/φ(H) → 0

but if, e.g., H = Z(p) and G = Z(p∞), then φ(G)/φ(H) = 0, while φ(G/H) ∼=
φ(Z(p∞) ∼= Z(p). On the other hand, if {Hλ : λ ∈ Λ} is a chain of subgroups of G,
then

φ(
⋃

λ∈Λ

Hλ) = {x ∈
⋃

λ∈Λ

Hλ : 0(x)is square-free} =
⋃

λ∈Λ

φ(Hλ).

Let Tp be the (radical) class of abelian p-groups, q a prime 6= p. Then φ(Z) = 0 ∈ Tp

but φ(Z/qZ) = Z/qZ 6∈ Tp, so Z ∈ T ∗

p while Z/qZ 6∈ T ∗

p . Hence φ does not reflect
radical classes. (Note that φ takes subgroups to subgroups.)

Though we shall not seriously address the problem of characterizing the functors
which reflect radical classes, we note one further pertinent example of one which
doesn’t. One of our categories is not a variety of multioperators here, but the functor
is a forgetful one and provides some contrast with some of our cited examples in 1.2.

Example 1.6. Let φ be the forgetful functor from Hausdorff Topological

Groups to Abelian Groups (forget the topology). Let R be a radical class of
abelian groups, {Aλ : λ ∈ Λ} ⊆ R. Give each Aλ the discrete topology and let P
denote the cartesian product of the Aλ with the product topology. Then

⊕

λ∈ΛAλ

with the subspace topology from P is in R∗, so if R∗ is a radical class, R∗(P ) is
a closed subgroup containing

⊕

λ∈Λ
Aλ. But the latter is dense, so we must have

P ∈ R∗. Hence if R∗ is a radical class, then R must be closed under direct products.



TRANSFER PROPERTIES IN RADICAL THEORY 49

Closure under direct products is not enough, however. For a prime p, let Q(p)
be the group {m/pn : m,n ∈ Z}. Let Dp be the (radical) class of p-divisible groups.
Let H be a torsion-free group of rank 2 with Dp(H) ∼= Q(p) and H/Dp(H) ∼= Q(q)
for a prime q 6= p. Then H has no elements of infinite q-height and Dp(H) is dense
in H for the q-adic topology. If D∗

p were a radical class it would have to contain H.
But H 6∈ Dp.

The analogous question for hausdorff topological rings (algebraic radicals) has
been treated in [6].

2 The Local Effect

Reflection of radical classes as thus far described is a global phenomenon. There
is also a local phenomenon, which we can illustrate by first observing that for some
ring radical classes R we have R(A[X]) = R(A)[X] for all A, and then asking, if
this equation is not universally valid but for some ring A we have R(A[X]) = I[X]
for some I ⊳ A, what is the nature of I?

We maintain the notation and assumptions of the previous section.

Lemma 2.1. Let φ satisfy the conditions of 1.1. If R is a radical class in D then

φ(R∗(A)) ⊆ R(φ(A)) for each A ∈ C.

Proof Since R∗(A) ∈ R∗ we have φ(R∗(A)) ∈ R. But
R∗(A) ⊳ A, so φ(R∗(A)) ⊳ φ(A).

Theorem 2.2. For φ : C → D as in Theorem 1.1, the following are equivalent for

A ∈ C. (i)R(φ(A)) = φ(R(A)); (ii)R(φ(A)) = φ(I) for some I ⊳ A.

Proof (ii)⇒(i):If R(φ(A)) = φ(I),where I ⊳ A, then φ(I) ∈ R, so I ∈ R∗ and hence
I ⊆ R∗(A). But then I ⊳R∗(A) so

R(φ(A)) = φ(I) ⊳ φ(R∗(A)).

The reverse inclusion follows from 2.1.

Corollary 2.3. For a ring A and a radical class R of rings, R(A[X]) = I[X] for

some I ⊳ A if and only if R(A[X]) = R∗(A)[X].

Example 2.4. (See [7].) Let C = D =the category of rings, φ(A) = Mn(A) for all A.
Then for every A and every R there is an ideal I of A for which R(Mn(A)) = Mn(I).
Thus

R(Mn(A)) = R(φ(A)) = φ(R∗(A)) = Mn(R∗(A)).

Example 2.5. (See [8].) Let φ be the forgetful functor from rings to abelian groups.
If R is any radical class of abelian groups, then for every G, R(G) is a fully invariant
subgroup of G. Hence for a ring A, R((A,+)) is a fully invariant subgroup of (A,+).
Since left and right multiplications are additive endomorphisms, R(A,+) is an ideal
of A, or, more precisely, R(A,+) = (I,+) for some I ⊳ A. this I must be R∗(A).
Thus R(A,+) = (R∗(A),+) for all R, A.
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Example 2.6. (See [9].) Let φ be the forgetful functor from algebras over a field
K to rings. For every radical class R of rings, R(A) is an algebra ideal of every
K-algebra A. Thus ”R(A) = R∗(A)”.

Example 2.7. (See [10].) For the functor φ from right alternative algebras over Q(2)
to Jordan algebras over Q(2) where the multiplication is replaced by a⊙ b = 1

2
(ab+

ba), if R is a non-degenerate radical of Jordan algebras (semi-simple algebras have no
strong zero- divisors) then the same is true of R∗, and (R∗(A),+,⊙) = R(A,+,⊙),
since R(φ(A)) = R(A,+,⊙) is (I,+,⊙) for an ideal I of A (for every A). This result
is used in [10] to transfer many standard radicals from Jordan to right alternative
algebras and show that they retain significant properties. (The same functor can
be used to define a substitute for local nilpotence in right alternative algebras [11].)
Analogous results for some other types of algebras are given in [12]. On the other
hand, the similar notion of reflection of radicals from Lie algebras seems not to have
attracted much attention.

The conditions of 2.2 are met (for a given A and R) when R(A) is ”highly
invariant”, maintaining normality when a richer, or at least different structure is
imposed (as in the passage from abelian groups to rings or from right alternative to
Jordan rings). In the cases of the polynomial and matrix functors, the conditions
correspond to ”well-behaved ideals”; e.g. ideals of matrix rings which have to be
matrix rings over ideals. This piece of unification is perhaps of some independent
interest.

3 Properties Preserved by the Lower Radical Construction

We consider a functor φ as in Section 1, but with C = D, and call a class K ⊆ C
a φ-invariant class if φ(A) ∈ K for all A ∈ K. We can then ask whether φ-invariance
is preserved by the lower radical construction in the sense indicated in the following
result.

Proposition 3.1. Let φ : C → C satisfy the conditions of Section 1. Let M be a

homomorphically closed subclass of C, L(M) its lower radical class. If M is φ-
invariant, then L(M) ⊆ L(M)∗ and L(M) is φ-invariant.

Proof If A ∈ M, then φ(A) ∈ M ⊆ L(M) so A ∈ L(M)∗. Thus M ⊆ L(M)∗ so
L(M) ⊆ L(M)∗. Hence for all B ∈ L(M) we have B ∈ L(M)∗, i.e. φ(B) ⊆ L(M).

Thus, e.g., if a class of (associative) rings is closed under formation of polynomial
rings, then so is its lower radical class ([13]; see [14] for the corresponding result for
Jordan rings). Likewise a class closed under formation of n × n matrix rings forms
a lower radical class with the same property.

The following property is also worth looking at.

A ∈ M and φ(A) ∼= φ(B) ⇒ B ∈ M−−−−−−−−(†)
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When is (†) preserved under the lower radical construction? We have just a little
information about this.

Proposition 3.2. If φ is a monoid ring functor (φ(A) = A[S], S fixed) from rings

to rings, and if M is homomorphically closed and φ-invariant, then M satisfies (†).

Proof If A ∈ M and A[S] ∼= B[S], then by φ-invariance, A[S] ∈ M, so B[S] ∈ M
and thus B ∈ M.

Using 3.1 and 3.2, we get

Corollary 3.3. If M is homomorphically closed and φ-invariant and satisfies (†),
then L(M) satisfies (†).

Example 3.4. When φ is the forgetful functor from rings to abelian groups, (†) need
not be preserved under the lower radical construction. For instance {GF (p),Z(p)0}
satisfies (†) but its lower radical class excludes GF (p2), though this field has the
same additive group as GF (p) ⊕ Z(p)0.

4 Categorical Equivalence

If C and D are varieties of multioperator groups, and φ : C → D is an equivalence,
with ψ : D → C the complementary equivalence, then for a radical class R in D we
denote φ−1(R) byR∗ as before, and for a radical class U in C we let ψ−1(U) = U#.
As φ and ψ preserve limits and colimits, R∗ and U# are always radical classes. Now

R∗# = {D ∈ D : ψ(D) ∈ R∗} = {D ∈ D : φψ(D) ∈ R},

so, since D ∼= φψ(D) we have R∗# = R for every radical class R in D, and similarly
U#∗ = U for every radical class U in C. Thus we have

Proposition 4.1. A categorical equivalence φ between varieties C and D of multi-

operator groups induces a bijection R ↔ R∗ between radical classes in D and C.

It is easy to see that 4.1 has no converse; if F is a finite field and K an infinite
field, then in the categories of F− and K− vector spaces there are only the trivial
radical classes, but the categories are not equivalent since all pairs of non-zero K-
vector spaces have infinite Hom-sets but this is not so for F -vector spaces.

One feels that equivalent categories (of multioperator groups or not) should be
”radically the same”. It is possible for a category which supports some kind of radi-
cal theory to be equivalent to one which does not (at least not in any obvious sense).
In such circumstances it seems reasonable to use the equivalence to induce radical
notions in the second category. If there is already some kind of radical theory in the
second category, a comparison of the two competing versions may prove instructive.
For instance radical theory for modules over a ring R can be transferred easily to
the category of affine R-modules [15], or that of pointed R-modules. The categories
of affine and pointed modules over certain rings are equivalent to certain categories
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of quasigroups [16],[17]. We shall consider some of these module-quasigroup connec-
tions elsewhere. In the case of idempotent quasigroups, there is already a version of
radical theory [18], which contributes a further strand to this story. There are also
equivalences between categories of MV -algebras and l-rings and abelian l-groups
[19],[20],[21]. The l-structures are of course multioperator groups, but MV -algebras
are rather different. Would radical theory reflected to MV -algebras by these equiv-
alences produce anything interesting?

5 Transferring Radicals from a Subvariety

A rather different kind of functor from those treated hitherto enables us to reflect
radical classes to a variety from a subvariety. If the radical theory of the subvariety
is well understood, this technique may provide useful information about radicals in
the larger variety. We shall again work with multioperator groups.

For a subvariety V of a variety W, for each A ∈ W we let

A(V) =
⋂

{I : I ⊳ A,A/I ∈ V}.

If f : A→ B is a homomorphism in W and B/J is in V, then denoting the natural
map B → B/J by p, we have

A/Ker(pf) ∼= Im(pf) = (Im(f) + J)/J ⊆ B/J ∈ V,

so A(V) ⊆ Ker(pf) and so f(A(V)) ⊆ Ker(pf) = J . This being so for all such
J , we have f(A(V)) ⊆ B(V). Thus the correspondence A 7→ A(V) defines a func-
tor (subfunctor of the identity). Now (for f as above) we get a homomorphism
f̂ : A/A(V) → B/B(V) by defining f̂(a+A(V)) = f(a) +B(V) for each a ∈ A. This
makes a functor of the correspondence A 7→ A/A(V) (factor functor of the identity)
and this is the functor we shall use.

We shall denote by UV(), UW () the upper radical in V,W respectively.

Theorem 5.1. (See [22].) Let V be a subvariety of W. For a radical class R in

V let R∗ = {A ∈ W : A/A(V) ∈ R}. Then if R has semi-simple class S, we have

R∗ = UW(S). In particular, R∗ is a radical class in W.

(We note that no matter what W is, UW((S) exists, as S is a regular class in
both V and W.)

The transfer obtained is likely to be useful only if the classes R∗ are not too big.
For instance if W is the variety of alternative rings and V that of associative rings,
there are lots of Cayley-Dickson rings which must belong to every R∗.We impose
another condition and get a stronger conclusion than that of 5.1 which is useful.

Theorem 5.2. (See [22].) Let V,W be as in 5.1 and suppose further that

A(V)/A(V)(V) ∈ R (i.e. A(V) ∈ R∗) for every A ∈ W. Then

(i)R∗(A)/A(V) = R(A/A(V)) for all A ∈ V and

(ii)S is the semi-simple class of R∗.
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Here we have some possibility of extending a result concerning well-behaved
radicals from V to W, since some semi-simple classes in V remain semi-simple classes
in W, and there are properties of semi-simple classes which make for well-behaved
radicals. We give some illustrations of the situation described in 5.2.

Example 5.3. V is a semi-simple radical class in W if and only if A(V) = A(V)(V)
for every A ∈ W [23], i.e. A(V) ∈ {0}∗ = UW(V) for every A. If R is any radical
class in V, then each A(V) is in R∗ and the semi-simple class of R in V remains a
semi-simple class in W.

Example 5.4. If W is the class of all (not necessarily associative) rings, V the class
of associative rings, then in W the only hereditary semi-simple classes are those
corresponding to A-radicals [24] while all semi-simple classes in V are hereditary.
Hence only A-radicals (in W) satisfy the hypotheses of 5.2.

It is more convenient to have examples of the phenomenon in 5.2 where our
starting point is a radical class in W rather than in V.

Proposition 5.5. ([22])(Notation as in 5.2.) If U is a radical class in W and

A(V) ∈ U for all A ∈ W, then U = (U ∩ V)∗ and U , U ∩ V are related as R∗ and R
are related in (i),(ii) of 5.2.

Example 5.6. We illustrate 5.5 by considering the case where W is the class of
right alternative rings, V the class of alternative rings. By a result of Skosyrskii [25]
A(V), which is called the alternator of A, is contained in the McCrimmon radical of
A (cf. 2.7). The McCrimmon radical is the upper radical defined by the class of non-

degenerate rings, i.e. rings with no strong zero-divisors. For this example, ”ring”
always means ”ring in which division by 2 is possible”; in particular, characteristic 2
is avoided. Thus if U is any non-degenerate radical class in W (i.e. all U -semi-simple
rings are non-degenerate) then A(V) ∈ U . Hence, by 5.5, U (in W) and U ∩ V (in
V) have the same semi-simple class. In particular, non-degenerate radicals of right
alternative rings have hereditary semi-simple classes.

This can be improved.

Theorem 5.7. (See [22].) Let W be a variety, V a subvariety, U a hereditary radical

class in W such that A(V) ∈ U for all A ∈ W. If every radical class in V satisfies

ADS then every radical class T in W with U ⊆ T also satisfies ADS.

Now all radical classes of alternative rings satisfy ADS so we have

Corollary 5.8. (See [22].) Every non-degenerate radical class of right alternative

rings satisfies ADS.

We conclude with a more detailed result obtained similarly.

Theorem 5.9. Let M be a class of simple right alternative rings, U the upper

radical class defined by M (in the class of right alternative rings). The following

conditions are equivalent.
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(i) U is hereditary and has the intersection property with respect to M.

(ii) All rings in M are unital.

(This theorem was proved for associative rings by Andrunakievich [26] and can
be generalized to alternative rings by means of results of Suliński [27]. More recently,
Leavitt [28] has shown that for associative rings (ii) is equivalent to the intersection
property alone, and taking account of the fact that non-unital simple alternative
rings are associative, one can show straightforwardly that the stronger result is
valid in the alternative case too.)

Proof ¬ (ii)⇒ ¬ (i). If M contains a non-unital ring S, let S∗ be the ring obtained
form S by the adjunction of the identity of Q or Zp to match the characteristic
of S (so that S∗/S is isomorphic to the appropriate field). The only simple image
of S∗ is S∗/S. If S∗/S 6∈ M, then S∗ ∈ U but S 6∈ U , so U is not hereditary. If
S∗/S ∈ M, then S∗ is in the semi-simple class of U but is subdirectly irreducible
and non-simple, so that U does not have the intersection property with respect to
M. (This is a familiar argument in the associative case.)

(ii)⇒(i). Suppose all rings in M are unital. As every right alternative ring has nil
alternator, the rings in M are alternative. Let S be the class of subdirect products
of rings in M. Then S is a semi-simple class in the universal class of alternative
rings and U is its upper radical class in the universal class of right alternative rings.
Since the alternator of every ring is in U , 5.5 says that S is the semi-simple class
of U (in the class of right alternative rings). Hence U has the intersection property
with respect to M.

Now a radical class with ADS is hereditary if and only if its semi-simple class
is closed under essential extensions. (This is proved as for the associative case in
[29].)Every radical class of alternative rings has ADS, so S is closed under alternative

essential extensions. If A ∈ S, A ⊳• B and B is right alternative, let J be the
alternator of B. Then J ∩ A is a nil ideal of A and a member of S, so J ∩ A = 0,
whence J = 0 and B is alternative. But then B is in S. Thus S is closed under
right alternative essential extensions, so that by 5.8, U is hereditary.

It’s well known that 5.9 is not valid for the class of all (not necessarily associative)
rings, and it would be interesting to know how far beyond right alternative rings it
extends. It does not extend to power-associative rings. The following example was
used by Henriksen [30] for other purposes.

Example 5.10. Let F be a field, and let R be an F -algebra with basis {a, b, e},
ab = e = −ba, e2 = e and all other basis products zero. If α, β, γ ∈ F then
(αa + βb + γe)2 = γ2e, (αa + βb + γe)γ2e = γ3e = γ2e(αa + βb + γe) and so on,
so R is power-associative. If g : R → F is a homomorphism, then g(a)2 = 0 = g(b)2

so g(a) = 0 = g(b), and then g(e) = g(ab) = g(a)g(b) = 0, so g = 0. Thus R is in
the upper radical class defined by {F}, but F ∼= Fe ⊳ R, so the upper radical class
is not hereditary.
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Exponent matrices and their quivers
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Abstract. We consider exponent matrices and investigate their connections with
tiled orders and quivers, finite partially ordered sets and doubly stochastic matrices.
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1 Introduction

Exponent matrices appeared in the study of tiled orders over discrete valuation
rings. Many properties of such orders are formulated using this notion. We think
that such matrices are of interest in them own right, in particular, it is convenient
to write finite partially ordered sets (posets) and finite metric spaces as special
exponent matrices.

Note that when we defined a quiver Q(E) of a reduced exponent matrix E , E
corresponds to a reduced tiled order Λ, a matrix E(1) corresponds to a Jacobson
radical R of Λ, and E(2) corresponds to R2. Then the adjacency matrix [Q] =
E(2) − E(1) defines a structure of the Λ-bimodule V = R/R2.

Note that investigations on tiled orders over discrete valuation rings and finite
posets are discussed in [10]. The bibliography about tiled orders see in [2] and [3].

2 Quivers

We recall basic facts about quivers and related topics. Following P. Gabriel a
finite directed graph Q is called a quiver.

Definition 2.1. A quiver Q without multiple arrows and multiple loops is called a

simply laced quiver.

Denote by V Q = {1, . . . , s} the set of all vertices of Q and by AQ the set of
its all arrows. We shall write Q = {AQ, V Q}. Denote by 1, . . . , s the vertices of a
quiver Q and assume that we have qij arrows beginning at the vertex i and ending
at the vertex j. The matrix

[Q] =









q11 q12 . . . q1s

q21 q22 . . . q2s

. . . . . . . . . . . .
qs1 qs2 . . . qss









c© V.V. Kirichenko, A.V. Zelensky, V.N. Zhuravlev, 2004
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is called the adjacency matrix of Q.

Obviously, a quiver Q is simply laced if and only if [Q] is a (0, 1)-matrix.

Let Q be a quiver. Usually we will denote the vertices of Q by the numbers
1, 2, . . . , s. If an arrow σ connects a vertex i with a vertex j then i is called its start

vertex and j its end vertex. This will be denoted as σ : i → j. A loop at the vertex
j is an arrow such that the start vertex j coincides with the end vertex j.

A path of the quiver Q from a vertex i to a vertex j is an ordered set of k arrows
{σ1, σ2, ..., σk} such that the start vertex of each arrow σm coincides with the end
vertex of the previous one σm−1 for 1 < m ≤ k, and moreover, the vertex i is the
start vertex of σ1, while the vertex j is the end vertex of σk. The number k of these
arrows is called the length of the path.

The start vertex i of the arrow σ1 is called the start of the path and the end
vertex j of the arrow σk is called the end of the path. We shall say that the path
connects the vertex i with the vertex j and it is denoted by σ1σ2...σk : i → j.

Now we shall give a definition of a diagram Q(P ) of a finite poset P .

Definition 2.2. ([1], Ch.1, §3). By ”a covers b” in a poset P , it is meant that

a > x > b for no x ∈ P .

Definition 2.3. ([4], p. 233, see also [6]). Let P = {α1, α2, . . . , αn} be a finite

poset with an ordering relation ≤. The diagram of P is the quiver Q(P ) with the set

of vertices V Q(P ) = {1, . . . , n} and the set of arrows AQ(P ) such that in AQ(P )
there is an arrow σ : i → j if and only if αj covers αi.

Definition 2.4. ([7], §8.4). A quiver without oriented cycles is called an acyclic

quiver.

Definition 2.5. An arrow σ : i → j of an acyclic quiver Q is called extra if there

exists a path from i to j of length greater than 1.

Theorem 2.6. ([6], [4], §7.7). Let Q be an acyclic simply laced quiver without extra

arrows. Then Q is the diagram of some finite poset P . Conversely, the diagram

Q(P ) of a finite poset P is an acyclic simply laced quiver without extra arrows.

3 Exponent matrices

Denote by Mn(Z) the ring of all square n × n-matrices over the ring of integers
Z. Let E ∈ Mn(Z).

Definition 3.1. We call a matrix E = (αij) an exponent matrix if αij + αjk ≥ αik

for i, j, k = 1, . . . , n and αii = 1, . . . , n for i = 1, . . . , n. These relations are

called ring inequalities. An exponent matrix E is called reduced if αij + αji > 0 for

i, j = 1, . . . , n.

Let E = (αij) be a reduced exponent matrix. Set E(1) = (βij), where βij = αij

for i 6= j and βii = 1 for i = 1, . . . , n, and E(2) = (γij), where γij = min
1≤k≤n

(βik +

βkj). Obviously, [Q] = E(2) − E(1) is a (0, 1)-matrix.
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Definition 3.2. The quiver Q(E) shall be called the quiver of the reduced exponent

matrix E.

Definition 3.3. A strongly connected simply laced quiver shall be called admissible

if it is a quiver of a reduced exponent matrix.

Definition 3.4. A reduced exponent matrix E = (αij) ∈ Mn(Z) shall be called

Gorenstein if there exists a permutation σ of {1, 2, . . . , n} such that αik + αkσ(i) =
αiσ(i) for i, k = 1, . . . , n.

The permutation σ is denoted by σ(E). Notice that σ(E) for a reduced Gorenstein
exponent matrix E has no cycles of the length 1.

Definition 3.5. We shall call two exponent matrices E = (αij) and Θ = (θij)
equivalent if they can be obtained from each other by transformations of the following

two types:

(1) subtracting an integer from the i-th row with simultaneous adding it to the

i-th column;

(2) simultaneous interchanging of two rows and the equally numbered columns.

Proposition 3.6. [3]. Suppose that E = (αij) and Θ = (θij) are exponent matrices

and Θ is obtained from E by a transformation of type (1). Then [Q(E)] = [Q(Θ)].
If E is a reduced Gorenstein exponent matrix with permutation σ(E), then Θ is also

reduced Gorenstein with σ(Θ) = σ(E).

Proposition 3.7. [3]. Under transformations of the second type the adjacency

matrix [Q̃] of Q(Θ) changes according to the formula: [Q̃] = P T
τ [Q]Pτ , where [Q] =

[Q(E)]. If E is Gorenstein then Θ is also Gorenstein and for the new permutation

π we have: π = τ−1στ , i.e., σ(Θ) = τ−1σ(E)τ .

Definition 3.8. The index (in E) of a reduced exponent matrix E is the maximal

real eigenvalue of the adjacency matrix [Q(E)] of Q(E).

It follows from Proposition 3.6 and Proposition 3.7 that indices of equivalent
reduced exponent matrices coincide.

Theorem A. The matrix [Q] = E(2) − E(1) is the adjacency matrix of the strongly

connected simply laced quiver Q = Q(E).

Proof. [Q] is a (0, 1)-matrix, then it is the adjacency matrix of a simply laced
quiver.

We shall show that [Q] is a strongly connected quiver. Suppose the contrary.
It means that there is no path from the vertex i to the vertex j in Q. Denote by
V Q(i) = V1 the set of all vertices k of Q such that there exists a path beginning at
the vertex i and ending at the vertex k. It is obviously that V2 = V Q \ V Q(i) 6= 0
(j ∈ V (Q) \ V (Q)(i)). Consequently, V Q = V1 ∪ V2 and V1 ∩ V2 = 0. It is clear
that there are no arrows from V1 to V2. One can assume that V1 = {1, . . . ,m} and
V2 = {m + 1, . . . , s}. It is obvious, that a simultaneous permutation of rows and
columns will take place in the exponent matrix E . Moreover, under transformations
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of the first type, we can make the elements at the first row of E equal zero, i.e.,
α1p = 0 for p = 1, . . . , s. So, αpq ≥ 0 for p, q = 1, . . . , s and

[Q] =

(

* 0

* *

)

,

E =

(

E1 *

* E2

)

,

where E1 ∈ Mm(Z), E2 ∈ Ms−m(Z). With the exponent matrix E2 we connect a
poset PE2 = {m + 1, . . . , s} with an ordering relation i ≤ j if and only if αij = 0.
One can consider that m + 1 ∈ PE2 is the minimal element. Then αim+1 > 0
for i > m + 1. Since, q1m+1 = 0, then there exists k (2 ≤ k ≤ m) such that
α1m+1 = α1k + αkm+1. Simultaneously interchanging the 2-nd and k-th columns
and the 2-nd and k-th rows of E , we obtain that α2m+1 = 0. Since q2m+1 = 0, again
obtain α2m+1 = 0 = α2k+α2m+1 for 3 ≤ k ≤ m, i.e., one can consider that α23 = 0
and α3m+1 = 0. The elements of the matrix E(1) β31 = α31, β32 = α32, β33 = 1 are
nonzero. Again, q3m+1 = 0 and α3m+1 = 0 = α3k + αkm+1 for 4 ≤ k ≤ m. Hence,
α4m+1 = 0. Continuing this process we have that α12 = α23 = . . . = αm−1m = 0
and αim+1 = 0 for i = 1, . . . ,m, consequently a matrix E1 is down triangular, and
all elements βm1, . . . , βmm are natural integers. So, qmm+1 = min(βmk + βkm+1) −
αmm+1 = 1 − 0 = 0. We obtained a contradiction. Theorem is proved. �

4 Gorenstein exponent matrices and entropic quasigroups

In general case a Latin square [5] of order n is a square with rows and columns
each of which is a permutation of a set S = {s1, . . . , sn}. Every Latin square is a
Cayley table of a finite quasigroup. In particular, the Cayley table of a finite group
is the Latin square. As a set S we will consider S = {0, 1, . . . , n − 1}.

Example 1. The Cayley table of the Klein four-group (2) × (2) can be written in
such form:

K = K(4) =









0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0









.

Then K(4) is a reduced Gorenstein exponent matrix with permutation σ =
σ(K(4)) = (14)(23). Obviously,

K(2) =









2 2 3 3
2 2 3 3
3 3 2 2
3 3 2 2









and
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[Q(K)] = K(2) − K(1) =









1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1









= 3 · P1,

where P1 is a doubly stochastic matrix, and Q(K) is

��
��

t

?

6

��
��

t-�

-� t?

6

��
��t

��
��

Obviously, in K = 3.

Definition 4.1. A real non-negative s × s-matrix P = (pij) is doubly stochastic if
∑s

j=1
pij = 1 and

∑s
i=1

pij = 1 for any i, j = 1, . . . , s.

Definition 4.2. (see [8], p. 140). A quasigroup Q which satisfies the identity

(xu)(vy) = (xv)(uy) for x, y, u, v ∈ Q is called entropic.

Example 2. ([8], p. 141, V. 2.2.1. Example). Let Q(5) = {0, 1, 2, 3, 4} be the
quasigroup with the following Cayley table

0 0 1 2 3 4

0 0 4 3 2 1
1 1 0 4 3 2
2 2 1 0 4 3
3 3 2 1 0 4
4 4 3 2 1 0

It is clear, that Q(5) is an entropic quasigroup. The Cayley table

E(5) =













0 4 3 2 1
1 0 4 3 2
2 1 0 4 3
3 2 1 0 4
4 3 2 1 0













of Q(5) is a reduced Gorenstein exponent matrix with σ(E(5)) = (12345).

Obviously,
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[Q(E(5))] =













1 0 0 0 1
1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1













= 2P2,

where P2 is a doubly stochastic matrix, and in E(5) = 2.

Definition 4.3. A reduced Gorenstein exponent matrix E is called cyclic if σ(E) is

a cycle.

Remark. Note, that a reduced tiled order Λ is Gorenstein if and only if its reduced

exponent matrix E(Λ) is Gorenstein.

Hence, in view of the Theorem 3.4 [9] we have such theorem.

Theorem B. Let E be a cyclic reduced Gorenstein exponent matrix. Then [Q(E)] =
λP , where λ is a positive integer and P is a doubly stochastic matrix.

For the Cayley table

E(n) =

















0 n − 1 n − 2 . . . 2 1
1 0 n − 1 . . . 3 2
2 1 0 . . . 4 3

. . . . . . . . . . . . . . . . . .
n − 2 n − 3 n − 4 . . . 0 n − 1
n − 1 n − 2 n − 3 . . . 1 0

















of the entropic quasigroup Q(n), we have [Q(E(n))] = En + J−

n (0) + e1n, where
J−

n (0) = e21 + . . . + enn−1 is the lower nilpotent Jordan block.

The next definition is given in ([9], Section IV).

Definition 4.4. A finite quasigroup Q defined on the set S = {0, 1, . . . , n − 1} is

called Gorenstein if its Cayley table C(Q) = (αij) has a zero main diagonal and

there exists a permutation σ : i → σ(i) for i = 1, . . . , n such that αik+αkσ(i) = αiσ(i)

for i = 1, . . . , n.

If σ is a cycle then G is a cyclic Gorenstein quasigroup.

Proposition 4.5. The quasigroup Q(n) is Gorenstein with permutation σ =
(12 . . . n), i.e. Q(n) is a cyclic Gorenstein quasigroup.

Proof. Obvious.

Theorem 4.6. For any permutation σ ∈ Sn without fixed elements there exists a

Gorenstein reduced exponent matrix E with permutation σ(E) = σ.

Proof. Suppose that σ has no cycles of length 1 and decomposes into a product of
non-intersecting cycles σ = σ1 · · · σk, where σi has length mi. Denote by t the least
common multiple of the numbers m1 − 1, . . . ,mk − 1.
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Consider the matrix

E(m1, . . . ,ms) =















t1E(m1) tUm1×m2 tUm1×m3 . . . tUm1×mk

0 t2E(m2) tUm2×m3 . . . tUm2×mk

0 0 t3E(m3) . . . tUm3×mk

. . . . . . . . .
. . . . . .

0 0 0 . . . tkE(mk)















,

where tj = t
mj−1

, Umi×mj
is an mi × mj - matrix whose entries equal 1; E(m) =

(εij), εij =

{

i − j, if i ≥ j;
i − j + m, if i < j.

Let us remark that εij + εjσ(i) = εiσ(i) = m − 1 for all i, j.
Evidently, E(m1, . . . ,ms) is the reduced Gorenstein exponent matrix with per-

mutation π(A) = (123 . . . m1)(m1 + 1 . . . m1 + m2) · · · (m1 + m2 + · · · + mk−1 +
1 . . . m1 + m2 + · · · + mk−1 + mk).

Since the permutations σ and π have the same type, these permutations are
conjugate, i.e., there exists a permutation τ such that σ = τ−1π(A)τ .

Consequently, by Propositions 3.6 and 3.7, the matrix P T
τ E(m1, . . . ,ms)Pτ is the

reduced Gorenstein exponent matrix with permutation σ(E) = σ. �

In conclusion of this section we formulate the following question.
Suppose that a Latin square E [5] defined on S = {0, 1, . . . , n−1} is an exponent

matrix which is doubly symmetric, that is E is symmetric with respect to the main
diagonal and is also symmetric with respect to the secondary diagonal. Suppose also
that the first row of E is {0 1 2 . . . n − 1}.

Is it true that E is necessarily the Cayley table of an elementary abelian 2-group?

5 Reduced exponent (0, 1)-matrices and finite partially

ordered sets

With any finite partially ordered set (poset) P we relate a reduced exponent
(0, 1)-matrix EP = (λij) by the following way: λij = 0 ⇔ i ≤ j, otherwise λij = 1.

It is easy to see that EP is indeed a reduced exponent matrix.
Conversely, a reduced (0, 1)-matrix E = (λij) defines the finite poset PE by the

rule: i ≤ j if and only if λij = 0, and PEP
= P .

Denote by Pmax (resp. Pmin) the set of the maximal (resp. minimal) elements
of P and by Pmax × Pmin their Cartesian product.

From ([2], Theorem 6.12) we have

Theorem C. The quiver Q(EP ) can be obtained from the diagram Q(P ) by adding

the arrows σij for all (pi, pj) ∈ Pmax × Pmin.

Definition 5.1. We shall say that finite posets S and T are Q-equivalent if reduced

exponent (0, 1)-matrices ES and ET are equivalent.

Definition 5.2. An index in P of a finite poset P is the maximal real eigen-value

of the adjacency matrix [Q(EP )] of Q(EP ).
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Now we shall give the list of indexes of posets with at most four elements.

I. (1) = {•}, in (I, 1) = 1.

II. (1) =







•
|
•







, in (II, 1) = 1; (2) = {• •}, in(II, 2) = 2.

III. (1) =























•
|
•
|
•























, in (III, 1) = 1;

(2) =







•
� �

• •







, (3) =







• •
� �

•







, in (III, 2) =

in(III, 3) =
√

2;

(4) =







•
|

• •







, in (III, 4) = 1+
√

5

2
; (5) = {• • •}, in(III, 5) = 3.

IV. (1) =







































•
|
•
|
•
|
•







































, in (IV, 1) = 1; (2) =























•
� �

• •
� �

•























, in(IV, 2) =

3
√

2;

(3) =























• •
� �

•
|
•























, (4) =























•
|
•

� �

• •























, in (IV, 3) =

in(IV, 4) = 3
√

2;

(5) =























•
|

• •
� |

•























, (6) =























•
� |

• •
|
•























; χ5,6(x) = x(x3 − x − 1) and

1.32 < in (IV, 5) = in (IV, 6) < 1.33;
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(7) =







• •
| |
• •







, in (IV, 7) =
√

2; (8) =























•
|
•
|

• •























, χ8(x) = x(x3 − x2 − 1)

and

1.46 < in (IV, 8) < 1.47;

(9) =







• •
| � |
• •







, in (IV, 9) =
√

3;

(10) =







•
� | �

• • •







, (11) =







• • •
� | �

•







, in(10) =

in(11) =
√

3;

(12) =







•
� �

• • •







, (13) =







• • •
� �

•







,

in (IV, 12) = in (IV, 13) = 2;

(14) =







• •
| �� |
• •







, in(IV, 14) = 2;

(15) =







•
|

• • •







, χ15(x) = x2(x2 − 2x − 1) and in (IV, 15) = 1 +
√

2;

(16) = {• • • •}, in (IV, 16) = 4.

Note that posets (IV, 2), (IV, 3) and (IV, 4) are Q-equivalent. For posets N =
(IV, 9) and F4 = (IV, 11) we have in N = in F4 =

√
3, but N and F4 are non-Q-

equivalent.
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1 Basic definitions and important examples

Throughout the paper a ring with involution R will be an associative ring en-
dowed with a supplementary operation ∗ : x → x∗ called involution and satisfying
the rules

(x∗)∗ = x
(x + y)∗ = x∗ + y∗

(xy)∗ = y∗x∗ .

An element x of R is called symmetric if x∗ = x and skew if x∗ = −x; the sets
of these elements will be denoted by S resp. K. The element x + x∗ is called the
trace of x and x− x∗ the skew-trace of x. For every ring R,Rop will denote the ring
obtained by interchanging the order of the elements in the multiplication.

The most important examples of involutions are:

- the trivial involution x∗ = x on commutative rings,

- the conjugate (x + iy)∗ = x − iy on the complex numbers,

- the additive inverse x∗ = −x on commutative rings,

- the exchange involution (x, y)∗ = (y, x) on R ⊕ Rop,

- transposition A∗ = AT on rings Mn of n × n matrices and

- the symplectic involution

(

A B
C D

)∗

=

(

DT −CT

−BT AT

)

on rings M2n of

2n × 2n-matrices.

2 Some older results

The first results on rings with involution linked with radicals appear in the sixties
and seventies of the 20th century. They go back to J.M. Osborn, C. Lanski and S.
Montgomery; the following generalized versions can be found in Herstein’s book [6].

c© Rainer Mlitz, 2004
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Theorem 2.1 ([6], 2.1.8). A semiprime ring R with involution in which every

nonzero trace x + x∗ is invertible is of one of the following four types:

1. R is a commutative ring of characteristic 2 with no nonzero nilpotent elements

endowed with the trivial involution;

2. R is a division ring with no restriction on the involution;

3. R ≃ D⊕Dop for some division ring D endowed with the exchange involution;

4. R ≃ M2 over a field with the symplectic involution.

Further results of the same type are:

Theorem 2.2 ([6], 2.1.7). A semiprime ring R with involution in which every

nonzero symmetric element is invertible is of one of the types 2,3 and 4 of the

preceding theorem.

Theorem 2.3 ([6], 2.3.1). A semiprime noncommutative ring R with involution in

which every nonzero skew-trace x − x∗ is invertible is of one of the types 2,3 and 4

of theorem 2.1.

Theorem 2.4 ([6], 2.3.2). If R is a noncommutative ring with involution which is

not nil-semisimple and in which every nonzero skew-trace x − x∗ is invertible, then

its nil-radical N(R) satisfies

1. R/N(R) is commutative and

2. N(R)2 = 0.

Theorem 2.5 ([6], 2.3.4). For a ring R with involution in which every trace x+x∗ is

nilpotent or invertible (or in which every skew-trace x−x∗ is nilpotent or invertible)

the factor ring R/J(R) by its Jacobson-radical J(R) is of one of the following four

types:

1. a commutative ring with trivial involution;

2. a division ring with no restriction on the involution;

3. R/J(R) ≃ D ⊕ Dop with the exchange involution for some division ring D;

4. R/J(R) ≃ M2 over a field endowed with the symplectic involution.

Notice that the fact to have the symplectic involution in the last case (although
it is not mentioned in [6]) follows from theorem 1 resp. 3 since in this case R/J(R)
is simple and Jacobson-semisimple, hence semiprime.

A careful look to all these results reveals that they are dealing with concepts
defined in the variety of associative rings without involution and make use of the
supplementary operation of involution just in order to get a more precise description
of some objects.

3 Radical theory in the variety of associative rings

with involution

The appropriate terms to build up a radical theory in the class of all associa-
tive rings with involution are those of homomorphisms compatible as well with the
involution and the corresponding ideals.
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We call these ring-homomorphisms (fulfilling as well f(x)∗ = f(x∗)) ∗-homomor-

phisms and the corresponding kernels ∗-ideals; the latter are exactly those ideals I
of a ring with involution R which satisfy I∗ = I. R is called ∗-simple if it contains
no nontrivial ∗-ideals and ∗-prime resp. ∗-semiprime if I · J = 0 for ∗-ideals I and
J of R implies I = 0 or J = 0 (resp.I2 = 0 implies I = 0).

The difference to the classical concepts without involution is exhibited by the
following

Proposition 3.1 (see for ex. [18]).

1. A ring R with involution is ∗-simple if and only if R is simple or R ≃ S⊕Sop

for some simple ring S, the involution being the exchange involution.

2. R is ∗-prime if and only if R contains a prime ideal P satisfying P ∩P ∗ = 0,
i.e. if and only if R is prime or a subdirect product of two prime rings.

Remark 3.2. However, a ring R with involution is ∗-semiprime if and only if it is

semiprime.

Radical theory in the variety of associative rings with involution was introduced
in 1977 by Salavova [19]. She pointed out that the general radical theory introduced
by Kurosh [7] and Amitsur [2] for Ω-groups resp. by Ryabuhin [17] for certain
categories applies to the variety of rings with involution. The obtained radicals in
this class will be called ∗-radicals. Consequently the following assertions hold:

Theorem 3.3.

1. (see for ex. [21]) A mapping ρ assigning to every ring R with involution a

∗-ideal ρR is a ∗-radical if and only if the following conditions hold:

(ρ1) f(ρR) ⊆ ρ(fR) for every ∗-homomorphisms f defined on R

(ρ2) ρ(R/ρR) = 0

(ρ3) ρ is idempotent: ρ(ρR) = ρR

(ρ4) ρ is complete: I �
∗ R, ρI = I ⇒ I ⊆ ρR.

2. (see [15]) A class R of rings with involution is the radical class of a ∗-radical
if and only if the following assertions hold:

(R1) R is closed under taking ∗-homomorphic images;

(R2) R is closed under taking sums of ∗-ideals within rings with involution;

(R3) R is ∗-extension closed, i.e. I �
∗ R with I ∈ R and R/I ∈ R implies

R ∈ R.

3. (see [15]) A class S of rings with involution is the semisimple class of a

∗-radical if and only if the following assertions hold:

(S1) S is closed under ∗-subdirect products, i.e. Iλ �
∗ R with

⋂

λ∈Λ
Iλ = 0 and

R/Iλ ∈ S for all λ ∈ Λ implies R ∈ S;

(S2) S is ∗-extension closed;

(S3) S is ∗-regular, i.e. 0 6= I �
∗ R ∈ S implies that I has a nontrivial ∗-

homomorphic image in S;

(S4) (RS)S �
∗ R, where RS denotes the intersection of all ∗-ideals I of R with

R/I ∈ S.
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Remark 3.4. Notice that by Salavova’s example 1.9 we know that the semisimple

classes of ∗-radicals are not necessarily ∗-hereditary (i.e. I � R ∈ S does not imply

I ∈ S). Hence, condition (S3) cannot be replaced by heredity as in the case of

associative rings without involution and (S4) can not be omitted as far as is known.

By the above remark it is clear that ∗-radicals do not always have the ADS-
property, i.e. the ∗-radical of a ∗-ideal I of R is not necessarily an ideal in R (it is
obviously closed under the involution). This fact lead to a series of papers by Loi
and Wiegandt containing the following main results:

Theorem 3.5 ([13]). For a ∗-radical ρ on the variety of all algebras with involution

over a commutative ring R with identity the following assertions are equivalent:

(1) ρ has the ADS-property;

(2) if an algebra A with involution belongs to the radical class Rρ of ρ and

satisfies A2 = 0 then A belongs to Rρ when endowed with any other involution;

(3) A with ∗ belongs to Rρ if and only if A with involution x → −x∗ belongs to

Rρ whenever A2 = 0;
(4) A with the trivial involution belongs to Rρ if and only if A with the additive

inverse involution x → −x belongs to Rρ whenever A2 = 0.

Remark 3.6. An example constructed in [13] shows that a ∗-radical with a ∗-
hereditary semisimple class does not necessarily have the ADS-property.

Theorem 3.7 ([13]). All ∗-radicals on the variety of involution algebras over a field

K have the ADS-property if and only if char K = 2.

A result of the same kind as above has been proved for algebras with involution
over commutative rings R with involution and identity, the difference to the earlier
case being the rule

(ra)∗ = r∗a∗ instead of (ra)∗ = ra∗

for all r ∈ R and a ∈ A.

Theorem 3.8 ([9]). On the class of all algebras with involution on a commuta-

tive ring with involution and identity the assertions (1) and (3) of theorem 3.5 are

equivalent.

Let us recall that a ∗-radical ρ of rings or algebras with involution is called
hypernilpotent if every nilpotent ring, resp. algebra is in the radical class Rρ and
hypoidempotent if the radical class Rρ consists of idempotent rings resp. algebras
only.

Loi proved the following

Theorem 3.9 ([10]). Every ∗-radical of algebras with involution over a field with

nontrivial involution is either hypernilpotent or hypoidempotent.

Using this result, he also obtained

Theorem 3.10 ([10]). In the variety of all algebras with involution over a field with

nontrivial involution every ∗-radical has the ADS-property.
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A description of classes which are both radical and semisimple with respect to
suitable radicals can be found in a paper by Loi dating back to 1989:

Theorem 3.11 ([11]). For radical-semisimple classes of involution algebras over a

field K with involution the following assertions hold

1. If K is infinite, there are no nontrivial radical-semisimple classes;

2. If K is finite, every nontrivial semisimple (and hence every nontrivial radical-

semisimple class) consists of all subdirect sums of algebras belonging to some strongly

hereditary finite set of simple involution algebras.

4 The connection between ring radicals and ∗-radicals

The next question arising is whether a radical of associative rings is already a
∗-radical for associative rings with involution. A complete answer was given in 1992
in a paper by Lee and Wiegandt:

Theorem 4.1 ([8]). For a radical ρ of associative rings the following assertions are

equivalent:

1. ρ is a ∗-radical, i.e. ρR �
∗ R for every ring R with involution;

2. R ∈ Sρ implies Rop ∈ Sρ;

3. R ∈ Rρ implies Rop ∈ Rρ.

This theorem infers that the ring radicals which are ∗-radicals are exactly the
symmetric ones. (Notice that the basic definition needs not to be symmetric as
can be seen from the Jacobson radical defined via primitivity). A list of the most
important among them is given in

Corollary 4.2 ([8]). The following ring radicals are ∗-it radicals: the Koethe (nil)

radical, the generalized nil radical, the Baer (prime) radical, the Behrens radical, the

Brown-McCoy radical, the Jacobson radical, the Levitzki radical, the von Neumann-

regular radical, the strongly regular radical, the idempotent radical.

Remark 4.3. There are ring radicals which are not ∗-radicals as can be seen from

the examples of the right strongly prime resp. the right superprime radical (see [16,

20]).

In two papers from 1996 resp 1998, Booth and Groenewald looked to the question
of constructing ∗-radicals from ring radicals. They introduced a mapping λ assigning
to every ring radical ρ a ∗-radical λρ taking for (λρ)(R) the sum of all ∗-ideals I of
R belonging to Rρ.

Theorem 4.4 ([5]). The following assertions hold:

1. every ring radical ρ induces a ∗-radical λρ;

2. λ maps the symmetric ring radicals bijectively onto the invariant ∗-radicals,
i.e. those ∗-radicals for which (λρ)(R) is the same for all involutions on R;

3. (λρ)(R) ⊆ ρR ∩ ρ(Rop) with equality whenever Rρ is hereditary.
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Notice that in view of theorem 4.1, λ restricted to the symmetric ring radicals
is in fact the identity mapping and yields therefore ∗-radicals with ∗-hereditary
semisimple classes.

The dual to the above construction using the semisimple homomorphic images
of R instead of the radical ideals has not been considered so far; thus for every ring
radical ρ and every ring R with involution let us define

(σρ)(R) =
⋂

(K �
∗ R|R/K ∈ Sρ).

Theorem 4.5. The following assertions hold:

1. every ring radical ρ induces a ∗-radical σρ with a ∗-hereditary semisimple

class;

2. σ restricted to the symmetric ring radicals is the identity mapping;

3. ρR + ρ(Rop) ⊆ (σρ)(R) with equality whenever Sρ is homomorphically closed.

4. (λρ)R ⊆ ρR ⊆ (σρ)(R) with equality if and only if ρ is symmetric.

Proof.

1. We show that the class Sσρ is closed under taking subdirect products, exten-
sions and ∗-ideals, the crucial point being the obvious inclusion ρR ⊆ (σρ)(R) with
equality for R ∈ Sρ since 0 is always a ∗-ideal.

If R is a subdirect product of involution rings Ri ∈ Sσρ(i ∈ I), then R, considered
as a ring, is a subdirect product of the rings Ri ∈ Sρ and thus belongs to Sρ; hence
Sσρ is subdirectly closed.

If R and R/I belong to Sσρ for some ∗-ideal I of R, then R and R/I are rings
belonging to Sρ; thus R belongs to S inferring R ∈ Sσρ.

Heredity of Sσρ is obtained by a similar argument.

2. This assertion follows from the fact that the symmetric ring radicals are
∗-radicals.

3. (σρ)(R) being a ∗-ideal, it contains both ρR and (ρR)∗. The isomorphism
(ρR)∗ ≃ (ρR)op = ρ(Rop) yields ρR + ρ(Rop) ⊆ (σρ)(R).

If Sρ is homomorphically closed, then R/ρR + ρ(Rop) belongs to Sρ, hence to
Sσρ implying (σρ)(R) ⊆ ρR + ρ(Rop).

4. Is a direct consequence of 2 and 3 in theorems 4.3 and 4.5.

Special ring radicals are defined by the upper radicals UM = {R|R has no
nonzero homomorphic image in M} of special classes M of rings, where a class M
is called special if

1. M consists of prime rings,

2. M is hereditary,

3. M is closed under essential extensions, i.e. if an essential ideal I of R belongs
to M , then R belongs to M .

Already Salavova introduced the concept of ∗-special classes of rings with invo-
lution in her paper [19]. Her definition is equivalent to the ∗-analogue of the above
one obtained by writing ∗-prime, ∗-hereditary and essential ∗-ideal in 1,2 and 3.



RADICALS OF RINGS WITH INVOLUTION 73

In the definition of ∗-special radicals, we have to use U∗M = {R|R has no nonzero
∗-homomorphic image in M}.

In 1996, resp.1998 Booth and Groenewald showed how special classes induce
∗-special classes.

Theorem 4.6 ([4], resp. [5]). Every special class M of rings induces a ∗-special
class M of rings R with involution by

M∗ = {R|∃P � R with P ∩ P ∗ = 0 and R/P ∈ M}.

Moreover, if ρ is a special radical of rings, then

U∗(Rρ) = Rλρ

where λ is the mapping from theorem 4.4.

5 The role of ∗-biideals

One-sided ideals are the basis for the construction of many radicals of rings.
However, in rings with involution ∗, they are never closed under ∗ unless they are
two-sided, i.e. ∗-ideals. So, what kind of substructure could replace the one-sided
ideals in presence of an involution?

Taking just the ∗-ideals, the situation would become similar to that of commu-
tative rings and we would loose a lot of information. A much better solution is
inherited by considering the fact that in the classical case the annihilators of ele-
ments of R-modules are one-sided ideals of R. For (one-sided) modules over rings
R with involution, it is usual to give the following definition:

Ann∗

Rm = {r ∈ R|rm = 0 = r∗m} and
Ann∗

RM = {r ∈ R|rM = 0 = r∗M}.

It is easy to see that for Ann∗

AM instead of an ideal in the classical case we now
obtain a ∗-ideal.

Ann∗

Rm can be seen either as a ∗-quasiideal, i.e. a subgroup Q of (R,+) satisfying
Q∗ = Q and QR ∩ RQ ⊆ Q or as a ∗-biideal, i.e. a subgroup B of (R,+) which
satisfies B∗ = B and BRB ⊆ B. Since quasiideals are not necessarily subrings, the
suitable structure to replace one-sided ideals in the theory of ∗-radicals seems to be
that of ∗-biideals.

The first result underlining this conjecture has been given by Loi in 1990:
Theorem 5.1 ([12]). A semiprime ring R with involution has d.c.c on principal

right ideals (when considered just as a ring) if and only if R has d.c.c. on principal

∗-biideals (i.e. ∗-biideals generated by a single element).

This theorem was generalised by Aburawash in 1991:

Theorem 5.2 ([1]). A semiprime ring R with involution has d.c.c. on right ideals

(when considered as a ring) if and only if it has d.c.c. on ∗-biideals. Moreover, such

a ring always has a.c.c.on ∗-biideals as well.
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In 1993, Beidar and Wiegandt proved

Theorem 5.3 ([3]). A ring R with involution has d.c.c on ∗-biideals if and only if

both R and its Jacobson radical J(R) are right- and left-artinian, i.e. have d.c.c.

on right and left ideals.

Remark 5.4. In the same paper an example of a ring with involution is given which,

considered just as a ring, has both a.c.c. on right and left ideals, but fails to have

a.c.c. on ∗-biideals.

Recently, ∗-primitive rings with involution have been studied. A ring R with
involution is called ∗-primitive if there is an irreducible R-left-module M satisfying
Ann∗

RM = 0.

It is well known (see for ex. [18]) that a ring with involution is ∗-primitive if and
only if considered without involution it is either a left-primitive ring or the subdirect
sum R/P ⊕sub R/P ∗ of a left and a right primitive ring.

A subdirect sum giving rather poor information, it seemed worth to look for a
new description of ∗-primitivity.

Let us recall that a ring R (without involution) is called primitive if there is a
faithful irreducible R-module, i.e. if R contains a maximal left ideal L such that
AnnRR/L = 0. AnnRR/L being the largest ideal of R contained in L, this means
that R contains a maximal left ideal L which does not contain any nonzero ideal
of R.

Now, the ∗-analogue is given by:

Theorem 5.5 ([14]). A ring R with involution is ∗-primitive if and only if it contains

a maximal ∗-biideal which does not contain any nonzero ∗-ideal of R.

Furthermore, in the same paper, the involution analogue of the well known state-
ment that a prime ring with a minimal left ideal is primitive has been proved.

Theorem 5.6 ([14]). A ∗-prime ring with involution with a minimal ∗-biideal is

∗-primitive.

Thus, the suitable structure to use in rings with involution instead of one-sided
ideals are the ∗-biideals.
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Radicals around Köthe’s problem

S. Tumurbat, R. Wiegandt

Abstract. Radicals γ will be studied for which the condition “A[x] ∈ γ for all nil rings
A” is equivalent to the positive solution of Köthe’s Problem (A[x] is Jacobson radical
for all nil rings A, in Krempa’s formulation). The closer γ is to the Jacobson radical,
the better approximation of the positive solution is obtained. Seeking, however, for
a negative solution, possibly large radicals γ are of interest. In this note such large
radicals will be studied.
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Keywords and phrases: Primitive and polynomial ring, Köthe’s Problem, nil and
Jacobson radical.

1 Introduction

We shall work with associative rings (not necessarily with unity element) and
Kurosh–Amitsur radicals. For details we refer to [4]. We shall use the following
letters for operators acting on classes of rings:

L lower radical operator;

U upper radical operator;

h homomorphic closure operator;

H hereditary closure operator.

Further notations:

N = {all nil rings}, the nil radical class;

J the Jacobson radical or radical class;

G the Brown–McCoy radical or radical class;

B the Behrens radical: the upper radical of rings with nonzero idempotents;

u the upper radical of uniformly strongly prime rings (a ring A is uniformly
strongly prime, if there exists a finite subset F ⊆ A such that xFy 6= 0 whenever
0 6= x, y ∈ A);

P = {all primitive rings};

Q = {A[x] | A ∈ N};

ℓ = LhQ;

K = UH(ℓ ∩ P);

M = U(ℓ ∩ P) may not be a radical class, though homomorphically closed.

c© S. Tumurbat, R. Wiegandt, 2004
Research supported by the Hungarian OTKA Grants T034530 and T043034.
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Köthe’s Problem (1930) asks as whether the sum of two nil left ideals is always a
nil left ideal. Krempa’s well-known criterion says that Köthe’s Problem is equivalent
to the condition: A[x] ∈ J for every A ∈ N , that is, Q ⊂ J .

This raises the possibility of approximating Köthe’s Problem by radicals. At
present, by [1], [2] we know that A ∈ N implies A[x] ∈ B ∩ u. Tumurbat [9] gave
the exact lower bound ℓ, and a positive solution of Köthe’s Problem is equivalent to
ℓ(A[x]) ⊆ J (A[x]) for all nil rings A.

McConnell and Stokes [6] introduced and investigated a non-hereditary radical
K, they proved that J ⊂ K and that Köthe’s Problem has a positive solution if and
only if A[x] ∈ K for every A ∈ N . Recently Sakhajev [7] announced the negative
solution of Köthe’s Problem. Thus, solving Köthe’s problem in the negative by
an explicitly given counterexample, possibly large radicals γ may be of interest for
which J ⊂ γ and A[x] ∈ γ for every A ∈ N . In this note we shall investigate such
large radicals.

2 An interval of radicals

Proposition 2.1. (i) For a radical γ, J ∩Q = γ∩Q if and only if J ∩hQ = γ∩hQ;

(ii) A ∈ N and A[x] ∈ M implies A[x] ∈ J ∩ ℓ;
(iii) M ∩Q = J ∩ Q = (J ∩ ℓ) ∩ Q.

Proof. (i) Straightforward.
(ii) If A ∈ N and A[x] /∈ J , then A[x] has a nonzero homomorphic image in ℓ∩P;

so A[x] /∈ M. Hence A ∈ N and A[x] ∈ M implies A[x] ∈ J , whence A[x] ∈ J ∩ ℓ.
(iii) Obvious by (ii). �

Proposition 2.2. Let γ be any radical. Then

(i) γ ∈ [ℓ ∩ J ,M] implies γ ∩ Q = J ∩ Q;

(ii) γ ∩ Q = J ∩ Q implies ℓ ∩ J ⊆ γ;

(iii) if γ is hereditary and γ ∩ Q = J ∩ Q, then γ ⊆ M.

Proof. (i) Since Q ⊂ ℓ, the equality (ℓ ∩ J ) ∩ Q = J ∩ Q is obvious.
Next, we prove that M∩Q = J ∩Q. Clearly J ⊆ M, therefore J ∩Q ⊆ M∩Q.

Assume that there exists a ring A[x] ∈ (M ∩ Q) \ J . Then A[x] ∈ ℓ and has a
nonzero homomorphic image B in P. Hence B ∈ ℓ ∩ P, and so A[x] /∈ M. This
contradiction proves that M ∩ Q ⊆ J ∩Q.

Let γ be any radical class in the interval [ℓ ∩ J ,M]. Then we have

J ∩Q = (ℓ ∩ J ) ∩ Q ⊆ γ ∩Q ⊆ M ∩ Q = J ∩ Q.

(ii) Assume that ℓ∩J 6⊆ γ, and A ∈ (ℓ∩J )\γ. Then every nonzero homomorphic
image B of A has a nonzero accessible subring C in hQ ∩ J = hQ ∩ γ ⊆ γ. Hence
A ∈ γ follows, contradicting A /∈ γ.

(iii) Suppose that γ 6⊆ M and A ∈ γ \ M. Then A has a nonzero homomorphic
image B ∈ γ ∩ ℓ∩P, and therefore B has a nonzero accessible subring C ∈ hQ∩P.
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Since γ is hereditary, also C ∈ γ ∩ hQ ∩ P holds. Hence γ ∩ hQ 6⊆ J ∩ hQ follows.
In view of Proposition 2.1 (i) this is a contradiction. �

Theorem 2.3. A radical γ is in the interval [ℓ∩J ,M] if and only if γ ∩ ℓ = J ∩ ℓ.

Proof. Assume that γ ∈ [ℓ∩J ,M]. Clearly ℓ∩J ⊆ γ and so ℓ∩J ⊆ ℓ∩γ. Suppose
that ℓ ∩ J 6= ℓ ∩ γ. Then there exists a ring A ∈ (ℓ ∩ γ) \ (ℓ ∩ J ), and necessarily
A /∈ J . Hence A has a nonzero homomorphic image B ∈ P ∩ ℓ, and so A /∈ M,
contradicting A ∈ ℓ ∩ J ⊆ γ ⊆ M.

Conversely, suppose that γ∩ℓ = J ∩ℓ for some radical γ. We claim that γ ⊆ M.
Assume that this is not true, and γ 6⊆ M. Then there exists a nonzero homomorphic
image of a ring A ∈ γ such that B ∈ γ∩(ℓ∩P) = (J ∩ℓ)∩P = {0}, a contradiction.
Hence γ ⊆ M. Further, J ∩ ℓ = γ ∩ ℓ ⊆ γ. �

Next, we give conditions equivalent to the positive solution of Köthe’s problem.

Theorem 2.4. The following conditions are equivalent:

(i) Köthe’s problem has a positive solution;

(ii) ℓ ⊆ J ;

(iii) ℓ ∩ P = {0};
(iv) K = {all rings} = M;

(v) Q ⊆ γ for any radical γ with ℓ ∩ J ⊆ γ.

Proof. The following implications are straightforward:

(i)=⇒(ii)⇐⇒(iii)⇐⇒(iv),

(ii)=⇒(v)=⇒(i). �

Corollary 2.5. Let γ be a radical such that Q ⊂ γ.

Then γ ⊆ M if and only if Köthe’s problem has a positive solution. In particular,

γ may be the Behrens, Brown–McCoy, uniformly strongly prime radicals, or the

upper radical of von Neumann regular rings.

Proof. Q ⊂ γ implies ℓ ⊆ γ, and so ℓ ∩ J ⊆ γ. Hence from Theorem 2.3 it follows
that ℓ ⊆ γ ∩ ℓ = J ∩ ℓ ⊆ J . Further, Q ⊂ B ∩ G ∩ u∩Uν is well-known (see [1] and
[2]). �

A radical γ is said to be polynomially extensible if A ∈ γ implies A[x] ∈ γ.

Corollary 2.6. Köthe’s problem has a positive solution if and only if the interval

[ℓ ∩ J ,M] contains a polynomially extensible radical.

Proof. If Köthe’s problem has a positive solution, then M = {all rings} is polyno-
mially extensible.

Let γ ∈ [ℓ ∩ J ,M] be a polynomially extensible radical. Then N ⊆ ℓ ∩ J ⊆ γ
implies Q ⊆ γ. Hence Theorem 2.4 (v) yields the assertion. �

Remark 2.7. In Corollaries 2.5 and 2.6 the class M can be replaced by the radical

K.
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3 On the radical K

As we have seen in Theorem 2.4, the radical K is not the class of all rings if and
only if ℓ ∩ P 6= {0}. This is the case precisely when there exists a polynomial ring
R[x] over a nil ring R which has a nonzero primitive homomorphic image. In this
section we shall discuss properties of the radical K and prove criteria of the positive
solution of Köthe’s Problem in terms of K.

Theorem 3.1. Köthe’s Problem has a positive solution if and only if the radical K

is hereditary.

Proof. If Köthe’s Problem has a positive solution, then ℓ ∩ P = {0} and K is the
class of all rings, which is trivially hereditary.

Conversely, suppose that K is hereditary. Let us consider an arbitrary nonzero
ring A and its Dorroh extension A1. We are going to prove that A1 ∈ K. Suppose
the contrary, that A1 /∈ K. Then A1 has a nonzero homomorphic image B1 ∈
H(ℓ ∩ P). Hence B1 is an accessible subring of a ring C ∈ ℓ ∩ P, and so has a
nonzero idempotent, the unity element e of B1. By a Zorn lemma argument C
has a subdirectly irreducible homomorphic image C/M ∈ ℓ possessing a nonzero
idempotent e + M in its heart. Thus C/M is in the Behrens semisimple class SB.
Taking into account that C/M ∈ ℓ, we conclude that there exists a nonzero accessible
subring D of C/M which is in SB ∩ hQ. Thus there exists a polynomial ring E[x]
over a nil ring E such that D ∼= E[x]/K. But by Beidar, Fong and Puczy lowski [1],
E ∈ N implies E[x] ∈ B and also D ∈ B, a contradiction. Hence A1 ∈ K. Thus by
A ⊳ A1 the hereditariness of K yields A ∈ K, which means that K is the class of all
rings, and so ℓ ∩ P = {0} and ℓ ⊆ J follows. Hence A ∈ N implies A[x] ∈ J . �

A ring A is said to be an s-ring if every primitive homomorphic image of A is
a reduced ring or has a homomorphic image with nonzero idempotent. Recall that
the class L of locally nilpotent rings is the Levitzki radical class. In the proof of
the next Proposition and in Theorem 4.5 we shall make use of the radicals ̺ and δ
which are the upper radicals of the classes

{A ∈ SL | every nil subring of A is in L}

and
{A ∈ SN | the nilpotent elements of A form a subring},

respectively.

Proposition 3.2. All s-rings are in the radical class K.

Proof. Suppose that A is an s-ring and A /∈ K. Then A has a nonzero homomorphic
image B which is an accessible subring of a ring C ∈ ℓ ∩ P. Hence also B is a
primitive ring. Suppose that B is a reduced ring. We choose an ideal I of C which
is maximal relative to I ∩ B = 0. Then by B ∼= (B + I)/I, we may assume that B
is an accessible subring in D = C/I. By induction we can see that B is an essential
accessible subring in D. Since B is primitive, we conclude that also D is primitive.
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By an iterated application of the Andrunakievich Lemma we get that a power J of
the ideal of D generated by B, is contained in B. Since B is primitive, necessarily
J 6= 0. Thus D has a nonzero ideal J contained in B. J is a reduced ring as B
is so. We show that also D is a reduced ring. Assume that a2 = 0 for a nonzero
element a ∈ D. Since D is primitive, necessarily aJa 6= 0 and so 0 6= aja ∈ J with a
suitable element j ∈ J . Hence 0 = aja · aja ∈ J follows, a contradiction. Thus D is
a reduced ring and D ∈ ℓ by C ∈ ℓ∩P. As proved in [9, Theorem 2.9], ℓ ⊂ ̺∩δ, and
so D ∈ ℓ ⊂ ̺. Hence D has a nonzero locally nilpotent ideal or D has a nil subring
which is not locally nilpotent, whence D is not reduced, a contradiction. Thus B
is not reduced, but B has a homomorphic image possessing a nonzero idempotent
as well as a subdirectly irreducible homomorphic image B/K which has a nonzero
idempotent in its heart H/K. Let us consider the ideal 〈K〉D of D generated by
K. Now we have K ⊆ 〈K〉D ∩ H. By the simplicity of H/K either 〈K〉D ∩ H = H
or 〈K〉D ∩ H = K. In the first case there exists a natural number n ≥ 3 such that
H = Hn = 〈K〉nD ∩ H ⊆ 〈K〉nD ⊆ K, contradicting H/K 6= 0. So 〈K〉D ∩ H = K.
Using the Zorn Lemma there exists an ideal M of D which is maximal relative
to M ∩ H = K. Then the factor ring D/M is subdirectly irreducible with heart
(H +M)/M ∼= H/K. Hence D/M ∈ ℓ\B, contradicting ℓ ⊂ B (cf. [1]). Thus A ∈ K

has been established. �

Applying Proposition 3.2 to some special cases of s-rings, we get

Corollary 3.3. All rings with unity element, all commutative rings and all rings

with d.c.c. on principal left ideals are in K.

For a ring A we denote by [A,A] the ideal of A generated by the commutators
[a, b] = ab − ba for all a, b ∈ A.

Theorem 3.4. The following conditions are equivalent:

(i) Köthe’s Problem has a positive solution,

(ii) if a finitely generated Jacobson semisimple ring A is in K, then also its

commutator ideal [A,A] is in K.

Proof. (i)=⇒(ii) Trivial by Theorem 2.4 (iv).
(ii)=⇒(i) Let F be a finitely generated free ring.
Clearly, also the unital extension F 1 of F is finitely generated, and both F and

F 1 are Jacobson semisimple. Hence by Corolary 3.3 the ring F 1 is in K, and by (ii)
we have that [F 1, F 1] ∈ K. Again by Corolary 3.3 the commutative ring F/[F,F ] is
in K. But [F,F ] = [F 1, F 1] ∈ K, so also F ∈ K.

Suppose that Köthe’s Problem has a negative solution. Then there exists a nil

ring A such that A[x] /∈ J . Hence there exists a polynomial f(x) =
n
∑

i=0

aix
i ∈ A[x]

such that f(x) has no quasi-inverse in A[x]. Let B denote the subring of A generated
by the elements a0, . . . , an ∈ A. By B ⊆ A, also B is a nil ring, further, also the
ring C generated by B and x is finitely generated. Since every finitely generated
free ring is in K, we have that C ∈ K. Further, from

C/B[x] ∼= {x} ∈ SJ
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it follows that J (C) ⊆ J (B[x]), and from B[x] ⊳ C we conclude that J (B[x]) ⊆
J (C). So D = C/J (B[x]) is a finitely generated Jacobson semisimple ring in K.
Applying condition (ii) we get that [D,D] ∈ K. Obviously we have

[D,D] = [B[x]/J (B[x]), B[x]/J (B[x])] .

Thus, we infer from Corollary 3.3 that

B[x]/J (B[x])

[D,D]
∈ K.

Hence B[x]/J (B[x]) ∈ K and by J (B[x]) ∈ K also B[x] ∈ K follows. Moreover,
using the fact that the Jacobson radical has the Amitsur property, we have

(

B

B ∩ J (B[x])

)

[x] ∼=
B[x]

(B ∩ J (B[x])[x]
=

B[x]

J (B[x])
⊳

C

J (B[x])
∈ SJ ,

and so (B/(B ∩ J (B[x]))[x] ∈ SJ . Thus, taking into account that B ∈ N , there
exists a nonzero homomorphic image E of (B/B ∩ J (B[x]))[x] such that
E ∈ P ∩ hQ ⊆ P ∩ ℓ. Hence E /∈ K, contradicting B[x] ∈ K. �

A finitely generated nil ring L is said to be strongly nil, if

i) L can be embedded into a ring A as a left ideal,

ii) A = L + K where K is a finitely generated nil left ideal of A and L ∩K = 0,

iii) A is generated by two nilpotent elements x ∈ L and y ∈ K.

Theorem 3.5. Köthe’s Problem has a positive solution if and only if L[x] ∈ K for

every strongly nil ring L.

Proof. Suppose that L[x] ∈ K for every strongly nil ring L, but Köthe’s problem
has a negative solution. Then, as is well-known (cf. Krempa [5] and Sands [8]),
there exists a nil ring B such that the 2 × 2 matrix ring M2(B) is not nil. Hence

there exists an element

(

a b
c d

)

∈ M2(B) which is not nilpotent. Nevertheless, the

elements x =

(

a 0
c 0

)

and

(

0 b
0 d

)

are nilpotent, as one readily sees. Let A denote

the subring of M2(B) generated by x and y, and L and K the left ideals of A
generated by x and y, respectively. Obviously, L as a ring is generated by elements
yixk (i ≥ 0, k ≥ 1) and K is generated by xkyi (k ≥ 0, i ≥ 1). Since x and y are
nilpotent elements, both L and K are finitely generated. Clearly A = L + K and
L ∩ K = 0. Thus both L and K are strongly nil rings, and so by the assumption
L[x] ∈ K and K[x] ∈ K. Hence by Proposition 2.1 (ii) we have L[x] ∈ J , K[x] ∈ J ,
and therefore A[x] = (L + K)[x] = L[x] + K[x] ∈ J . But then A is a nil ring, a
contradiction.

The opposite implication is obvious. �
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4 Radicals in [J , M]

Seeking for a positive solution of Köthe’s Problem, it is of interest to find radicals
γ for which A ∈ N implies A[x] ∈ γ and γ is “close” to J . Sakhajev [7], however,
states that Köthe’s Problem has a negative solution. Searching for a counterexample,
one has to find a nil ring A such that A[x] /∈ γ where γ is a possibly large radical in
the interval [J ,M]. The main goal of this section is to construct a rather big radical
Ξ such that J ⊂ Ξ ⊂ M.

McConnell and Stokes [6] considered the following generalization of the Jacobson
radical class

K = {A | (A, ◦) is a simple semigroup}

where ◦ denotes the adjoint operation a ◦ b = a + b + ab and simplicity means that
the semigroup has no proper ideals. In [6] it was proved, among others, that

(1) K is a non-hereditary radical;

(2) J ⊂ K ⊂ G and J = K ∩ B;

(3) Köthe’s problem has a positive solution if and only if A ∈ N implies A[x] ∈ K.
Notice that by (2), (3) requires seemingly less than Krempa’s criterion A ∈ N ⇒

A[x] ∈ J . Moreover, looking at the original definition of K in [6], one sees that K is

a polynomial but not a multiplicative radical in the sense of Drazin and Roberts [3].

Proposition 4.1. K ∈ [ℓ ∩ J ,K].

Proof. By (2) the containment ℓ ∩ J ⊂ K is clear. We show that J ∩ Q = K ∩Q.
Let A[x] ∈ K ∩ Q. Then by [1] we have A[x] ∈ B, and so A[x] ∈ K ∩ B = J . Thus
K∩Q ⊆ J ∩Q. The opposite inclusion is trivial. Applying Proposition 2.2 (iii), we
get that K ⊆ M and also K ⊆ K. �

For a radical γ we consider the classes

µγ = {A ∈ Sγ | A is a prime ring with a minimal left ideal}

and

νγ =

{

A ∈ Sγ

∣

∣

∣

∣

every nonzero prime homomorphic image of A

which is in Sγ, has no minimal left ideals

}

.

Proposition 4.2. If γ is a special radical, then γ = U(µγ ∪ νγ) = Uµγ ∩ Uνγ.

Proof. The inclusion γ ⊆ U(µγ∪νγ) is obvious. For proving U(µγ∪νγ) ⊆ γ, suppose
the contrary. Then there exists a ring A ∈ U(µγ∪νγ)\γ. Since γ is a special radical,
A has a nonzero prime homomorphic image B ∈ Sγ. Certainly B /∈ νγ . Hence B
has a nonzero prime homomorphic image C in Sγ which has a minimal left ideal.
Thus C ∈ µγ , a contradiction.

The proof of U(µγ ∪ Uνγ) = Uµγ ∩ Uνγ is straightforward. �

Let m stand for the class of all subdirectly irreducible rings with minimal left
ideals. Then in view of Proposition 4.2 the heart H(A) of any A ∈ m has a minimal
left ideal, and so by the Litoff Theorem H(A) is a locally matrix ring. Hence
H(A) contains a nonzero idempotent for every A ∈ m. Moreover the Weyl algebra



RADICALS AROUND KÖTHE’S PROBLEM 83

W = Q〈x, y〉 of rational polynomials with non-commuting indeterminates subject
to xy − yx = 1 is a simple ring with unity element which does not contain minimal
left ideals. From these considerations we conclude that B ⊂ Um.

Let ̺ and δ stand for the radicals introduced before Proposition 3.2, and put
κ = B ∩ u ∩ ̺ ∩ δ.

Proposition 4.3. ([9, Theorem 2.9]) If A ∈ N , then A[x] ∈ κ.

We shall denote by Ξ the upper radical class of the class

π = {A | A is an accessible subring of a primitive ring in κ}.

Proposition 4.4. K ⊂ Ξ 6⊆ U{S} for every simple ring S with unity element.

Proof. Suppose that K 6⊆ Ξ and there exists a ring A ∈ K\Ξ. Then A has a nonzero
primitive homomorphic image B in π ∩ K. Since κ ⊂ B and the hereditariness of B
implies π ⊂ B, by B ∈ K we get that B ∈ K ∩ B = J , contradicting the primitivity
of B. Thus K ⊆ Ξ. The left ideal L = Wy of the Weyl algebra W is a simple domain
without nonzero idempotents, as it is well known. So L ∈ B∩SJ and L /∈ u. Hence
L /∈ J = K ∩ B and L ∈ Ξ follow, implying L ∈ Ξ \ K and K ⊂ Ξ.

Since every simple ring with unity element is in Ξ, we have Ξ 6⊆ U{S}. �

Theorem 4.5. If A is a nil ring and A[x] ∈ Ξ, then A[x] ∈ J .

Proof. Since A is a nil ring, by [1] we have A[x] ∈ B ⊂ Um.

We shall show that A[x] ∈ Uνγ . Assume that A[x] /∈ Uνγ . Then A[x] has a
nonzero homomorphic image B in SJ , and so B has a nonzero primitive homomor-
phic image C. By Proposition 4.3 we have A[x] ∈ κ and also C ∈ κ. Hence A[x] /∈ Ξ,
a contradiction. Thus

A[x] ∈ Um ∩ UνJ ⊆ UµJ ∩ UνJ = J

in view of Proposition 4.2. �

To attempt the finding of an explicit counterexample, the following may be
helpful.

Corollary 4.6. The following assertiong are equivalent:

i) Köthe’s Problem has a positive solution;

ii) A[x] ∈ Ξ for every nil ring A;

iii) ℓ(A[x]) = Ξ(A[x]) for every nil ring A.

Proof. i)⇐⇒ii) If Köthe’s Problem has a positive solution, then we have

A[x] ∈ J ⊂ Ξ for every nil ring A.

Suppose that A[x] ∈ Ξ for every nil ring. Then by Theorem 4.5 we have A[x] ∈ J .

ii)⇐⇒iii) This is obvious by Theorems 2.4 and 4.5. �
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1 Introduction

A subtle fact of the theory of algebras over a field is the Wedderburn–Mal’cev
Theorem (see, e.g., [3, 4]). This Theorem was extended also to classes of topological
rings (see, e.g., [1, 10, 13]). The aim of this paper is an extension of the Wedderburn
Theorem to the class of bounded, linearly compact, monocompact rings.

2 Notation and conventions

All topological ring are assumed to be Hausdorff and associative (and not nec-
essarily with identity). If R is a topological ring and S ⊆ R, then by 〈S〉 the closed
subring of R generated by S is denoted.

A monocompact ring [11] is a topological ring R which is the reunion of its
compact subrings (equivalently, for each element x ∈ R the subring 〈x〉 is compact).

A topological ring R is called linearly compact [8] if it has a fundamental system
of neighborhoods of zero consisting of left ideals and every filter base consisting of
cosets relative to closed left ideals has a non-empty intersection.

A topological ring R is called hereditarily linearly compact [1] if every closed
subring is a linearly compact ring.

The class of hereditarily linearly compact rings is intermediate between compact
totally disconnected rings and linearly compact rings.

A topological ring R is called topologically locally finite [11] provided for every
finite subset F the subring 〈F 〉 is compact.

Recall that an element of a topological ring is called topologically nilpotent pro-
vided xn → 0.

The connected component of zero of a topological Abelian group R is denoted
by R0.

As usual, a local ring is a ring with identity having a unique maximal left ideal.

c© M.I. Ursul, I. Fechete, 2004
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A semiprimitive ring is a ring with identity whose Jacobson radical is zero.
If n is a natural number and R is a ring, then M (n,R) denotes the ring of n×n

matrices over R.
The symbol A ∼=top B means that topological rings A and B are isomorphic.

3 Semiprimitive LCM-rings

Definition 3.1. A LCM-ring is a linearly compact, monocompact ring, having a

fundamental system of neighborhoods of zero consisting of ideals.

Example 3.2. Let F be any field which is an infinite algebraic extension of a finite

field. Then the ring

[

F F

0 F

]

is a discrete LCM-ring.

Lemma 3.3. For any topologically nilpotent element a of a compact ring R and any

integers cn ∈ Z, the series
∞
∑

n=1

cnan converges.

Proof. We may consider without loss of generality that R is quasi-regular. We may
consider that R = 〈a〉 .

The ring R/R0 has a a fundamental system of neighborhood of zero consisting
of ideals. Evidently, R/R0 is topologically nilpotent. By theorem of Kaplansky
[11, Theorem 2.5.7], R0R = RR0 = 0, hence R is quasi-regular and so is topologi-

cally nilpotent. Since R is complete, by the Cauchy criterion, the series
∞
∑

n=1

cnan is

convergent. �

Recall that a ring R is called SBI-ring [6] if for any a ∈ J (R) there exists an
x ∈ J (R) such that:

(i) x2 + x = a;

(ii) for all z ∈ J (R) , az = za implies xz = zx.

Theorem 3.4. Any topological ring R whose Jacobson radical J (R) is monocompact

is a SBI-ring.

Proof. Let a ∈ J (R) . Then 〈a〉 ⊆ J (R) and 〈a〉 is compact. Consider the sequence

c1 = 1, ck = −
k−1
∑

i=1

cick−i, k = 2, 3, ...,

of integers. Then, by Lemma 3.3, x =
∞
∑

n=1

cnan exists. Evidently, x2 + x = a and

for all z ∈ J (R) , az = za implies xz = zx. �

Corollary 3.5. (see [6, p. 125]). Any compact ring is a SBI-ring.

Corollary 3.6. Any countably compact ring with identity is a SBI-ring.
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Lemma 3.7. If R is a LCM-ring, R′ is a topological ring having a fundamental

system of neighborhoods of zero consisting of left ideals and f : R → R′ is a surjective

continuous homomorphism, then R′ is a LCM-ring, too.

Proof. Indeed, R′ is linearly compact. Since R is the union of its compact subrings,
R is the union of its compact subrings, too. Therefore R′ is monocompact, hence
R′ is LCM-ring. �

Corollary 3.8. If R is a LCM-ring and V is an open ideal, then the quotient ring

R/V is a discrete LCM-ring.

Lemma 3.9. Any discrete LCM-ring R is locally finite.

Proof. For every x ∈ R, the subring 〈x〉 is finite, hence J (R) is a nilring. By [11,
Theorem 2.9.30], J (R) is a locally nilpotent ideal and so J (R) is locally finite.

The ring R/J (R) is isomorphic to a finite product M (n1,∆1)×· · ·×M (nk,∆k) ,
where ∆1, · · · ,∆k are algebraic extensions of finite fields. It follows that R/J (R) is
locally finite. Since the class of locally finite rings is closed under extensions, R is a
locally finite ring. �

Problem 3.10. Let R be a linearly compact ring and I be a closed left topological

nilideal. Is then I locally topologically nilpotent?

In the case when R has a fundamental system of neighborhoods of zero consisting
of ideals, the Problem 3.10 has a positive answer, according to [11, Theorem 2.9.30].

Theorem 3.11. If R is a LCM-ring then R is topologically locally finite.

Proof. By Corollary 3.8 and Lemma 3.9, for every open ideal V, the quotient ring
R/V is a locally finite ring. Then R ∼=top lim

←−

R/V is a topologically finite ring. �

Corollary 3.12. Any LCM-ring is a SBI-ring.

Lemma 3.13. The Jacobson radical J (R) of a LCM-ring R is monocompact.

Proof. By Leptin’s Theorem [7], J (R) is a closed ideal of R. �

Theorem 3.14. If R is a LCM-ring with identity, R/J (R) is topologically isomor-

phic to M (n,∆) where ∆ is a division ring, then R ∼=top M (n, P ) where P is a

LCM-ring and P/J (P ) is topologically isomorphic to ∆.

Proof. By Lemma 3.13, J (R) is monocompact and by Theorem 3.4, R is a SBI-
ring.

By [5, Theorem 3.8.1], R ∼= M (n, P ), where P is a ring with identity and
P/J (P ) ∼= S. We identify R with M (n, P ). By [11, Theorem 2.6.65], there exists
a topology T0 on P such that the ring M (n, P ) is equipped with the canonical
topology of a matrix ring. Since (P,T0) is topologically isomorphic to eM (n, P ) e
for some idempotent e, (P,T0) is a LCM-ring. �
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Lemma 3.15. If R is a left linearly compact discrete ring, then any family

{eα : α ∈ Ω} of orthogonal idempotents of R is finite.

Proof. Indeed, if there exists a sequence (eαn)n≥1
of pairwise different, non-zero

elements of {eα : α ∈ Ω}, then
∞
∑

n=1

Reαn is an infinite direct sum of left ideals, a

contradiction. �

Lemma 3.16. If R is a LCM-ring then each family {eα : α ∈ Ω} of orthogonal

idempotents is summable.

Proof. Since R has a fundamental system of neighborhoods B of zero consisting of
ideals,

R ∼=top lim
←−

{R/V : V ∈ B} ⊆
∏

V ∈B

R/V.

For each W ∈ B denote by prW the canonical projection of
∏

V ∈B

R/V on R/W .

Since, {prV (eα) : α ∈ Ω} is a family of orthogonal idempotents, by Lemma 3.15,
this family is finite, therefore it is summable. By [2, Proposition 3.5.4], the family
{eα : α ∈ Ω} is summable in

∏

V ∈B

R/V. Since lim
←−

{R/V : V ∈ B} is a closed subring

in
∏

V ∈B

R/V, this family is summable in lim
←−

{R/V : V ∈ B} ,too. �

Theorem 3.17. An LCM-ring R is semiprimitive if and only if

R ∼=top

∏

α∈Ω

M (nα, Rα) ,

where each Rα is an algebraic extension of a finite field.

Proof. Suppose that R is semiprimitive. By Leptin’s Theorem [7],

R ∼=top

∏

α∈Ω

M (nα, Rα) ,

where each Rα is a division ring. Since each Rα is monocompact, every subring of
Rα generated by one element is finite. Therefore, each Rα has a finite characteristic
and can be regarded as an algebra over a finite field Fα. Since Rα is monocompact,
Rα is an algebraic algebra over Fα and by Theorem of Jacobson [5, Theorem 7.12.2],
Rα is commutative.

Conversely, let R ∼=top

∏

α∈Ω

M (nα, Rα) where each Rα is an algebraic extension

of a finite field. Let x = (xα)α∈Ω
∈
∏

α∈Ω

M (nα, Rα) . Then for every β ∈ Ω,

prβ 〈x〉 ⊆
〈

prβ (x)
〉

= 〈xβ〉 ,

hence 〈x〉 ⊆
∏

α∈Ω

〈prα (x)〉 . Since every subring 〈prα (x)〉 is finite, by Theorem of

Tihonov,
∏

α∈Ω

〈prα (x)〉 is compact and so 〈x〉 is compact. �
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4 Wedderburn decomposition of LCM-rings

We say that a topological ring R admits a Wedderburn decomposition in the

category of topological rings [1] if the Jacobson radical J (R) is closed and there
exists a closed subring S such that:

(i) R = S + J (R) ;

(ii) S ∩ J (R) = 0;

(iii) the restriction of the canonical homomorphism ϕ : R → R/J (R) to S is a
topological isomorphism.

We will use below the following Theorem of Zelinsky:

Theorem 4.1 (13). . If R is a compact ring of prime characteristic p, then there

exists a compact subring S of R such that R = S + J (R) .

Lemma 4.2. If R is a local LCM-ring, R/J (R) is finite and char R = p is a

prime number, then there exists a finite subring F of R which is a field, such that

R = F + J (R) .

Proof. The group of units U (R/J (R)) of the field R/J (R) is cyclic. Denote by
φ the canonical homomorphism of R onto R/J (R) . Let θ ∈ R such that φ (θ) is a
generator of U (R/J (R)) . The subring 〈θ〉 is compact; evidently, R = 〈θ〉 + J (R) .
By Theorem ??, there exists a subfield F of 〈θ〉 such that 〈θ〉 = F + J (〈θ〉) . Since
J (〈θ〉) is topologically nil, J (〈θ〉) ⊆ J (R) , hence R = F + J (R) . �

Remark 4.3. If K is a compact subring of R, then J (K) = J (R) ∩ K.

Indeed, since J (R) ∩ K is a topologically nil ideal of K, we obtain that
J (R) ∩ K ⊆ J (K) . Conversely, since K/ (J (R) ∩ K) ∼=top (K + J (R)) /J (R) and
(K + J (R)) /J (R) is a subfield of R/J (R) or 0, we obtain that J (K) ⊆ J (R)∩K.

Lemma 4.4. Let R be a local LCM-ring of prime characteristic p. Then there exists

a finite subring F of R which is a field, such that R = F + J (R) .

Proof. Denote by ϕ the canonical homomorphism of R onto R/J (R) .

Consider that R/J (R) =
∞
⋃

i=1

Ki , where each Ki is a finite subfield of R/J (R)

and K1 ⊆ K2 ⊆ · · · ⊆ Kn ⊆ · · · .

Let K1 = 〈ϕ (x1)〉 and consider the subring 〈x1〉 of R. By Theorem of Zelinsky,
there exists a finite subring S1 of 〈x1〉 such that

〈x1〉 = S1 + J (〈x1〉) .

Assume that we have constructed for a positive integer n, a set {S1, · · · , Sn} of
subrings of R which are finite fields, such that:
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(i) S1 ⊆ S2 ⊆ · · · ⊆ Sn;

(ii) ϕ (Si) = Ki , i = 1, ..., n.

Since Kn+1 is a finite field, there exists xn+1 ∈ R such that Kn+1 = 〈ϕ (xn+1)〉 .
Again, by Theorem of Zelinsky there exists a finite subring P of 〈x1〉 which is a field
such that

〈xn+1〉 = P + J (〈xn+1〉) .

Evidently, ϕ (P ) = ϕ (〈xn+1〉) = Kn+1. Therefore P is isomorphic to Kn+1. We
note that P contains a subfield Q isomorphic to Kn. Consider the subring 〈Q,Sn〉
of R. By Theorem 3.11, 〈Q,Sn〉 is compact. Since R/J (R) contains a unique
subfield isomorphic to Kn , we obtain that ϕ (Q) = ϕ (Sn) = Kn . It follows that
ϕ (〈Q,Sn〉) ⊆ 〈ϕ (Q) , ϕ (Sn)〉 = Kn. Since ϕ (〈Q,Sn〉) ⊇ ϕ (Sn) = Kn, we obtain
that ϕ (〈Q,Sn〉) = Kn. Since ϕ (Q) = ϕ (Sn) = Kn ,

〈Q,Sn〉 = Q + J (〈Q,Sn〉) = Sn + J (〈Q,Sn〉) .

By Theorem of Mal’cev (see, for example [11, Theorem 2.10.3]), there exists a ∈
J (〈Q,Sn〉) ⊆ J (R) , such that

Sn = (1 + a)−1 Q (1 + a) .

Then
(1 + a)−1 P (1 + a) ⊇ (1 + a)−1 Q (1 + a) = Sn .

Put
Sn+1 = (1 + a)−1 P (1 + a) .

Then Sn+1 is a field, Sn ⊆ Sn+1 and

ϕ (Sn+1) = (ϕ (1 + a))−1 ϕ (P ) ϕ (1 + a) = ϕ (P ) = Kn+1.

We constructed a sequence

S1 ⊆ S2 ⊆ · · · ⊆ Sn ⊆ · · ·

of subrings of R which are finite fields and ϕ (Sn) = Kn , for each n ∈ N. Then

S =
∞
⋃

i=1

Si is a subring of R which is a field and

ϕ

(

∞
⋃

i=1

Si

)

=

∞
⋃

i=1

ϕ (Si) =

∞
⋃

i=1

Ki = R/J (R) .

Therefore R = S + J (R) . Since S ∩ J (R) = 0 and J (R) is open in R, we obtain
that R is a topological direct sum of R and J (R) . �

Lemma 4.5. Let R be a LCM-ring with identity such that R/J (R) ∼= M (n,∆)
where ∆ is a division ring. Then there exists a subring S of R isomorphic to

M (n,∆) such that R = S + J (R) .
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Proof. By Theorem 3.14, there exists a local LCM-ring P such that R ∼=top

M (n, P ) . By Lemma 4.4, there exists a subring S of P such that P = S + J (P ) a
topological direct sum of S and J (P ). We identify R with M (n, P ) . Then

M (n, P ) = M (n, S) + M (n, J (P ))

and

M (n, S) ∩ M (n, J (P )) = 0.

The subring M (n, S) is discrete and J (M (n, P )) = M (n, J (P )) . �

Theorem 4.6. Let f : R → R′ be a continuous homomorphism of a LCM-ring R
with identity e on a LCM-ring R′ with identity e′ and Kerf ⊆ J(R). If {e′α : α ∈ Ω}
is a family of orthogonal idempotents, e′ =

∑

α∈Ω
e′α, then there exists a family

{eα : α ∈ Ω} of orthogonal idempotents such that e =
∑

α∈Ω
eα, f(eα) = e′α, α ∈ Ω.

The proof of this Theorem is analogous to the proof of Theorem 2.6.57 from [11].

The following Theorem was proved for compact rings by Z.S. Lipkina [9].

Theorem 4.7. Let R be an arbitrary LCM-ring. Then there exists a closed subring

A, topologically isomorphic to a product of primary LCM-rings such that R = A +
J(R).

The proof of this Theorem is analogous to the proof of Theorem 2.6.58 from [11].

Theorem 4.8. Let R be a LCM-ring of prime characteristic. Then there exists a

closed subring S such that R = S ⊕ J (R) (a topological direct group sum).

Proof. By Theorem 4.7, there exists a closed subring A, such that A ∼=top

∏

α∈Ω
Rα ,

where each Rα is a primary ring and R = A+J (R) . By Lemma 4.5, for each α ∈ Ω,
there exists a subring Sα, such that Rα = Sα + J (Rα) . Since J

(
∏

α∈Ω
Rα

)

=
∏

α∈Ω
J (Rα) , there exists a subring S of the ring A, topologically isomorphic to

∏

α∈Ω
Sα, such that A = S + J (A) .

We note that J (A) ⊆ J (R) . Indeed, since

R/J (R) = (A + J (R)) /J (R) ∼= A/ (A ∩ J (R)) ,

A/ (A ∩ J (R)) is semiprimitive, hence J (A) ⊆ J (R) .

Therefore

R = A + J (R) = S + J (A) + J (R) = S + J (R)

and, evidently, S ∩ J (R) = 0.

We affirm that this sum is a topological direct sum. Indeed, let ϕ : R → R/J (R)
the canonical homomorphism. Since ϕ |S : S → R/J (R) is a continuous isomor-
phism of semiprimitive linearly compact rings, ϕ |S is a topological isomorphism.
By [1, Lemma 13], this sum is a topological. �
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A REPUBLICII MOLDOVA. MATEMATICA
Number 1(44), 2004, Pages 93–97
ISSN 1024–7696
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Abstract. We will present here some recent results concerning totally bounded
topological rings. Most results will be presented but not proved.
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pact group, the pointwise topology, atomic boolean ring, Bohr compactification of a
topological ring.

All topological spaces are assumed to be Tychonoff. Topological groups are as-
sumed to be Hausdorff. Topological rings are assumed to be associative and Haus-
dorff. The Jacobson radical of a ring R will be denoted J(R). The symbol R = A⊕B
means that the group R is a topological direct sum of its subgroups A and B.

A topological space X is called:
pseudo-compact provided each real-valued function on it is bounded;
countably compact provided each countable open cover has a finite subcover.

The closure of a subset A of a topological space X will be denoted by A. If R is
a ring and A its subset, then 〈A〉 stands for the subring of R generated by A.

We will examine endomorphisms of linear spaces over finite fields by using of
pointwise topology.

Let k be a finite field and V be a linear k-space. Recall that the pointwise

topology on EndV is given by a fundamental system of neighbourhoods of zero
consisting of subsets of the form T (K) = {α : α ∈ EndV, α(K) = 0}, where K
runs all finite subsets of V. We will consider EndV as a topological ring with the
pointwise topology. Below GL(V ) stands for the topological group of all invertible
elements of EndV with respect to the pointwise topology.

The pointwise topology allows to study some endomorphisms of V.

Definition 1. An element α of EndV is called: topologically nilpotent provided it

is a topologically nilpotent element of EndV ; compact provided the subring 〈α〉 is

compact; topologically unipotent provided the element 1−α is topologically nilpotent;

semisimple provided the subring 〈α〉 is a compact semiprimitive ring.

Recall that an element α ∈ EndV is called locally finite provided V is decomposed
in a direct sum of α-invariant finite-dimensional subspaces.

Remark 1. It follows from ([18], Theorem 19.4) that if k is a finite field, V a left

vector k-space, then α ∈ EndV is compact ⇔ for every v ∈ V , the subset 〈α〉 v is
finite.

c© M.I. Ursul, A. Tripe, 2004
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We note that every locally finite element of EndV is compact. The following
example shows that the reverse affirmation is not true:

Let k be any finite field and V a linear k-space of countable infinite dimension.
Fix a countable base {vi : i ∈ ω}. Let α ∈ EndV, α(v0) = 0, and α(vi) = vi−1 for
i > 0. Each nonzero α-invariant linear subspace of V contains kv0, hence V cannot
be decomposed in a direct sum of finite-dimensional α-invariant subspaces, i.e., α is
not locally finite. It follows from Remark 1 that α is compact.

Proposition 1. Let V be a linear space over a finite field k and α ∈ EndV a

compact element. Then:

i) there exist unique elements αs, αn such that α = αs +αn, where αs is semisim-

ple, αn is topologically nilpotent, and αsαn = αnαs;

ii) if α ∈ GL(V ), then there exist unique elements αs, αu ∈ GL(V ) satisfying

the conditions: αs is semisimple, αu topologically unipotent, α = αsαu, and αsαu =
αuαs.

In analogy with the theory of linear algebraic groups we shall call the decompo-
sition α = αs + αn the additive Jordan decomposition of α and the decomposition
α = αsαu for an invertible α the multiplicative Jordan decomposition for α.

Theorem 2. Let R = S ⊕ J(R) be Wedderburn-Mal’cev decomposition of a com-

pact ring with identity of prime characteristic. Then U(R) = U(S) · (1 + J(R)),
U(S) ∩ (1 + J(R)) = 1, i.e., U(R) is a semidirect topological product of U(S) and

1 + J(R).

Theorem 3. Let V be a linear space over a finite field k. If H is a closed subgroup

of GL(V ), x ∈ H,x is compact, x = xsxu its multiplicative Jordan decomposition

then xs ∈ H and xu ∈ H.

Theorem 4 [15]. Let R be a countably compact ring with identity. The following

conditions are equivalent:

1) U(R) is a torsion group;

2) R has a finite characteristic and there exist two different positive integers n
and k such that the ring R satisfies the identity xn = xk;

3) R is a locally finite ring;

4) for every x ∈ R the subring 〈x〉 is finite.

Theorem 5 [15]. Let R be a compact ring with identity. Then the following

conditions are equivalent:

1) U(R) is a torsion group;

2) R(+) is a torsion group and R/J(R) ∼=top Lm1
1 × · · ·×Lmn

n , where L1, · · · , Ln

are finite simple rings and m1, . . . ,mn are arbitrary cardinal numbers.

In 1988–1997 there appeared a number of interesting papers of Jo-Ann Cohen,
Kwangil Koh and I. W. Lorimer concerning groups of units of compact rings with
identity [1–11].
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A topological ring R is a semidirect product of a subring S and an ideal I provided
R is a topological group sum of S and I.

The following Theorem of A.Tripe generalizes a result obtained by Jo-Ann Cohen
and K.Koh [10]:

Theorem 6 [14]. Let R be a countably compact ring with identity. Then the group

U(R) is simple iff R is a boolean ring or it is topologically isomorphic to one of the

following rings:

1) A0×I where A0 is a finite field of cardinality 3 or 2m where 2m−1 is a prime

number (=a prime number of Mersenne);

2) A0 × I where A0 is the ring of n × n matrices over Z/(2), n ≥ 3;
3) a semidirect product of I and Z/(4);
4) a semidirect product of I and Z/(2)[x]/(x2);
5) a semidirect product of I and M(2, Z/(2)),
where in all cases I is a countably compact boolean ring.

There are examples showing that in 3), 4), 5) the semidirect product cannot be
replaced by direct products.

There is a gap between pseudo-compactness and countable compactness:

Theorem 7 [16]. Let k be a finite field and X a set of cardinality 2ω. Then the

ring k[X] of polynomials over X with coefficients from k admits a pseudo-compact

ring topology.

As follows from Chevalley’s Theorem ([19], Chapter II, Theorem13) if (R,T ) is
a commutative compact Noetherian ring and T1 is a ring topology on R such that
(R,T1) has a fundamental system of neighbourhoods of zero then T ≤ T1. We extend
this assertion to the noncommutative case:

Theorem 8. Let (R,T ) be a compact left Noetherian ring with identity. If T1 is a

ring topology on R and (R,T1) has a fundamental system of neighbourhoods of zero

consisting of left ideals then T ≤ T1.

Proof. Any left ideal of R is closed in (R,T ). Let {Vα}α∈Ω be a fundamental system
of neighbourhoods of zero of (R,T1) consisting of left ideals. If V is an open ideal of
(R,T ), then {0} ⊆ ∩α∈ΩVα ⊆ V. By compactness of (R,T ) there exist α1 . . . , αn ∈ Ω
such that Vα1 ∩ · · · ∩ Vαn ⊆ V. Therefore V is an open ideal of (R,T1). Since V was
arbitrarily, T ≤ T1. �

Recall that if a, b are two elements of a boolean ring R, then put a ≤ b if ab = a.
An element a of a boolean ring R is called an atom provided a 6= 0 and for each
x ∈ R, x ≤ a, x 6= a, x = 0. A boolean ring R is called atomic provided for each
x ∈ R, x 6= 0, there exists at least one atom a such that a ≤ x.

Theorem 9. Let R be an atomic boolean ring. Then there exists a totally bounded

ring topology T0 on R such that T0 ≤ T1 for each Hausdorff ring topology T1

on R.
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Proof. Consider the family B consisting of ideals of the form Ann(a), a ∈ R.
Each element of B is a maximal ideal of R, hence it is cofinite. We note that B
is a filter base. Indeed, let a1, a2, ..., an ∈ R. Then there exists a ∈ R such that
Ra1 +Ra2 + ...+Ran = Ra. Evidently, Ann(a) = Ann(a1)∩Ann(a2)∩ ...∩Ann(an).
We affirm that ∩B = 0: Let 0 6= x ∈ R. If a is an atom of R, a ≤ x, then xa = a,
hence x /∈ Ann(a) = R(1 − a) ∈ B. It follows that B gives a totally bounded ring
topology T0 on R. If T1 is another T1-ring topology on R, then each Ann(a) is closed
in (R,T1) and cofinite, hence Ann(a) is open in (R,T1) and so T0 ≤T1. �

Corollary 10. The quasicomponent of any atomic topological T1-ring is equal to

zero.

The notion of the Bohr compactification of a topological ring was introduced by
Holm [12, 13].

Definition 2. Let (R,T ) be a topological ring. A pair ((bR, bT ), bR) with the

following properties is called a Bohr compactification of (R,T ):
1) (bR, bT ) is a compact ring;

2) bR is a continuous homomorphism from (R,T ) onto a dense subring (bR, bT );
3) for every continuous homomorphism α of (R,T ) into a compact ring C there

exists a continuous homomorphism α̂ : (bR, bT ) → C such that α̂ ◦ bR = α.

Theorem 11. Every topological ring (R,T ) has a Bohr compactification unique up

to an isomorphism.

It is interesting to calculate the Bohr compactification of concrete topological
rings.

Theorem 12 [12]. The Bohr compactification b(Z,Td) of the ring of integers is

isomorphic to
∏

p∈P Zp as a topological ring.

Theorem 13 [12]. Let R be a ring furnished with the discrete topology, bR its

Bohr compactification, P (R) the lattice of all precompact ring topologies on R, and

C(bR) the lattice of closed ideals of bR. Then there is a lattice antiisomorphism

Φ : P (R) → C(bR) such that bR/Φ(T ) is isomorphic to the completion of (R,T ).

In [12] was introduced the concept of a van der Waerden ring: A compact ring
(R,T ) is called a vdW-ring provided each ring homomorphism h : (R,T ) → (K,U)
with (K,U) is continuous.

Fix a faithful indexing {Rn : n ∈ ω} of all matrix rings over finite fields. By
Theorem of Kaplansky a semiprimitive ring R is of the form R =

∏

n∈I Rαn
n for

suitable I = I(R) ⊆ ω and cardinal numbers αn = αn(Rn).

Theorem 14 [12]. Let R be a compact semiprimitive ring with Kaplansky represen-

tation R =
∏

n∈I Rαn
n . In order that R be a vdW-ring it is necessary and sufficient

that each αn be finite.

A compact ring with identity is a vdW-ring iff every cofinite ideal is open.

Theorem 15 [12, 17]. A compact semisimple ring admits a unique pseudo-compact

topology iff it is metrizable.
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Convolution rings were defined and studied in [22] as a unifying procedure to de-
scribe a wide variety of ring constructions. Every convolution ring is determined by
a convolution type. This type is then imposed on a ring A to give the corresponding
convolution ring C(A). For example, a polynomial convolution type is defined which
leads to the polynomial rings A[x]. Other examples include the direct product of a
ring with itself, matrices (finite, infinite or structural), incidence algebras, necklace
rings, quaternion rings, etc.

Here we will study the radical theory of convolution rings. The language of
convolution rings will enable us to formulate that which is common to all the ring
constructions under consideration. But it will also enable us to isolate those prop-
erties of convolution types which will enforce certain properties on the radicals of
the convolution rings.

1 Introduction

Convolution types have been defined for classes of R-algebras (R any ring), but
here we restrict ourselves to the class of all rings (Z-algebras). We recall from [22]:

Definition 1. A convolution type T is a quadruple T = (X,S, σ, τ) where X is a

non-empty set, S is a non-empty set of subsets of X with S 6= {X}, for every x ∈ X,
σ(x) is a non-empty subset of X ×X and τ is a function τ : X ×X → Z subject to:

(C1) Y1, Y2 ∈ S implies there exist a Y ∈ S with Y ⊆ Y1 ∩ Y2.
(C2) Y1, Y2 ∈ S implies there exist a Y ∈ S such that for all (s, t) ∈ σ(y), y ∈ Y,

either s ∈ Y1 or t ∈ Y2.
(C3) For all Y1, Y2 ∈ S, x ∈ X, the set {(s, t) ∈ σ(x) | s ∈ XrY1 and t ∈ XrY2}

is finite.

(A1) For all (s, t) ∈ σ(x), (p, q) ∈ σ(s) there exists a unique v ∈ X with (p, v) ∈
σ(x), (q, t) ∈ σ(v) and such that τ(s, t)τ(p, q) = τ(p, v)τ(q, t).

(A2) For all (s, t) ∈ σ(x), (p, q) ∈ σ(t) there exists a unique u ∈ X with (u, q) ∈
σ(x), (s, p) ∈ σ(u) and such that τ(s, t)τ(p, q) = τ(u, q)τ(s, p).

c© Stefan Veldsman, 2004
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Let T be a convolution type and let A be a ring. Let C(A,T ) = {f : X →
A |there exists a Y ∈ S, in general depending on f, such that f(y) = 0 for all
y ∈ Y }. This set Y associated with f ∈ C(A,T ) is called a zero-set for f (it need
not be unique) and when necessary denoted by Yf . On the set C(A,T ) we define
the following operations: For f, g ∈ C(A,T ) and x ∈ X,

componentwise addition (f + g)(x) = f(x) + g(x) and

convolution product (fg)(x) =
∑

(s,t)∈σ(x)
τ(s, t)f(s)g(t).

Then C(A,T ) is a ring with respect to these operations. Usually we will write
C(A) for C(A,T ). Many examples were given in [22], as well as some first results
on ideals and homomorphisms of convolution rings. We recall one which will often
be used. Let I be an ideal of a ring A and let θ : A → A/I be the corresponding
surjective homomorphism. Then C(θ) : C(A) → C(A/I), defined by (C(θ))(f) :=
θ ◦ f for all f ∈ C(A), is a surjective homomorphism with ker C(θ) = C(I), i.e.
C(A/I) ∼= C(A)/C(I).

For a given convolution type and a radical, the single most important problem
is to determine the radical of the convolution ring C(A). Preferably one would
like to express it in terms of the radical of the underlying ring A. For this to be
possible, some connection between A and C(A) will be required. To ensure this, we
will impose further conditions on the convolution type. These conditions (except
Example 3.1 for infinite sets X) will be in force for the remainder of this paper and
all the examples discussed below will satisfy these conditions.

Let T = {t ∈ X | (t, t) ∈ σ(t) and τ(t, x) = 1 = τ(x, t) for all x ∈ X}. This
set could be empty, but the first of the next three conditions, which we require the
convolution type to satisfy, will ensure that T 6= ∅.

(T1) For every x ∈ X, there exists unique lx ∈ T and rx ∈ T such that (lx, x) ∈
σ(x) and (x, rx) ∈ σ(x).

(T2) If (p, q) ∈ σ(x) and p ∈ T (respt. q ∈ T ), then q = x (respt. p = x).

(T3) There exists YT ∈ S such that T ⊆ X \ YT .

It then follows from [22] that the mapping ι : A → C(A) defined by

ι(a) = ιa : X → A with

ιa(x) =

{

a if x ∈ T
0 if x /∈ T,

is a well-defined injective ring homomorphism. If the ring A has an identity 1A, then
C(A) has an identity e := ι1A

and the ideal in C(A) generated by A coincides with
C(A) since e ∈ A.

We should point out that the embedding of A in C(A) need not be unique.
Suppose T 6= ∅ and choose t0 ∈ T fixed. The mapping ς : A → C(A) defined by

ς(a) = ςa : X → A with

ςa(x) =

{

a if x = t0
0 if x 6= t0
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is also an embedding of A into C(A). In this case, however, an identity in A need
not ensure that C(A) has an identity. When |T | = 1, this distinction falls away,
since then ι = ς. Without further notice we will regard ι, as defined above, as our
canonical embedding of A into C(A).

2 Radical theory

Throughout this section, T = (X,S, σ, τ) is a convolution type. Unless men-
tioned explicitly otherwise, all radicals will be in the sense of Kurosh-Amitsur and
when we say that α is a radical, α will denote both the class of radical rings as well
as the radical map which assigns to a ring A its radical α(A). For any class of rings
A, SA will denote the class SA = {A | 0 6= I � A ⇒ I /∈ A}. In particular, if α is a
radical class, Sα is the semisimple class of α.

For a given convolution type, the best possible scenario is α(C(A)) = C(α(A))
for all rings A and all radicals α. This can be realized, but only in a few very special
cases. For example, for any non-empty set X, let C(A) = ⊕x∈XA, the discrete direct
sum of |X|-copies of A (see Example 3.1 below). However, for most convolution types
one could have some radical α for which α(C(A)) = C(α(A)) holds for all rings A,
but for some other radicals these two subsets of C(A) need not even be comparable.
For a given radical α, it could also happen that α(C(A)) = C(α(A)) for a certain
convolution type, but for another convolution type, this equality need no longer be
true.

A radical α is said to be T -invariant if α(C(A)) = C(α(A)) for all rings A. There
are two (trivial) T -invariant radicals, namely α = {0} and α the class of all rings.
In general, invariance will depend on the convolution type as well as the properties
of the radical.

Recall, an ideal K of a convolution ring C(A) is called T −homogeneous if there
is an ideal I of the ring A such that K = C(I). This is equivalent to requiring the
equality C(K ∩ A) = K. Although homogeneity provides a useful link between the
ideals of C(A) and those of A, its real value only comes to the fore if an explicit de-
scription of the ideal K∩A of A is known. We also have a need for the following: The
ideal K of C(A) is called T − weakly homogeneous if C(K∩A) ⊆ K. The motivation
for these notions comes from the work of Amitsur [1] and subsequently Krempa [5] on
the radicals of polynomial rings. For polynomial rings, the homogeneity of α(A[x]),
i.e. α(A[x]) = (α(A[x]) ∩ a)[x], is sometimes referred to as the Amitsur Condition.
We will say the radical α is T −homogeneous if α(C(A)) = C(α(C(A)) ∩ A) for all
rings A and T − weakly homogeneous if C(α(C(A)) ∩A) ⊆ α(C(A)) for all rings A.
Usually we will drop the reference to the convolution type.

Let P be a function which assigns to each ring A and f ∈ C(A) a subset P (f,A)
of A subject to P (0, A) = {0}. In most cases we write P (f) for P (f,A). The most
frequent definition of P is: Let ∅ 6= W ⊆ X and let P (f) = f(W ), but other choices
will also be of some significance. When P (f) = f(W ) for all f, we sometimes write
P as PW . For I � A, let (I : P )C(A) = {f ∈ C(A) | P (f) ⊆ I}. When P = PW for
some W, we use the usual notation (I : W )C(A) = {f ∈ C(A) | f(W ) ⊆ I} in stead
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of (I : PW )C(A). To ensure that (I : P )C(A) is an ideal of C(A), it is sufficient to
require:

(i) For all f, g ∈ (I : P )C(A), P (f − g) ⊆ {a − b | a ∈ P (f), b ∈ P (g)}.
(ii) For all f ∈ (I : P )C(A) and h ∈ C(A), P (fh) ⊆ P (f)P (h) and P (hf) ⊆

P (h)P (f).
In particular, (I : W )C(A) will be an ideal of C(A) provided σ(w) ⊆ W × W for

all w ∈ W. If W = X, then this condition is trivially fulfilled and (I : X)C(A) = C(I)
is an ideal of C(A) as we already know.

The radical α will be called T − accessible if for all rings A there is an ideal I of
A and a function P such that α(C(A)) = (I : P )C(A) for all rings A. Note that if α
is accessible, P = PW for all f and W ∩ T 6= ∅, then I = α(C(A))∩A. Indeed, from
α(C(A)) = (I : W )C(A) it follows that α(C(A))∩A = (I : W )C(A)∩A = I. When I =
α(A) for all A, we say α is directly T −accessible, i.e. α(C(A)) = (α(A) : P )C(A) for
all A. Any invariant radical α is directly accessible with α(C(A)) = (α(A) : X)C(A).
For a homogeneous radical α, we know that α(C(A)) = (α(C(A))∩A : X)C(A), but
this does not necessarily mean that α is directly accessible.

We recall from [22]: Let D = {x ∈ X | σ(x) = {(x, x)}. If D 6= ∅, then there is
a surjective homomorphism θ : C(A) → (A/α(A))D with ker θ = (α(A) : D)C(A).

Since (A/α(A))D ∈ Sα, we have α(C(A)) ⊆ (α(A) : D)C(A). Moreover, for a fixed
d0 ∈ D, there is a surjective homomorphism γ : C(A) → A defined by γ(f) = f(d0).
Thus we have:

Proposition 1. Let T be a convolution type with D 6= ∅. For any radical α and

ring A,
(1) α(C(A)) ⊆ (α(A) : D)C(A) and

(2) C(A) ∈ α ⇒ A ∈ α.

Sometimes it is possible to embed a ring A as an ideal in C(A). More specifically

Proposition 2. Let T be a convolution type which satisfies the condition:

(T4) If t0 ∈ T such that (t0, x) ∈ σ(x) or (x, t0) ∈ σ(x), then x = t0.
Then A can be embedded as an ideal in C(A).

Proof. Define η : A → C(A) by η(a) = ηa : X → A

with ηa(x) =

{

a if x = t0
0 if x 6= t0

.

Then η is an injective homomorphism. We show η(A) is an ideal in C(A). Let
a ∈ A and f ∈ C(A). Then

(ηaf)(x) =
∑

(p,q)∈σ(x)
τ(p, q)ηa(p)f(q). Let b := f(t0). Now ηa(p) = 0 for all p

unless p = t0. But (t0, q) ∈ σ(x) implies q = x by condition (T2) and then by (T4)
we have x = t0. Thus

(ηaf)(x) =

{

τ(t0, t0)ηa(t0)f(t0) if x = t0
0 otherwise

=

{

ab if x = t0
0 otherwise

= ηab(x).
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Hence ηaf = ηab ∈ η(A). Likewise fηa ∈ η(A). �

Since semisimple classes are hereditary, we have

Proposition 3. Let T be a convolution type which satisfies condition (T4). Then

C(A) ∈ Sα ⇒ A ∈ Sα.

Proposition 4. Let T be a convolution type and let α be a radical.

Then:
(1) α(C(A)) ⊆ C(α(A)) for all A

⇔ (A ∈ Sα ⇒ C(A) ∈ Sα)
⇒ (C(A) ∈ α ⇒ A ∈ α)

and if α is homogeneous, then (A ∈ Sα ⇒ C(A) ∈ Sα) ⇔ (C(A) ∈ α ⇒ A ∈ α).
(2) C(α(A)) ⊆ α(C(A)) for all A

⇔ (A ∈ α ⇒ C(A) ∈ α)
⇒ (C(A) ∈ Sα ⇒ A ∈ Sα)

and if α is homogeneous, then (A ∈ α ⇒ C(A) ∈ α) ⇔ (C(A) ∈ Sα ⇒ A ∈ Sα).

Proof. (1) The equivalence is clear. Suppose A ∈ Sα ⇒ C(A) ∈ Sα. Let
C(A) ∈ α. Then C(A)/C(α(A)) ∈ α. But A/α(A) ∈ Sα implies C(A)/C(α(A)) ∼=
C(A/α(A)) ∈ Sα which gives A = α(A) ∈ α. Suppose α is homogeneous and
C(A) ∈ α ⇒ A ∈ α. Let A ∈ Sα. Then C(α(C(A)) ∩ A) = α(C(A)) ∈ α implies
α(C(A)) ∩ A ∈ α by the assumption. Thus α(C(A)) ∩ A ⊆ α(A) = 0. This means
α(C(A)) = C(α(C(A)) ∩ A) = 0, i.e. C(A) ∈ α.

(2) Both the equivalence and implication are clear. We only show the converse
of the last implication under the assumption of homogeneity. Suppose α is homo-
geneous and C(A) ∈ Sα ⇒ A ∈ Sα. Let A ∈ α. Then α(C(A)) = C(α(C(A)) ∩ A)
and C(A/α(C(A)) ∩ A) ∼= C(A)/C(α(C(A)) ∩ A) = C(A)/α(C(A)) ∈ Sα. By
our assumption A/α(C(A)) ∩ A ∈ Sα and thus A = α(A) ⊆ α(C(A)) ∩ A, i.e.
A ⊆ α(C(A)). Thus α(C(A)) = C(α(C(A)) ∩ A) = C(A) and so C(A) ∈ α. �

Proposition 5. Let T be a convolution type and let α be a radical. The following

five conditions are equivalent:

(1) α is invariant (i.e. α(C(A)) = C(α(A)) for all A)
(2) (a) α(C(A)) ⊆ C(α(A)) for all A and

(b) C(α(A)) ⊆ α(C(A)) for all A.
(3) (a) A ∈ Sα ⇒ C(A) ∈ Sα and

(b) A ∈ α ⇒ C(A) ∈ α.
(4) (a) α is homogeneous and

(b) A ∈ α ⇔ C(A) ∈ α.
(5) (a) α is homogeneous and

(b) A ∈ Sα ⇔ C(A) ∈ Sα.

We next investigate the homogeneity condition. Krempa [4] has shown that
for polynomial rings A[x] this is equivalent to the condition α(A[x]) ∩ A = 0 ⇒
α(A[x]) = 0. This equivalence does not extend to convolution rings in general, which
necessitates more terminology: A radical α is said to satisfy the Krempa Condition

with respect to the convolution type T if α(C(A)) ∩ A = 0 ⇒ α(C(A)) = 0.
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Proposition 6. Let T be a convolution type and let α be a radical. The following

three conditions are equivalent:

(1) α is homogeneous

(2) (a) α is weakly homogeneous and

(b) α satisfies the Krempa Condition

(3) (a) α is weakly homogeneous and

(b) C(A) ∈ Sα for all rings A which has no non-zero ideals I .
with C(I) ∈ α

Proof. Suppose (1) holds. We show the validity of (3). The first part is obvious,
so we only verify (b). Let A be a ring which has no non-zero ideals I with C(I) ∈ α.
Then C(α(C(A)) ∩ A) = α(C(A) ∈ α implies α(C(A)) ∩ A = 0. Thus α(C(A) = 0,
i.e. C(A) ∈ Sα. Next we show (3) ⇒ (2). Let A be a ring with α(C(A)) ∩ A = 0. If
I is an ideal of A with C(I) ∈ α, then C(I) ⊆ α(C(A)) and thus I ⊆ C(I) ∩ A ⊆
α(C(A)) ∩ A = 0. From (3)(b) we get α(C(A) = 0.

(2) ⇒ (1). Let A be a ring and let B := α(C(A)) ∩ A. Then C(B) ⊆ α(C(A)).

Let A =
A

B
. Then A →֒ C(A) ∼=

C(A)

C(B)
and under this isomorphism, A =

A

B
∼=

A + C(B)

C(B)
→֒

C(A)

C(B)
. Since C(B) ⊆ α(C(A)), α(C(A)) =

α(C(A))

C(B)
. Thus

α(C(A)) ∩ A =
α(C(A))

C(B)
∩

A + C(B)

C(B)
=

=
(α(C(A)) ∩ A) + C(B)

C(B)
=

B + C(B)

C(B)
= 0.

From (2)(a) we get α(C(A)) = 0 which gives α(C(A)) ⊆ C(α(C(A)) ∩ A). The
converse inclusion is given by (2)(b). �

Below we shall see that weakly homogeneity is often a consequence of the proper-
ties of the convolution type. In such cases, homogeneity is equivalent to the Krempa
Condition which in turn is equivalent to condition (3)(b). This latter condition has
been considered by Tumurbat and Wiegandt [16] for polynomial rings.

Proposition 7. Let T be a convolution type such that for every ring R with identity,

all ideals of C(R) are homogeneous. Then every radical α is T -homogeneous.

Proof. Let D(A) be the Dorroh extension of the ring A (i.e. the canonical unital
extension of A). By the ADS-property, α(C(A)) is an ideal of C(D(A)). The assump-
tion implies α(C(A)) = C(I) for some ideal I of D(A). But C(I) = α(C(A)) ⊆ C(A)
implies I ⊆ A. Thus α(C(A)) is a homogeneous ideal of C(A). �

The ideal α(C(A))∩A plays an important role in the homogeneous requirement,
and we next explore this and related properties. Here the work of Amitsur for
polynomial rings [1], Krempa for semi-group rings [5] as well as the generalization
considered by Ortiz [6] serves as motivation for our considerations.

For the radical α, we define two classes of rings αc and α by
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αc := {R | C(R) ∈ α} and
α := {R | R ⊆ α(C(R))} and three ideals of a ring R by
αc(R) :=

∑

(I � R | I ∈ αc) =
∑

(I � R | C(I) ∈ α),
α(R) :=

∑

(I � R | I ∈ α) =
∑

(I � R | I ⊆ α(C(I))) and
α∗(R) := α(C(R)) ∩ R.

All these depend, of course, on the convolution type T , so when necessary, it
will be emphasized by adding a subscript T , as for example in αc

T
.

It can be verified that αc ⊆ α and for any ring R, αc(R) ⊆ α(R) ⊆ α∗(R). If A is a
ring such that the ideal generated by A coincides with C(A), then A ∈ αc ⇔ A ∈ α.
In particular, as we know from [22], if A is a ring with identity, then A ∈ αc ⇔
A ∈ α. If α(C(A)) is weakly homogeneous for all rings A, then αc = α. Indeed,
let A ∈ α. Then A = α(C(A)) ∩ A and so C(A) = C(α(C(A)) ∩ A) ⊆ α(C(A)).
Thus C(A) ∈ α, i.e. A ∈ αc. Also note that C(α∗(A)) ∈ α for all A implies that
α is weakly homogeneous and the converse holds if α is hereditary. It is clear that
αc ⊆ α ⇔ (A ∈ α ⇒ C(A) ∈ α), α ⊆ αc ⇔ (C(A) ∈ α ⇒ A ∈ α) and thus
α = αc ⇔ (C(A) ∈ α ⇔ A ∈ α). If D = {x ∈ X | σ(x) = {(x, x)}} 6= ∅, then α ⊆ α.
Indeed, as mentioned earlier, if D 6= ∅, then there is a surjective homomorphism

θ : C(A) →
A

α(A)
with

C(A)

ker θ
∼=

A

α(A)
∈ Sα, ker θ ∩A = α(A) and C(α(A)) ⊆ ker θ.

So, if A ∈ α, then A ⊆ C(α(A)) ∩ A ⊆ ker θ ∩ A = α(A) which gives A ∈ α.
A last remark on the coincidence of the classes under discussion here, is the

following. If D 6= ∅ and X is U -bounded (cf. [22]) for some finite set U with
∅ 6= U ⊆ X and σ(u) ⊆ U ×U for all u ∈ U, then α = αc = α for any hypernilpotent
radical α (i.e. all nilpotent rings are radical). Indeed, (0 : U)C(A) is a nilpotent ideal

of C(A) with
C(A)

(0 : U)C(A)

∼= AU (cf. Proposition 7 in [22]). Since α is hypernilpotent,

(0 : U)C(A) ∈ α. Thus, if A ∈ α, we have AU ∈ α (since U is finite) and hence
C(A) ∈ α, i.e. A ∈ αc. Since αc ⊆ α ⊆ α, we can conclude that α = αc = α.

An ideal K of C(A) has the Summation Property [22] if it satisfies: Whenever Ip

is an ideal of A with C(Ip) ⊆ K for all p ∈ Λ, Λ is some index set, then C(
∑

p∈Λ
Ip) ⊆

K. Any weakly homogeneous ideal K has the summation property. The status of the
converse is not clear. What is known is that an ideal which satisfies the summation
property need not be homogeneous. Indeed, if A = 2Z, the ring of even integers,

let C(A) = M2(A), the ring of 2 × 2 matrices over A. Then K =

[

4Z 2Z

2Z 2Z

]

is weakly homogeneous (and thus satisfies the summation property), but it is not
homogeneous.

Proposition 8. If α is a radical class such that α(C(A)) has the summation property

for all rings A, then αc is a radical class. Conversely, if αc is a radical class and α
is hereditary, then α(C(A)) has the summation property for all rings A.

Proof. For a surjective homomorphism θ : A → B, we have a surjective homomor-
phism C(θ) : C(A) → C(B) defined by C(θ)(f) = θ ◦ f for all f ∈ C(A). From this
the homomorphic closure of αc follows.
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Suppose every non-zero homomorphic image of the ring A has a non-zero ideal
which is in αc. We show A ∈ αc. Let J :=

∑

(Ip � A | C(Ip) ⊆ α(C(A))). Then
C(J) ⊆ α(C(A)) by the summation property. If J 6= A, then there is a non-zero

ideal
I

J
of

A

J
with

I

J
∈ αc. Now C(I) " α(C(A)), for if C(I) ⊆ α(C(A)), then I = J,

a contradiction. Hence 0 6=
C(I)

C(I) ∩ α(C(A))
∼=

C(I) + α(C(A))

α(C(A))
�

C(A)

α(C(A))
∈ Sα.

But C(J) ⊆ C(I) ∩ α(C(A)) and
C(I) ∩ α(C(A))

C(J)
�

C(I)

C(J)
∼= C

(

I

J

)

∈ α which means
C(I)

C(I) ∩ α(C(A))
∈ α ∩

Sα = 0, a contradiction. Thus J = A and so C(A) = C(J) ⊆ α(C(A)), i.e.
C(A) ∈ αc.

Conversely, suppose αc is a radical and α is hereditary. Let Ip � A with C(Ip) ⊆
α(C(A)) for all p ∈ Λ, Λ some index set. Since α is hereditary, we get Ip ∈ αc for
all p. Thus

∑

p∈Λ
Ip ⊆ αc(A) and so C(

∑

p∈Λ
Ip) ⊆ C(αc(A)) ∈ α since αc(A) ∈ αc.

From the hereditariness of α we get C(
∑

p∈Λ
Ip) ⊆ α(C(A)) which shows that the

summation property holds. �

Next we investigate when α will be a radical class. From Ortiz [6] we know that
if for any I � A, C(I) ⊆ IC(D(A)) where D(A) denotes the Dorroh extension of A,

then α is a radical class. We will weaken this requirement. Since α

(

C(A)

C(α∗(A))

)

�

C(A)

C(α∗(A))
, we have α

(

C(A)

C(α∗(A))

)

=
B

C(α∗(A))
for some B = BA � A. Then

α∗(A) ⊆ C(α∗(A)) ⊆ B and so α∗(A) ⊆ B ∩ A. We say that α has the Intersection

Property if α∗(A) = BA ∩ A for all rings A, i.e. α(C(A)) ∩A = BA ∩A for all rings
A. Note that

(1) BA = α(C(A)) ⇔ α(C(A)) is weakly homogeneous. Indeed, if BA =
α(C(A)), then C(α(C(A)) ∩ A) = C(α∗(A)) ⊆ BA = α(C(A)). Conversely, if

α(C(A)) is weakly homogeneous, then C(α∗(A)) ⊆ α(C(A)). Then
BA

C(α∗(A))
=

α

(

C(A)

C(α∗(A))

)

=
α(C(A))

C(α∗(A))
which gives BA = α(C(A)).

(2) If α satisfies the Krempa Condition and the Intersection Property, then

α(C(A)) ⊆ C(α∗(A)) for all A. This follows from α

(

C

(

A

α∗(A)

))

∼= α

(

C(A)

C(α∗(A))

)

,

α

(

C

(

A

α∗(A)

))

∩
A

α∗(A)
=

(BA ∩ A) + C(α∗(A))

C(α∗(A))
= 0 (by the Intersection Prop-

erty) and the Krempa Condition.

Proposition 9. If the radical α satisfies the Intersection Property, then α is a

radical class.

Proof. Let θ : A → B be a surjective homomorphism with A ∈ α. Then A ⊆
α(C(A)) and since C(θ) : C(A) → C(B) is a surjective homomorphism, B = θ(A) =
(C(θ))(A) ⊆ C(θ)(α(C(A))) ⊆ α(C(B)). Thus B ∈ α which shows that α is
homomorphically closed.
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Note that since
A + C(α∗(A))

C(α∗(A))
is the isomorphic image of

A

α∗(A)
under the iso-

morphism C

(

A

α∗(A)

)

∼=
C(A)

C(α∗(A))
, we get

α∗

(

A

α∗(A)

)

= α

(

C

(

A

α∗(A)

))

∩
A

α∗(A)
∼= α

(

C(A)

C(α∗(A))

)

∩
A

α∗(A)
=

=
BA

C(α∗(A))
∩

A + C(α∗(A))

C(α∗(A))
=

(BA ∩ A) + C(α∗(A))

C(α∗(A))
=

α∗(A) + C(α∗(A))

C(α∗(A))
= 0.

Suppose now A is a ring such that every non-zero homomorphic image of A
has a non-zero ideal which is in α. We show A ∈ α. Suppose to the contrary that

A /∈ α. Then α∗(A) $ A. By assumption, there is an ideal 0 6=
I

α∗(A)
�

A

α∗(A)
with

I

α∗(A)
∈ α. Then

I

α∗(A)
⊆ α

(

C

(

I

α∗(A)

))

⊆ α

(

C

(

A

α∗(A)

))

. Thus
I

α∗(A)
⊆

α

(

C

(

A

α∗(A)

))

∩
A

α∗(A)
= α∗

(

A

α∗(A)

)

= 0, a contradiction. Hence A ∈ α. �

Next we investigate the properties of the ideal-mapping α∗(A) = α(C(A)) ∩ A.

Proposition 10. For any radical α, α∗ is a complete pre-radical. It is a Hoehnke

radical if and only if α satisfies the Intersection Property and it is idempotent if

and only if α∗(A) ∈ α. Thus α∗ is a Kurosh-Amitsur radical map if and only if

α∗(A) ∈ α for all rings A and α satisfies the Intersection Property. In this case,

α∗(A) = α(A) for all rings A.

Proof. α∗ is a pre-radical: Let θ : A → B be a surjective homomorphism. Then
θ(α∗(A)) = θ(α(C(A)) ∩ A) ⊆ α(C(θ)(C(A)) ∩ B = α(C(B)) ∩ B = α∗(B) =
α∗(θ(A)).

α∗ is complete: Let α∗(I) = I�A. Then I = α(C(I))∩I ⊆ α(C(A))∩A = α∗(A).

α∗ is idempotent ⇔ α∗(α∗(A)) = α∗(A) ⇔ α(C(α∗(A))) ∩ α∗(A) = α∗(A) ⇔
α∗(A) ⊆ α(C(α∗(A))) ⇔ α∗(A) ∈ α.

Next we show that α∗

(

A

α∗(A)

)

= 0 if and only if α satisfies the Intersection

Property:

α∗

(

A

α∗(A)

)

= α

(

C

(

A

α∗(A)

))

∩
A

α∗(A)
∼= α

(

C(A)

C(α∗(A))

)

∩
A

α∗(A)
=

=
BA

C(α∗(A))
∩

A + C(α∗(A))

C(α∗(A))
=

(BA ∩ A) + C(α∗(A))

C(α∗(A))
= 0 ⇔ BA ∩ A ⊆ C(α∗(A)).

This inclusion holds if and only if BA∩A = α∗(A) (i.e. the Intersection Property
is satisfied). Indeed, suppose BA ∩ A ⊆ C(α∗(A)). Then BA ∩ A = (BA ∩ A) ∩ A ⊆
C(α∗(A))∩A = α∗(A) and C(α∗(A)) ⊆ BA implies α∗(A) ⊆ BA∩A. Thus BA∩A =
α∗(A). The converse is clear since α∗(A) ⊆ C(α∗(A)).
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Lastly we show that if α∗ is a Kurosh-Amitsur radical, then α∗(A) = α(A).
Suppose thus that α∗ is a Kurosh-Amitsur radical. From the above, we know that
the Intersection Property is satisfied and so α is a radical class (Proposition 9).
Since α∗ is idempotent, α∗(A) ∈ α. Thus α∗(A) ⊆ α(A). Since α(A) ⊆ α∗(A) always
hold, we get α(A) = α∗(A). �

As mentioned earlier, weakly homogeneity of α often comes for free as a conse-
quence of properties of the convolution type. We now investigate this and related
concepts. We recall from [22]:

A convolution type T is said to satisfy the Ortiz Condition if C(N) ⊆ NC(D(A))
for every ring A and subring N of A (remember D(A) denotes the Dorroh extension
of A). The origins of the Ortiz condition is to be found in [6], playing a key role in the
generalization of certain radicals classes determined by the radicals of polynomial
rings. T is said to satisfy the Finite Complement Property if X \ Y is finite for
all Y ∈ S. It was shown in [22] that the Finite Complement Property implies the
validity of the Ortiz Condition which in turn implies that every radical is weakly
homogeneous.

A case that often occurs in the examples is the following: α is a radical which
is weakly homogeneous and which satisfies A ∈ α ⇔ C(A) ∈ α. In such a case, α
is invariant if and only if α is homogeneous if and only if α satisfies the Krempa
Condition.

3 Examples

In the examples below, we will not recall or summarize all that is known about
the radical theory of the particular convolution type. We will only recall or proof
results which will bring certain aspects of the radical theory of convolution rings to
the fore.

3.1. Discrete direct sums. Let X be any non-empty set, S = {Y ⊆ X | X\Y
is finite}, σ(x) = {(x, x)} for all x ∈ X and τ(s, t) = 1 for all s, t ∈ X. Then
T = X = D. The corresponding convolution ring C(A) =

⊕

x∈X

A, the discrete direct

sum of |X|-copies of A. For any radical α and ring A, α(C(A)) = α

(

⊕

x∈X

A

)

=
⊕

x∈X

α(A) = C(α(A)); the best possible scenario and there is nothing further to

report.

Note that for infinite sets X, conditions (T1) and (T2) are satisfid but not (T3).

3.2. Direct products.Let X be any infinite set, S = {∅}, σ(x) = {(x, x)} for
all x ∈ X and τ(s, t) = 1 for all s, t ∈ X. Then T = X = D and the convolution
ring C(A) coincides with the direct product AX of |X|-copies of the ring A.

We know that A can be embedded as an ideal in AX and that A is a homomorphic
image of AX . Since radical classes are homomorphically closed and semisimple classes
are hereditary and closed under subdirect products (and thus also direct products),
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we have for any radical class α : A ∈ Sα ⇔ AX ∈ Sα and AX ∈ α ⇒ A ∈ α.
This means that the salient properties of the radical of a direct product depend
only on the validity of the converse of the above implication. In fact, we have:
α(AX) = (α(A))X ⇔ α is homogenous ⇔ (A ∈ α ⇒ AX ∈ α) ⇔ (α(A))X ∈ α for
all rings A. Furthermore, αc ⊆ α ⊆ α and for every ring A, we have αc(A) ⊆ α(A) ⊆
α∗(A) ⊆ α(A) with equality if and only if αc = α.

In general, AX need not be radical even though A is radical. Also, neither αc nor
α need to be Kurosh-Amitsur radicals and α∗ need not even be a Hoehnke radical.
The example which follows will show all these (negative) properties. In addition, it
also shows that A ∈ Sα ⇔ AX ∈ Sα need not be equivalent to AX ∈ α ⇔ A ∈ α. Let
α be the nil radical and let R be the Zassenhaus algebra (see for example Divinsky
[3], Chapter 2, Example 3). This ring R is constructed as follows. Let F be any
field. The elements of R are the formal (finite) sums

∑

t atxt where at ∈ F and

xt ∈ (0, 1). Multiplication is done according to the rule xtxs =

{

xt+s if t + s < 1
0 if t + s ≥ 1

.

As is well known, R is a nil ring. Let X = N be the set of positive integers.
Then RX is not radical, for the element x = (x 1

2
, x 1

4
, x 1

8
, ..., x 1

2n
, ...) of RX is not

nilpotent. Next we show that α does not satisfy the Summation Property (and
thus α is not Kurosh-Amitsur radical). For every t ∈ (0, 1), let It be the ideal in
R generated by xt. Then It is nilpotent with Ik

t = 0 for any k ∈ N with k > 1

t
.

Thus C(It) = (It)
X is nilpotent and so C(It) ⊆ α(C(R)) for all t ∈ (0, 1). But

C(
∑

t It) = C(R) " α(C(R)). Also, αc is not a Kurosh-Amitsur radical, for if it
were, then R =

∑

t It ⊇
∑

(I � R | C(I) ∈ α) = αc(R). This means R ∈ αc, i.e.
RX = C(R) ∈ α; a contradiction. In addition, it also shows that α does not satisfy
the Intersection Property. From Proposition 10 it follows that α∗ is a complete
pre-radical, but not a Hoehnke radical.

Examples of radicals which do satisfy the condition AX ∈ α ⇔ A ∈ α can be ob-
tained from the following. Let k, n ∈ N be fixed with 1 ≤ n < k. Let φ(x1, x2, ..., xk)
be a fixed element from Z{x1, x2, ..., xk}, the ring of polynomials in k non-commuting
indeterminates over the integers Z. For a ring A, let φA : Ak → A be the correspond-
ing evaluation map. The ring A is called an φ− ring if for all a1, a2, ..., an ∈ A there
exists an+1, an+2, ..., ak ∈ A such that φA(a1, a2, ..., an, an+1, an+2, ..., ak) = 0. Let Φ
be the class of all φ-rings and let πx : AX → A be the x− th projection. We suppose
that πx(φAX (a1, a2, ..., ak)) = φA(πx(a1), πx(a2), ..., πx(ak)) for all a1, a2, ..., ak ∈ AX

and x ∈ X. Under this assumption, we get A ∈ Φ ⇔ Ax ∈ Φ. Indeed, let A ∈ Φ. Let
a1, a2, ..., an ∈ AX . For any x ∈ X, πx(a1), πx(a2), ..., πx(ak) ∈ A and by assumption
there exist a′n+1, a

′

n+2, ..., a
′

k ∈ A such that

φA(πx(a1), πx(a2), ..., πx(an), a′n+1, a
′

n+2, ..., a
′

k) = 0.

Each of these a′n+j ’s depends on x, so when we want to emphasize this, we write
a′n+j = a′n+j(x). For each j = n + 1, n + 2, ..., k, define aj : X → A by aj(x) = a′j(x)
for all x ∈ X. Then

πx(φAX (a1, a2, ..., ak))

= φA(πx(a1), πx(a2), ..., πx(ak))

= φA(πx(a1), πx(a2), ..., πx(an), a′n+1, a
′

n+2, ..., a
′

k)
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= 0 for all x ∈ X. Thus φAX (a1, a2, ..., ak) = 0 and AX ∈ Φ. Conversely, suppose
AX ∈ Φ and let a′1, a

′

2, ..., a
′

n ∈ A. Choose x0 ∈ X fixed. For each i = 1, 2, ..., n, define

ai : X → A by ai(x) =

{

a′i if x = x0

0 otherwise
. Since AX ∈ Φ, there are an+1, an+2, ..., ak ∈

AX such that φAX (a1, a2, ..., ak) = 0. Thus

φA(a′1, a
′

2, ..., a
′

n, πx0(an+1), πx0(an+2), ..., πx0(ak))

= φA(πx0(a1), πx0(a2), ..., πx0(an), πx0(an+1), πx0(an+2), ..., πx0(ak))

= πx0(φAX (a1, a2, ..., ak))

= 0. Thus A ∈ Φ.

When α := Φ is a radical class, we will have α(AX) = (α(A))X for all A. As
examples we may mention for n = 1 and k = 2, the polynomials φ(x, y) = x+y−xy
and φ(x, y) = x − xyx which give the Jacobson radical class and the von Neumann
regular radical class respectively.

3.3. Polynomials. Let X = N0 := {0, 1, 2, 3,... }, S = {Yk | k ∈ N0} where
Yk = {k+1, k+2, k+3, ... }, σ(n) = {(i, j) | i, j ∈ N0, i+j = n} and τ(n,m) = 1 for
all n,m ∈ N0. Here T = D = {0} and the convolution ring C(A) is the polynomial
ring A[x] in one indeterminate. The radical theory of this convolution type is one
of the classical cases (the other being matrices which will be discussed below). The
polynomial convolution type satisfies the Finite Complement Property which means
that any radical α is weakly homogeneous, i.e. (α(A[x]) ∩ A)[x] ⊆ α(A[x]) for any
ring A. We also have A[x] ∈ α ⇒ A ∈ α, α(A[x]) ⊆ {f ∈ A[x] | f(0) ∈ α(A)}
and αc = α ⊆ α. Furthermore, the radical α will be homogeneous (i.e. satisfy the
Amitsur condition) if and only if it satisfies the Krempa Condition.

Some of the well-known radicals are invariant, for example the Baer (= prime)
radical as well as the Levitzky (= local nilpotent) radical. Several others are
homogeneous, for example the Jacobson radical, nil radical, Brown-McCoy radi-
cal, uniformly strongly prime radical and any strongly hereditary radical (i.e. a
radical such that any subring of a radical ring is radical). For these homoge-
neous radicals, α∗(A) ∈ αc = α; hence α∗ is a Kurosh-Amitsur radical with
α∗(A) = αc(A) = α(A) ⊆ α(A) for all rings A and the inclusion is in general
strict. By the Krempa Condition, these radicals satisfy A ∈ Sα ⇒ A[x] ∈ Sα.
Smoktunowicz [14] has given an example of a nil ring A for which A[x] is not nil.
Thus for α the nilradical, which is homogeneous, we have A[x] nil implies A nil, but
the converse implication is not true in general. This situation can also be realized
for subidempotent radicals (hereditary and all nilpotent rings are semisimple): Let
ν be the von Neumann regular radical. For any ring A, υ(A[x]) = 0 (cf. [16]) which
means υ is homogeneous, νc = υ = {0}, υ∗(A) = 0 for all A and A ∈ υ does not
necessarily imply A[x] ∈ υ.

The major outstanding problem regarding the radicals of polynomial rings is to
characterize the ideal α∗(A) = α(A[x])∩A of A in terms of properties of the ring A
without reference to α(A[x]).

In striking contrast to most of the other convolution types, the Jacobson radical
J (A[x]) of A[x] is in general not directly accessible. It is known that J (A[x]) = N [x]
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where N := J (A[x]) ∩ A = J ∗(A) is a nil ideal of A. We will now describe the
elements of N and start with:

3.3.1. Let a ∈ A. If axk is right quasi-regular in A[x] for some k ≥ 1, then a is

nilpotent. Conversely, if a ∈ A is nilpotent, then axk is right quasi-regular in A[x]
for all k ≥ 0.

Proof. Let q(x) = q0 + q1x + q2x
2 + ... + qnxn ∈ A[x], qn 6= 0, be such that

axk + q(x) − axkq(x) = 0, i.e. axk + (q0 + q1x + q2x
2 + ... + qnxn) − axk(q0 + q1x +

q2x
2 + ... + qnxn) = 0. Comparing constant terms, we get q0 = 0. If k > n, then the

coefficient of xk on the left hand side is a which gives a = 0 and we are done. Suppose
thus k ≤ n. Comparing coefficients gives qi = 0 for i = 1, 2, 3, ..., k − 1, a + qk = 0,
qk+i − aqi = 0 for i = 1, 2, 3, ..., n − k and aqn−i = 0 for i = 0, 1, 2, ..., k − 1. Since
k ≤ n, we have n = mk + i for some m ≥ 1 and 0 ≤ i < k. Now qmk = −am and so
0 = aqn−i = aqmk = −am+1. Thus a is nilpotent.

Conversely, suppose a is nilpotent, say ap+1 = 0. If k = 0, let q(x) := −ap. If
k 6= 0, let q(x) = qkx

k + q2kx
2k + ... + qpkx

pk where qik = −ai for i = 1, 2, 3, ..., p.
Then q(x) ∈ A[x] and axk + q(x) − axkq(x) = 0, i.e. axk is right quasi-regular in
A[x]. �

For a ring A and elements c1, c2, ..., ck ∈ A, k ≥ 1, define a sequence h =
(h1, h2, h3, ...) by h1 := −c1 and if hi−1 has been defined, let hi :=

∑i−1

j=1
cjhi−j − ci

for i = 2, 3, 4, .... where we take ck+1 = ck+2 = ck+3 = ... = 0. Since this se-
quence depends on the ci’s, if necessary we will denote it by h = h[c1, c2, ..., ck] =
(h1, h2, h3, ...).

An element a ∈ A is called rqr-nilpotent if for any k ≥ 1 and b1, b2, ..., bk ∈ A,
the sequence h = h[ab1, ab2, ..., abk ] is ultimately 0, i.e. there exists an n ≥ 1 such
that hn+1 = hn+2 = hn+3 = ... = 0.

It can be verified that if a is rqr-nilpotent, then a is nilpotent and so is ab (and
hence also ba) for any b ∈ A. If A is commutative, then a ∈ A is rqr-nilpotent if and
only if a is nilpotent.

3.3.2. An element a ∈ A is rqr-nilpotent in A if and only if a(b1x + b2x
2 + ... +

bkx
k) is right quasi-regular in A[x] for all b1, b2, ..., bk ∈ A, k ≥ 1.

Proof. Suppose a is rqr-nilpotent and let b1, b2, ..., bk ∈ A, k ≥ 1. By definition
the sequence h = h[ab1, ab2, ..., abk ] = (h1, h2, h3, ...) is ultimately 0, say hn+1 =
hn+2 = ... = 0 for some n ≥ 1. Then h(x) := h1x + h2x

2 + ... + hnxn ∈ A[x]
and a(b1x + b2x

2 + ... + bkx
k) + h(x) − a(b1x + b2x

2 + ... + bkx
k)h(x) = 0. Thus

a(b1x + b2x
2 + ... + bkx

k) is right quasi-regular in A[x].
Conversely, suppose a(b1x+b2x

2+ ...+bkx
k) is right quasi-regular in A[x] for any

b1, b2, ..., bk ∈ A, k ≥ 1. Choose b1, b2, ..., bk ∈ A and let b(x) := b1x+b2x
2+...+bkxk.

Consider the sequence h = h[ab1, ab2, ..., abk ] = (h1, h2, h3, ...). By assumption there
is a f(x) = f0+f1x+f2x

2 + ...+fnxn ∈ A[x] such that ab(x)+f(x)−ab(x)f(x) = 0.
Comparing coefficients will then give fi = hi for all i = 1, 2, 3, ..., n and hn+i = 0 for
all i = 1, 2, 3, ... .Thus a is rqr-nilpotent. �

3.3.3. Let J denote the Jacobson radical. For any ring A,
J (A[x]) ∩ A = {a ∈ A | a is rqr-nilpotent}.
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Proof. Let a ∈ J(A[x]) ∩ A. Then ab(x) is right quasi-regular in A[x] for any
b(x) ∈ A[x]. In particular, this is true for any b(x) of the form b(x) = b1x + b2x

2 +
... + bkx

k. From 3.3.2 above we then know that a is rqr-nilpotent. Conversely,
suppose a is rqr-nilpotent. Then ac is nilpotent for any c ∈ A and thus acxn is
right quasi-regular in A[x] for all n ≥ 0. To get a in J (A[x]), we need to show
that ab(x) is right quasi-regular for any b(x) = b0 + b1x + b2x

2 + ... + bkx
k ∈ A[x].

For such a b(x) ∈ A[x] we know ab0 is nilpotent and hence right quasi-regular,
say ab0 + u − ab0u = 0 for some u ∈ A. Let b′(x) := b1x + b2x

2 + ... + bkx
k.

Since a is rqr-nilpotent, we know that a(b′(x) − ub′(x)) is right quasi-regular in
A[x], say a(b′(x) − ub′(x)) + q(x) − a(b′(x) − ub′(x))q(x) = 0 for some q(x) ∈ A[x].
Let f(x) := u + q(x) − uq(x). Then f(x) ∈ A[x] and ab(x) + f(x) − ab(x)f(x) =
ab0 + ab′(x) + u + q(x) − uq(x) − (ab0 + ab′(x))(u + q(x) − uq(x)) = 0 which shows
that a ∈ J (A[x]). �

If a ring is called qr-nil if all its elements are qr-nilpotent, then the radical class
J ∗ = {A | A is qr-nil}. The question whether all the elements of a nil ring are
rqr-nilpotent is equivalent to the Köthe Conjecture.

The radical theory of related convolution rings like the ring of polynomials in n
commuting indeterminates C(A) = A[x1, x2, ..., xn], the polynomial ring in n non-
commuting indeterminates C(A) = A{x1, x2, ..., xn}, the ring of formal power series
C(A) = A[[x]], the ring of Laurent series C(A) = A 〈x〉, etc., is not as well-developed
as for the polynomial rings A[x]. This is except for C(A) = A[x1, x2, ..., xn] where
the results of the one indeterminate case carries over mutatis mutandis. For results
on the radicals of these convolution rings, one could consult Amitsur [1] and [2],
Sierpińska [13] and Puczy lowski [9] and [10].

3.4. Necklace rings. Let X = N, S = {∅}, σ(n) = {(i, j) | i, j ∈ N,
lcm(i, j) = n} and τ(n,m) = gcd(n,m) where lcm and gcd denote the least common
multiple and greatest common divisor respectively. Then T = D = {1} and C(A) is
just the necklace ring N(A) over A, see for example [7]. Necklace rings can also be
defined over finite subsets X = {1, 2, 3, ..., k} of N with a similar convolution type
as above, cf [20]. In this case the convolution ring will be denoted by Nk(A). All
results on the radical theory of necklace rings can be found in [20].

We will consider the radical theory of this latter case first. In this case, since X
is finite the convolution type has the Finite Complement Property which means
that any radical α is weakly homogeneous. We also know that α(Nk(A)) ⊆
(α(A) : P )Nk(A) where P (f) = {nf(n) | n = 1, 2, 3, ..., k} for f ∈ Nk(A). Thus
Nk(A) ∈ α ⇒ A ∈ α, αc = α is a Kurosh-Amitsur radical, and αc(A) = α(A) ⊆
α∗(A) = α(Nk(A)) ∩ A ⊆ (α(A) : P )Nk(A) ∩ A ⊆ α(A). If α is supernilpotent
(i.e. α is hereditary and contains all the nilpotent rings), then α(Nk(A)) = (α(A) :
P )Nk(A) ⊇ Nk(α(A)) which gives Nk(A) ∈ α ⇔ A ∈ α. So, for these radicals we
get α = αc and αc(A) = α(A) = α∗(A) = α(A) for all rings A. Furthermore, α
will be homogeneous if and only if α is invariant. Indeed, if α is homogeneous, then
α(Nk(A)) = Nk(α(Nk(A)) ∩ A) ⊆ Nk((α(A) : P )Nk(A) ∩ A) = Nk(α(A)) and so
α(Nk(A)) = Nk(α(A)). In general, a radical α need not be homogeneous: Let α
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be the nilradical and let R = Z8, the ring of integers mod8. Let f(1) = 2, f(2) =
5, f(3) = f(5) = 0 and f(4) = 3. Then f ∈ (α(R) : P )N5(R) = α(N5(R)) where
α(R) = {0, 2, 4, 6}, but f /∈ N5(I) for any proper ideal I of R. To summarize,
here we have an example of a (supernilpotent) radical α which is weakly homoge-
neous, C(A) ∈ α ⇔ A ∈ α, αc(A) = α(A) = α∗(A) = α(A) for all rings A (so
C(α∗(A)) ∈ α), the radical is directly accessible, but the Krempa Condition is not
satisfied (and hence the radical is not homogeneous).

For the general necklace ring (i.e. X = N), we have the following results: For any
radical α, α(N(A)) ⊆ (α(A) : P )N(A) where P is as above. If α = J is the Jacobson
radical, the results are much stronger, for J (N(A)) = (J (A) : P )N(A) ⊇ N(J (A))
and thus

N(J (N(A)) ∩ A) = N((J (A) : P )N(A) ∩ A)

= N(J (A)) ⊆ J (N(A))
which shows that J is weakly

homogeneous. But from [20] we know that J is not homogeneous. Furthermore,
A ∈ J ⇔ N(A) ∈ J and hence J c(A) = J (A) = J ∗(A) = J (A) for all rings A.
We thus see that the Jacobson radical enjoys the same properties for the general
necklace ring as any supernilpotent radical does for the finite necklace ring, except
in the general case the convolution type does not satisfy the Finite Complement
Property.

3.5. Matrices. Let n ≥ 1 be fixed and let X = {(i, j) | i, j = 1, 2, 3, ..., n},S =
{∅}, σ(i, j) = {(i, t), (t, j) | t = 1, 2, 3, ..., n} and τ((i, j), (s, t)) = 1 for all
(i, j), (s, t) ∈ X. Then T = {(i, i) | i = 1, 2, 3, ..., n} and D = ∅. In this case,
the convolution ring C(A) is isomorphic to Mn(A), the complete n × n matrix ring
over A. As is well-known, if R is a ring with an identity, then every ideal of Mn(R) is
homogeneous. From Proposition 7 we then know that any radical α is homogeneous.
The only outstanding issues regarding the radical theory of finite matrix rings is thus
the validity of the following two implications:

(i) A ∈ α ⇒ Mn(A) ∈ α or, equivalently, Mn(A) ∈ Sα ⇒ A ∈ Sα and

(ii) Mn(A) ∈ α ⇒ A ∈ α or, equivalently, A ∈ Sα ⇒ Mn(A) ∈ Sα.

The invariance of a radical α is thus equivalent to (A ∈ α ⇔ Mn(A) ∈ α). In case
a radical does satisfy this property, it is said to be matrix extensible. It is known
that most of the well-known radicals are invariant. There is, however, one notable
exception: For α the nilradical, it is known that Mn(A) ∈ α ⇒ A ∈ α, but the
validity of the converse is equivalent to the well-known Köthe Conjecture (which is
still open).

For infinite matrix rings, there are only a few limited results for which Patterson
[8] and Sands [11] can be consulted.

3.6. Structural matrix rings. Let J be a non-empty set and let ρ be a non-
empty reflexive and transitive relation on J such that the set {z ∈ J | (x, z) ∈ ρ and
(z, y) ∈ ρ} is finite. Put X = J ×J,S = {X \ρ}, σ(i, j) = {((i, t), (t, j)) | t ∈ J} and
τ((i, j), (s, t)) = 1 for all (i, j), (s, t) ∈ X. It can be shown that T = {(a, a) | a ∈ J}
and D = ∅. The convolution ring for this convolution type gives the structural
matrix ring MJ(A, ρ) over the ring A. We restrict our attention here to the finite
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case, i.e. we take J = {1, 2, 3, ..., n} and denote the corresponding structural matrix
ring by Mn(A, ρ). For the radical theory of structural matrix rings, van Wyk [17],
Sands [12] or Veldsman [18] can be consulted. Since X is finite, every radical α
is weakly homogeneous. The radicals of these types of rings have been determined
successfully, albeit in most cases only for radicals α which are invariant with respect
to the finite matrix convolution type (i.e. radicals which are matrix extensible).

For a hypernilpotent radical α (i.e. all nilpotent rings are radical) which is matrix
extensible, α(Mn(A, ρ)) = Mn(α(A), ρs)+Mn(A, ρa) where ρs is the symmetric part
and ρa the anti-symmetric part of ρ (cf. [12]). Thus α∗(A) = (Mn(α(A), ρs) +
Mn(A, ρa)) ∩ A = α(A) (remember, our canonical embedding of A into Mn(A, ρ)
is the mapping which assigns to every a ∈ A, the structural matrix which has a
in every position (i, i), i ∈ J, and 0 elsewhere). Hence Mn(α(Mn(A, ρ)) ∩ A, ρ) =
Mn(α(A), ρ) which means α is invariant if and only if α is homogeneous (this is still
for α hypernilpotent with the matrix extension property). And this will be the case
if and only if ρa = ∅. Indeed, if ρa = ∅, then Mn(A, ρ) = Mn(A, ρs) is a finite direct
sum of complete matrix rings ⊕ntMnt(A). Then α(Mn(A, ρ)) = α(⊕ntMnt(A)) =
⊕ntα(Mnt(A)) = ⊕ntMnt(α(A)) = Mn(α(A), ρ). Conversely, suppose

Mn(α(A), ρ) = α(Mn(A, ρ)) = Mn(α(A), ρs) + Mn(A, ρa).

If (i, j) ∈ ρa, then Mn(α(A), ρ) has an element from α(A) in position (i, j),
while the right hand side can have any element from A in position (i, j). Choosing
0 6= A ∈ Sα then leads to a contradiction which means ρa = ∅.

Next we let α be a subidempotent radical (i.e. α is hereditary and all nilpo-
tent rings are semisimple) which is matrix extensible. From [18] we know that
α(Mn(A, ρ)) = Mn(α(A), (ρ∗)s) where (ρ∗)s = {(i, j) ∈ ρ | for t ∈ {i, j} and
k ∈ {1, 2, 3, ..., n}, (t, k) ∈ ρ ⇔ (k, t) ∈ ρ}. If (ρ∗)s = ∅, then α(Mn(A, ρ)) = 0 for all
rings A and α is homogeneous for such a convolution type. Suppose thus (ρ∗)s 6= ∅.
Then α is homogeneous if and only if ρ = (ρ∗)s. Indeed, if ρ = (ρ∗)s then the ho-
mogeneity follows as in the above case. Conversely, suppose (i, j) ∈ ρ \ (ρ∗)s. By
the assumption we have Mn(α(A), (ρ∗)s) = α(Mn(A, ρ)) = Mn(α(Mn(A, ρ))∩A, ρ).
The (i, j)− th entry on the left hand side is 0, while on the right hand side it is from
α(Mn(A, ρ)) ∩ A. Thus Mn(α(A), (ρ∗)s) = α(Mn(A, ρ)) ∩ A = 0. Since (ρ∗)s 6= ∅,
this means α(A) = 0 which is not necessarily true for all rings A. Thus ρ = (ρ∗)s.

3.7. Incidence algebras. Let (J,≤) be a locally finite partially ordered set
(i.e., each interval [x, y] = {z ∈ J | x ≤ z ≤ y} is finite). Let X = {(x, y) | x, y ∈ J,
x ≤ y}, S = {∅}, σ(x, y) = {((x, z), (z, y)) | x, y, z ∈ J with x ≤ z ≤ y} and
τ((x, y), (s, t)) = 1 for all (x, y), (s, t) ∈ X. Here T = {(x, x) | x ∈ J},D = ∅ and
C(A) = IJ(A), the incidence algebra over A. For more information on incidence
algebras, see [15] and for their radicals [19].

For any radical α, α(IJ (A)) ⊆ (α(A) : P )IJ (A) where P (f) := {f(x, x) | x ∈ J}.
From this it follows that IJ(A) ∈ α ⇒ A ∈ α and thus α∗(A) ⊆ α(A) for all
rings A. The strongest results are for α = J , the Jacobson radical. For any ring
A, J is directly accessible since J (IJ(A)) = (J (A) : P )IJ(A) and thus A ∈ J ⇔

IJ(A) ∈ J , J c(A) = J (A) = J ∗(A) = J (A) for all rings A. Moreover, J is weakly
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homogeneous. Since incidence algebras can be regarded as infinite structural matrix
rings, the next statement does not come as a surprise, namely, J is homogeneous
if and only if x = y for all (x, y) ∈ X if and only if IJ(A) ∼= AJ . Indeed, if J is
homogeneous, then (J (A) : P )IJ (A) = J (IJ(A)) = IJ(J (IJ(A)) ∩ A) = IJ(J (A))
for all rings A. Choose (x0, y0) ∈ X with x0 6= y0. For any a ∈ A, define f : X → A

by f(x, y) =

{

a if (x, y) = (x0, y0)
0 otherwise

. Then f ∈ (J (A) : P )IJ(A) = IJ(J (A)) which

means a ∈ J (A). But A = J (A) does not hold for all rings A; hence x = y for all
x, y ∈ J. The other implications are straightforward (just remember, the Jacobson
radical is invariant with respect to arbitrary direct products).

3.8. Splitting extensions. Let (G, ·) be the cyclic group with four elements
{e, a, a2, a3}. Let d ∈ {1,−1} be fixed, X = {e, a},S = {∅}, σ(x) = {(s, t) | s, t ∈

X, st = x or st = a2x} and τ(x, y) =

{

1 if xy ∈ X
d if xy /∈ X

for all x, y ∈ X. Then T = {e}.

For a ring A, this convolution type gives a splitting extension of A. Such rings and
their radicals have been considered in [21]. We identify an element f ∈ C(A) with
the ordered pair f = (f1, f2) = (f(e), f(a)). This means the product of two elements
f, g of C(A) is given by fg = (f1, f2)(g1, g2) = (f1g1 + df2g2, f1g2 + f2g1).

Let P (f) := {f1 +df2, f1−df2} = {f1 +f2, f1−f2}. For a hypernilpotent radical
α, α(C(A)) = (α(A) : P )C(A) for all rings A if and only if α satisfies:

(i) R ∈ α ⇒ C(R) ∈ α

(ii) α(C(R)) ∩ R ∈ α for all rings R.

The Jacobson radical J satisfies these two conditions, so we have J (C(A)) =
(J (A) : P )C(A), A ∈ J ⇔ C(A) ∈ J , J is homogeneous and J c(A) = J (A) =
J ∗(A) = J (A) for all rings A. But J need not be invariant: Let A = Z4, the ring
of integers mod4. If J (C(A)) = C(J (A)), then we have (3, 1) ∈ (J (A) : P )C(A) =
J (C(A)) = C(J (A)). But this is not possible since 3 /∈ {0, 2} = J (A).

For d = 1, α(C(A)) ⊆ (α(A) : P )C(A) holds for all rings A and all radicals α. If
α is supernilpotent, then we have equality. For hypoidempotent radicals α (i.e. all
nilpotent rings are semisimple), α(C(A)) ⊆ C(α(A)) for all rings A with equality if
and only if R ∈ α ⇒ C(R) ∈ α. If α is subidempotent, then C(R) ∈ α ⇔ (R ∈ α and
(0 : P )CR) = 0). This means, for subidempotent radicals α, α(C(A)) = C(α(A)) ⇔
α(A) ∩ (0 : P )C(R) = 0.
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Artinal special Lie superalgebras
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Abstract. The artinian special Lie superalgebras are studied in the paper. It is
proved, that the gr-prime radical of a artinian special Lie superalgebra is solvable.
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All algebras are supposed to be algebras over a field F .
In 1963 V. Latyshev defined special Lie algebra [1].
We say that an algebra L is called a special Lie algebra or SPI-algebra, if

there exists an associative PI-algebra A such that L is included in A(−) as a Lie
algebra, where A(−) is a Lie algebra with respect to the operation of commutation
[x, y] = xy − yx.

The structural theory of special Lie algebras was studied in [2-8] and others.
Let L be a Lie algebra, a ∈ L. By ada we shall denote the linear transformation

ada : L −→ L, defined by the formula (x)ada = [x, a]. We shall denote by Ad(L)
the associative algebra generated in End(L) by the set {ada | a ∈ L}.

We say that the algebra is prime if the following assertion holds for every its
ideals U , V : if UV = 0 then either U = 0 or V = 0. The definition is given similarly
for associative and Lie algebras.

We say that the ideal P of an algebra L is prime if the factor-algebra L/P is
prime.

We define the prime radical P (L) as the intersection of all prime ideals of a Lie
algebra L.

It was proved in [6] that the prime radical of a special Lie algebra is locally
soluble.

As it is impossible to construct a good structural theory for all special Lie alge-
bras, it is necessary to investigate classes of special Lie algebras, for which such a
theory exists. For associative algebras there is a good theory for artinian algebras.

By analogy to associative algebras we say that a Lie algebra is artinian if every
non-empty descending chain of its ideals is stabilized.

We remark that unlike associative algebras, for which right or left ideals are
considered, for Lie algebras there is no necessity to speak about right artinian or
left artinian algebras.

c© S. Pikhtilkov, V. Polyakov
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The following theorem was obtained in [9].

Theorem 1. Let L be an artinian special Lie algebra and P (L) be its prime radical.

Then the ideal P (L) is soluble.

This theorem is true also for Lie superalgebras.

Lie superalgebra L over a field F is a Z2-graded vector space L = L0 ⊕ L1 over
the field F on which the bilinear operation [x, y] is defined and for homogeneous
components the following identities are valid

α([x, y]) = α(x) + α(y),

[x, y] = (−1)α(x)α(y)+1 [y, x],

[x, [y, z]](−1)α(x)α(z) + [z, [x, y]](−1)α(−z)α(y) + [y, [z, x]](−1)α(y)α(x) = 0,

where α(x) is the number of the homogeneous component [10].

We call a Z2-graded associative algebra an associative superalgebra.

The ideal I of an associative superalgebra or Lie superalgebra is called graded
if I = I0 ⊕ I1, where Ii = I ∩ Ai, i = 0, 1. The factor-algebra by a graded two-sided
ideal is an associative superalgebra or Lie superalgebra respectively.

We shall use also the concept of graded modulus over associative superalgebra
or Lie superalgebra.

We say that an associative superalgebra A is a PI-superalgebra if it satisfies to
polynomial identity as an algebra without graduation. It is known that a sufficient
condition of the fulfilment of identity in the graded by finite group associative algebra
is the fulfilment of identity in a unit component of algebra [11]. In [12] the estimate
of the degree of such identity was given.

We call a Lie superalgebra L over a field F special if there exists an associative
PI-superslgebra A such that L ⊆ [A], where [A] is the algebra A in respect to
operation of the commutation, defined on homogeneous components by the formula

[x, y] = xy − (−1)α(x)α(y)yx,

where α(x) is the number of the homogeneous component. The associative super-
algebra A with respect to the relation to this operation of commutation a is Lie
superalgebra [A]. The concept of special color Lie superalgebras was studied in [13].

Let L be a Lie superalgebra, a ∈ L. By ada we shall denote the linear trans-
formation ada : L −→ L, defined by the formula xada = [x, a]. We shall denote by
Ad(L) the associative algebra generated in End(L) by set {ada | a ∈ L}.

The algebra Ad(L) is an associative superalgebra.

The definition of the solubility is given for Lie superalgebras in the same way as
for Lie algebras.

We shall define for Lie superalgebras the concept of a prime algebra and a prime
graded ideal in the same way as for associative algebras.

We shall call a gr-prime radical of special Lie superalgebra the intersection of all
it gr-prime graded ideals.
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For special Lie superalgebras the following result is proved.

Theorem 2. Let L be an artinian special Lie superalgebra and Pgr(L) be its its

gr-prime radical. Then the ideal Pgr(L) is soluble.

Proof. We shall consider the sequence of commutators

P = Pgr(L), P (1) = P, P (2) = [P (1), P (1)], . . . , P (k+1) = [P (k), P (k)] . . .

Then the inclusions take place P (1) ⊇ P (2) ⊇, . . . ,⊇ P (k) ⊇, . . . It is well known
[14], that all commutators P (k) are quite characteristic subalgebras and, hence, are
ideals of superalgebra L.

As the Lie superalgebra L is artinian then R(m) = R(m+1) for some natural m.
We want to prove, that R(k) = 0 for some k.

Let d be the degree of polynomial identity in algebra Ad(L), which exists ac-
cording to [15].

Let n = max(m, [d/2]2).
We shall denote by W the centrelizer of P (n), i.e.

W = {x | x ∈ L, [x, P (n)] = 0}.

In the book [16] it was proved that the centre of an associative superalgebra A
graded by an abelian group is graded. It is possible to prove the same is true for
the center and the centrelizer of a graded ideal of a Lie superalgebra.

The set W is the graded ideal.
If W ⊇ P (n) then P (n+1) = 0. The theorem is proved.
Let’s assume that W does not contain P (n). Then we will obtain the contradic-

tion.
We shall consider the factor-superalgebra L̄ = L/W . By the natural homomor-

phism L → L̄ the ideal P (n) is mapped to P̄ (n). From the assumption it follows that
P̄ (n) 6= 0. We shall obtain from the artinian property of of superalgebra L̄ that P̄ (n)

contains the minimal ideal ρ̄.
Then either [ρ̄, P̄ ] = 0, or the ideal ρ̄ is irreducible as a module. In the latter case

the algebra L̄ generates the primitive graded associative superalgebra B in a ring
End(ρ̄), which is a homomorphic image of superalgebra Ad(L). According to the
graded analogue of the theorem of Kaplansky [17] the algebra B is central simple,
finite dimensional over the graded center Z, which dimension is not higher than
[d/2]2. Hence, the dimension of algebra P̄ over Z is not higher than n. An ideal
P̄ is locally soluble. Then the image of an ideal P̄ (n) in the ring of endomorphisms
End(ρ̄) is equal to zero. Hence, [ρ̄, P̄ (n)] = 0.

Passing to inverse images in algebra L we shall obtain [ρ, P (n)] ⊆ W . Hence,
[[ρ, P (n)], P (n)] = 0. Then [ρ, P (n+1)] = 0. From the equality P (n) = P (n+1) the
equality [ρ, P (n)] = 0 follows. Hence ρ ⊆ W , that contradicts the definition of ρ.
The obtained contradiction proves the theorem.
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The classification of GL(2, R)-orbits’ dimensions

for system s(0, 2)

and the factorsystem s(0, 1, 2)/GL(2, R)
∗

E.V. Starus

Abstract. Two-dimensional systems of two autonomous polynomial differential
equations with homogeneities of the zero, first and second orders are considered with
respect to the group of center-affine transformations GL(2, R). The problem of the
classification of GL(2, R)-orbits’ dimensions is solved completely for system s(0, 2)
with the help of Lie algebra of operators corresponding to GL(2, R) group, and al-
gebras of invariants and comitants. A factorsystem s(0, 1, 2)/GL(2, R) for system
s(0, 1, 2) is built and with its help two invariant GL(2, R)-integrals are obtained for
the system s(1, 2) in some necessary conditions for the existence of singular point of
the type ”center”.

Mathematics subject classification: 34C14, 34C05.
Keywords and phrases: Differential system, GL(2, R)-orbit, factorsystem, invariant
integral.

Consider the real system of differential equations

dxj

dt
= aj + aj

αxα + aj
αβxαxβ, (j, α, β = 1, 2), (1)

which will be denoted by s(0, 1, 2), where the coefficient tensor aj
αβ is symmetrical

in lower indexes, in which the complete convolution takes place, and the group of
center-affine transformations GL(2, R), given by the equalities x̄r = qr

jx
j, ∆q =

= det(qr
j ) 6= 0, (r, j = 1, 2).

Consider the invariants and comitants of the system (1) with respect to the group
GL(2, R), found in [1], which will be used further:

K1 = aα
αβxβ, K2 = ap

αxαxqεpq, K5 = ap
αβxαxβxqεpq, K6 = aα

αβaβ
γδx

γxδ,

K7 = aα
βγaβ

αδ
xγxδ, K9 = aα

pαaβ
qγaγ

βδ
xδεpq, K21 = apxqεpq, K23 = apaq

αβ
xαxβεpq,

K25 = aαaβap
αβxqεpq, I1 = aα

α, I2 = aα
βaβ

α, I4 = aα
p aβ

βqa
γ
αγεpq, I5 = aα

p aβ
γqa

γ
αβεpq,

I6 = aα
p aβ

γaγ
αqa

δ
βδε

pq, I7 = aα
pra

β
qαaγ

sβaδ
γδε

pqεrs, I8 = aα
pra

β
qαaγ

sδa
δ
βγεpqεrs,

I9 = aα
pra

β
qβ

aγ
sγaδ

αδε
pqεrs, I13 = aα

p aβ
qra

γ
γsa

δ
αβaµ

δµ
εpqεrs,

c© E.V. Starus, 2004
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I15 = aα
pra

β
qka

γ
αsa

δ
δla

µ
βγaν

µνεpqεrsεkl, I17 = aαaβ
αβ, I25 = aαaβ

βpa
γ
δqa

δ
αγεpq. (2)

where εpq and εpq are unit bivectors (ε11 = ε22 = 0, ε12 = −ε21 = 1, ε11 = ε22 = 0,
ε12 = −ε21 = 1).

Remark 1. For I1 = 0,K2 ≡ 0 the system (1) takes the form (it will be denoted
by s(0,2) further)

dxj

dt
= aj + aj

αβ
xαxβ, (j, α, β = 1, 2). (3)

I. The proof of the next theorem is based on the classification of GL(2, R)-orbits’
dimensions for system s(2) from [2]:

Theorem 1. If I1 = 0,K2 ≡ 0, the GL(2, R)-orbit of the system (3) has the dimen-

sion

4 for K1K5 6≡ 0, F1 + K9 + β 6≡ 0, or

K5 6≡ 0, K1 ≡ 0, F2 + K9 + β 6≡ 0;

3 for K1K5 6≡ 0, F1 + K9 + β ≡ 0, or

K5 6≡ 0, K1 ≡ 0, F2 + K9 + β ≡ 0, K7 + K21 6≡ 0, or

K5 ≡ 0, K1K21 6≡ 0;

2 for K21 ≡ 0,K1 + K5 6≡ 0,K5(K1 + K7) ≡ 0, or

K5 ≡ 0,K1K21 ≡ 0,K2
1 + K2

21 6≡ 0;
0 for K1 ≡ K5 ≡ K21 ≡ 0,

where β = 27I8 − I9 − 18I7, F1 = K5[−2I17K5 + K1(2K1K21 − 3K23)],
F2 = K2

21(3K
2
1 − 2K6 − 3K7) + 2K5K25, and K1, K5, K6, K7, K9, K21, K23, I7,

I8, I9, I17 are taken from (2).

For the system s(0, 3) the similar problem was considered in [3]. Remark that in
(51) only the sets M1, M4−M6, M8−M13 should be considered as GL(2, R)-invariant
nonintersecting sets.

II. According to [4] the classification of GL(2, R)-orbits’ dimensions could be
considered as a division of the set E14(x, a) of the coefficients and variables of the
system (1) into invariant manifolds, and the maximal dimension orbit is a nonsin-
gular invariant manifold of the GL(2, R) group.

Remark 2. The condition K1K5K9 6≡ 0 follows from the condition I9(I9 − I7) 6= 0,
both of them define nonsingular invariant manifolds (see definition in [4]).

The proof is based on the facts that Rez(K1,K5) = I9 and Rez(K1,K9) = I9−I7.

Theorem 2. On the nonsingular invariant manifold I9(I9 − I7) 6= 0 the system (1)

has the following factorsystem (see [4]) s(0, 1, 2)/GL(2, R)

˙̄x = I17 +

[

1

2
I1 +

−I1I7 − 2I13

2I9

−
I4I15

I9(I9 − I7)

]

x̄ −
I4

|I9 − I7|1/2
ȳ+
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+

[

I7 + I9

2I9

+
I2
15

I9(I9 − I7)2

]

x̄2 + 2
I15

|I9 − I7|3/2
x̄ȳ +

I9

(I9 − I7)
ȳ2,

˙̄y =
I25

|I9 − I7|1/2
+

1

|I9 − I7|1/2

[

I4I
2
15

I2
9 |I9 − I7|2

−
I4(I

2
7 + I2

9 )

2I2
9

+ I5

]

x̄+

+

[

1

2
I1 +

I1I7 + 2I13

2I9

+
I4I15

I9(I9 − I7)

]

ȳ −
I15(I7 + I9)

2I2
9 |I9 − I7|1/2

x̄2−

−
I3
15

I2
9 |I9 − I7|3/2

x̄2 + 2

[

I9 − I7

2I9

−
I2
15

I9(I9 − I7)2

]

x̄ȳ −
I15

|I9 − I7|3/2
ȳ2, (4)

for which K1 = x̄,K9 = ȳ, and K1, K9, I1, I4, I5, I7, I9, I13, I15, I17, I25 are taken

from (2).

III. Consider the center conditions from [5] for the system (1) with aj = 0
(j = 1, 2):

I2 < 0, I1 = I6 = I13 = 0, I4 6= 0. (5)

Taking into account the last four conditions from (5) and I17 = I25 = 0, and the
syzygies from [6], we conclude that the factorsystem (4) will take the form

˙̄x = −
I4

|I9 − I7|1/2
ȳ +

I7 + I9

2I9

x̄2 +
I9

I9 − I7

ȳ2,

˙̄y =
1

|I9 − I7|1/2

[

I9 −
I4(I

2
7 + I2

9 )

2I2
9

]

x̄ +
I9 − I7

I9

x̄ȳ, (6)

for which I9(I9 − I7) 6= 0. We obtain with the help of (6)

Proposition 1. The system (1) has the following two invariant GL(2, R)-integrals

on the nonsingular invariant GL(2, R)-manifold I9(I9 − I7) 6= 0 for I17 = I25 = 0
and for necessary center conditions I1 = I6 = I13 = 0, I4 6= 0

F1 ≡ 2I5I
2
9 − I4(I

2
7 + I2

9 ) + 2I9(I9 − I7)K9 = 0,

F2 ≡ I7(I9 + I7)[(I9 − I7)
2(I9 − 3I7)K

2
1 − 2I2

9K2
9 ] + [I5I

2
9 + I4I7(−2I9 + I7)]·

·[−2I5I
2
9 + I4(I

2
7 + I2

9 ) − 2I9(I9 + I7)K9] = 0.
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