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Abstract

This paper proposes methods for obtaining input data, nec-
essary for the modified morphological analysis method, from the
text sources of data using text analysis tools. Several methods
are described that are suitable for calculating initial estimates
of alternatives and cross-consistency matrix values based on pro-
cessing text fragments by rule-based categorization and sentiment
analysis tools. A practical implementation of this tool set for as-
sessing statements in news regarding Ukraine is considered.
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1 Introduction

The modified morphological analysis method (MMAM) is a powerful
quality analysis tool for problems, where the objects are characterized
by uncertainty, incompleteness, inaccuracy, fuzziness of information
and thus have a large multitude of possible alternative configurations
[1]. These objects can be described and studied by MMAM, allowing
to make decisions regarding such objects.

Work with objects in MMAM [2], [3] requires an initial estimation
of alternatives and the cross-consistency matrix values, which is usually
done by expert evaluation. This approach is the most exact, however,
it requires a lot of time and financial resources. Besides, the number
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of questions for experts even for relatively small morphological tables
may amount to hundreds or thousands, which is inadmissible.

As the object descriptions in the foresight process are commonly
verbal, it is proposed to involve text analysis tools for obtaining input
values. Such analysis tool may include rule-based categorization and
sentiment analysis tools [4], [5].

The MMAM in foresight problems is the most efficient one for two
types of tasks [2]:

1. The description of objects (processes, phenomena), that emerge
multiple times in different configurations, to study and make de-
cisions against the possible multitude of such objects as a whole.

2. The description of a state of a given complex system, that has
uncertain characteristics, e.g. a future state of this system.

The application of text analysis tools for estimating morphologi-
cal tables is possible in both cases. In the first case the input data
can be acquired from news, messages, claims regarding the objects of
the studied type. In the second case information comes in the form
of predictions, statements, comments of experts regarding the given
system.

2 Statement of the problem

We will assume that we already have a collection of texts regarding the
object, that is a target for morphological study.

The MMAM needs two types of input estimates: the initial prob-
abilities of the alternatives, and the values of cross-consistency matrix
for pairs of alternatives. To have the capacity to obtain this data from
the unstructured information fragments, first we have to introduce the
rules for text analysis [5], which allow relating the text with a certain
degree of confidence to categories that correspond to the alternatives
of the morphological table parameters.

Let’s designate R
(i)
j (gk) as the rule for calculating the degree of re-

lation for the text fragment gk to a category that corresponds to the
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alternative a
(i)
j of the morphological table. This set of rules is con-

structed for each alternative a
(i)
j of each parameter Fi of the morpho-

logical table. These rules determine that the text fragment mentions
an object of study with the characteristic, specified by parameter Fi,

has a value that corresponds to alternative a
(i)
j .

Then, the following statement of problem can be written:
Given:

• a morphological table with N parameters Fi, i ∈ 1, N , each hav-

ing a set of alternatives a
(i)
j , j ∈ 1, ni;

• a collection of Ntext text fragments gk, k ∈ 1, Ntext. It is consid-
ered to be already determined that each of the text fragments
mentions an object of study;

• R
(i)
j (gk), i ∈ 1, N, j ∈ 1, ni, k ∈ 1, Ntext – the text analysis rules

for calculating the degree of relation of the text fragment gk to

the category, that corresponds to the alternative a
(i)
j of the mor-

phological table.

Required:

• to calculate the initial estimates p‘
(i)
j for each alternative a

(i)
j ;

• to calculate the cross-consistency matrix values ci1j1i2j2 for each

pair of alternatives a
(i1)
j1

, a
(i2)
j2

.

3 Evaluating initial alternative values

Analyzing a large enough collection of texts, we can make conclusions
regarding the distribution of probabilities between the alternatives for
any morphological table parameter. But it is necessary to mention that
text analysis tools give only a hypothesis regarding the relation of a

text fragment to certain alternative a
(i)
j , with a confidence of R

(i)
j (gk).

Thus a situation is possible, when a single text fragment is related to
several alternatives simultaneously with different degrees of confidence.
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Taking this into account, we proposed two methods of evaluating initial
alternative values:
Method 1: taking a ratio of total degree of relation to category that

corresponds to a
(i)
j , to the total degree of relation for all categories that

correspond to alternatives of parameter Fi, for all text fragments:

p‘
(i)
j =

∑Ntext

k=1 R
(i)
j (gk)

∑Ntext

k=1

∑ni

j∗=1 R
(i)
j∗ (gk)

.

Method 2: taking a ratio of a number of text fragments, where the

degree of relation to a
(i)
j is maximal, to the total number of text frag-

ments, where the degree of relation to at least one alternative of the
parameter Fi is larger than zero.

p‘
(i)
j =

∣

∣

∣

{

gk|R
(i)
j (gk) = max

j∗∈1,ni

(R
(i)
j∗ (gk)), R

(i)
j (gk) > 0

}

∣

∣

∣

∣

∣gk|∃j∗ ∈ 1, ni : R
(i)
j∗ (gk) > 0

∣

∣

,

where |A| is the power of set A, i.e. the number of elements in it.
The choice of method depends on the specifics of the problem. If

the alternatives and their corresponding text analysis rules are defined
in such a way that most text fragments relate to a single alternative,
then the first method is more reliable. If most text fragments relate
to multiple alternatives with positive degrees, then the second method
may be more correct.

4 Evaluating cross-consistency matrix values

The cross-consistency matrix establishes the dependencies between the
alternatives of different parameters, i.e. the type of influence of choos-
ing one alternative in a pair on the probability of choosing the other
one. For practical purposes this value can be regarded as the correlation
between the choice of alternatives in a pair for the object configuration.
Thus the first method of evaluating cross-consistency matrix values is
formed.
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Method 1. Using correlation between the degrees of confidence of
relating the text fragments to alternatives from a pair, that is connected
by the corresponding cross-consistency matrix value.

ci1j1i2j2 = r(R
(i1)
j1

, R
(i2)
j2

) =

=

∑Ntext

k=1

(

R
(i1)
j1

(gk)−R
(i1)
j1

)(

R
(i2)
j2

(gk)−R
(i2)
j2

)

√

∑Ntext

k=1

(

R
(i1)
j1

(gk)−R
(i1)
j1

)2 ∑Ntext

k=1

(

R
(i2)
j2

(gk)−R
(i2)
j2

)2

,

where R
(i1)
j1

=
(
∑Ntext

k=1 R
(i1)
j1

(gk)
)

/Ntext is the mean degree R
(i1)
j1

(gk) for
all text fragments. In this method only the text fragments with non-
zero degrees of confidence for at least one alternative of each parameter
Fi1 , Fi2 are considered:

gk ∈
{

gk|∃j
∗

1 : R
(i1)
j∗
1

(gk) > 0 ∧ ∃j∗2 : R
(i2)
j∗
2

(gk) > 0
}

.

The second method is based on the fact that the pair of alternatives,
that have higher values in the cross-consistency matrix, also has the
higher probability of mention in a text fragment.

Method 2. Calculating a ratio between the number of text fragments,
where both of the alternatives are mentioned and the number of text
fragments, where at least one alternative of the pair is mentioned:

ci1j1i2j2 = 1− 2

∣

∣gk|R
(i1)
j1

(gk) > 0 ∧R
(i2)
j2

(gk) > 0
∣

∣

∣

∣gk|R
(i1)
j1

(gk) > 0 ∨R
(i2)
j2

(gk) > 0
∣

∣

.

For evaluating cross-consistency matrix the second method is more
reliable in cases where most text fragments have a well-defined relation
to a specific alternative. On the contrary, if the text fragments have
non-zero degrees of relation to several alternatives of one parameter,
then the first method is preferable.
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5 Practical application

To test the developed tool set, it was employed to estimate the alter-
natives of a morphological table for international statements regarding
Ukraine in 2013. The morphological table is presented in Table 1.

Table 1. Morphological table for statements regarding Ukraine

Statements regarding Ukraine

1. Speaker 2. Subject 3. Tone

EU Elections Positive

NATO Eurointegration Neutral

Russia Economics Negative

USA

To conduct evaluation, the SAS Content Categorization Studio soft-
ware was applied, using a collection of 3805 text fragments (news in
2013). Elements of the building blocks for SAS text analysis rules are
presented in Figure 1.

Using the proposed tool set, the initial values for the alternatives
of the morphological table were obtained (Table 2):

Table 2. The initial values for the alternatives, obtained by the analysis
of text fragments

Statements regarding Ukraine

1. Speaker 2. Subject 3. Tone

0.569 0.216 0.051

0.064 0.386 0.903

0.307 0.398 0.046

0.06

Similarly the cross-consistency matrix was evaluated (Table 3).
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Figure 1. Samples of elements for text analysis rules

Table 3. The cross-consistency matrix values, obtained by the analysis
of text fragments

1. Speaker 2. Subject

a
(1)
1 a

(1)
2 a

(1)
3 a

(1)
4 a

(2)
1 a

(2)
2 a

(2)
3

2.
S
u
b
je
ct a

(2)
1 –0.29 –0.27 –0.43 –0.13

a
(2)
2 0.25 –0.41 –0.39 –0.06

a
(2)
3 –0.32 –0.44 0.35 0.31

3.
T
on

e a
(3)
1 –0.52 –0.71 –0.82 –0.78 –0.56 –0.16 –0.35

a
(3)
2 0.59 0.51 0.76 0.38 0.87 0.87 0.9

a
(3)
3 –0.52 –0.8 –0.88 –0.6 –0.51 –0.18 –0.39
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6 Conclusions

The proposed above methods allow one to process large morphologi-
cal tables without creating excess strain for experts. They also allow
using in estimation the unstructured data, which is hard to account
otherwise, to gather the statistics for the entities, where it would be
inaccessible by other means.

The limitation of this method is the necessity of having a large
enough volume of text information in the field of study. The input data
must be processed as text fragments, each being a separate description
of the object of study. The fragments also shouldn’t duplicate the same
description of the object, i.e. be independent of each other. A variety
of thoughts and sources is encouraged to exclude one-sidedness and
prejudice in estimates. Also the utilization of these methods require
skills for creating and tuning text analysis tools.

Thus, the result of evaluation is highly dependent on the quality of
text analysis rules and the collection of texts itself. These methods are
rarely suitable as the only source of input data, however, they can be
deemed as a starting point for further improvement, or as a thought of
a single expert, when used in parallel with classic expert estimation.
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Tools for Texts Monitoring and Analysis Aimed

at the Field of Social Disasters, Catastrophes,

and Terrorism ∗

Svetlana Cojocaru, Mircea Petic and Grigorii Horos

Abstract

Throughout its life mankind faces various disasters and catas-
trophes: natural, technogenic, social. One of the important
sources of information for these situations is the huge volume of
unstructured data available in the global information networks.
In this study, we describe a tool set that includes methods for ex-
tracting relevant texts from the networks, their classification and
analysis. Two stages are described: preparatory and processing.
The first one deals with patterns (texts and keywords) creation,
during the second phase news texts are processed using database
and controlled vocabulary.

Keywords: computational linguistic resources, linguistic
markers.

1 Introduction

We live in an era that is increasingly affected by various natural disas-
ters (earthquakes, forest fires, floods), together with technogenic disas-
ters (explosions, leakage of toxic substances) or caused by individuals,
such as terrorism.

A characteristic feature of contemporary society is the special role
of information networks, where different signals related to disasters that
may be produced or already have been produced, may occur promptly.

c©2016 by Sv. Cojocaru, M. Petic, Gr. Horos
∗ This research is performed in the frame of a grant (SPS G4877) supported by

the NATO international Science for Peace and Security Program.
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This source of information can be used to prevent and mitigate the
social consequences of disasters. It consists from a large volume of
data, accessible on global information networks: mass-media, social
networks, blogs, etc. A social disaster is usually followed by a huge
amount of data generated in the form of news, discussion, expression
of views etc. This information is quite difficult to process due to its un-
structured form. In order to make right decisions in appropriate time,
special analytical tools are needed that would give decision-makers sup-
port for a second opinion. Currently, such means practically do not
exist, with the exception of guidance from a narrow range of appli-
cations (e.g., forest fire monitoring and forecasting). Achieving their
implementation could significantly improve modelling and social disas-
ter mitigation.

Our goal is to elaborate a tool which will collect and classify tweets
and news texts related to disasters topics.

This article is carried out within a project [1] that aims creating a
set of tools, methods and algorithms to detect different nature of social
disasters. The main idea is to monitor information sources from net-
work in three neighboring countries (Ukraine, Romania and Republic
of Moldova), to find pertinent texts in four languages: Ukrainian, Rus-
sian, Romanian and English, to process them at Situation Analytical
Center established in Kiev to suggest the appropriate resilience scenar-
ios to decision makers. At this step of research, we intend to process a
large number of Romanian text data that is available on the Internet
and is stored in an unstructured manner.

In the following sections, we will describe methods of texts sources
processing that permit extracting markers of social disasters. To
achieve this, we will gather an amount of data, with the intention
to generate a lexicon afterwards, which comprises relevant words with
reference to technological, social or natural disasters. Subsequently,
based on these markers, we will form a lexicon that serves as basis for
our future system of identification and classification of texts from the
Internet.

The article consists of several sections. Section 2 introduces several
related works that describe the state of the art in our research field.

158



Tools for Texts Monitoring and Analysis . . .

Section 3 describes the general approach, emphasizing two processing
stages. Section 4 presents the collection of articles obtained manually.
Section 5 describes the stages of lexicon of markers creation. Sections
6 and 7 are concerned with automation of texts collection and stream-
line of their processing. The article ends with conclusions and some
directions for future works.

2 State of the Art

There are many papers that analyse the topic of social disasters warn-
ing and decision making. Social media is considered to be a quick
information propagation tool for being informed about recent human
kind catastrophes [2]. That is why it is frequently used for disaster
monitoring and mitigation [3]. The social networks give the possibility
to share the information concerning the damage of disaster [4]. Another
idea is the context-aware social networking module for interaction [5],
which offers the possibility for posting and locates the place of a disas-
ter in the social network [6]. Moreover there are attempts to elaborate
applications for smart phones that would be capable of the disaster
response [7].

However, the proposed solutions should also take into account the
regional constraints. In [3, 8], the specifics of the problem regard-
ing Romania, Ukraine and the Republic of Moldova is described. We
can mention especially the paper [3], where a basis of Romanian Con-
trolled Vocabulary is established. This resource was elaborated being
based on a number of professional controlled vocabularies, e.g. those
of The International Press Telecommunications Council [9], specialized
authorities from Romania, USA and authors experience.

Another example of a professional vocabulary is presented in [10].
It consists of sub vocabularies divided in 17 categories. Every category
has several authors representing the authorities that are responsible for
the terminology.

Republic of Moldova has also such a Service of Civil Protection and
Exceptional Situation classifier [11]. It consists of situations descrip-
tions that are possible in the Republic of Moldova. For our research
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this resource serves as a base for social disaster classification.
On the other hand the problem of continuous completion of the

Controlled Vocabulary is a permanent task. The keywords that should
be included in this vocabulary are taken from social networks, blogs,
news online articles etc [12], disaster related keywords being of big
importance for emergency system [4].

3 Methodology

One of the first steps of the project is on-going monitoring of the infor-
mation networks or news sites or social networks used with the aim of
finding texts containing any signals about something that has occurred
or is about to occur somewhere.

In selecting the relevant information, we can point out relatively
distinct approaches for different sources of information: news sites and
social networks. In both cases, processing algorithms will take into
account the date of publication, because we need to operate with fresh
data. Also, it is necessary to exclude various promotional posts and
other information having a character of noise, in relation to our topics
[13].

At the first glance, it would seem that processing of social networks
has an additional key that would allow us to select the posts easily,
related to a particular topic – hashtags. They can assist in following
chain of posts concerning the given topic. But, as it was mentioned in
[14], it is impossible to establish a priori and form a controlled vocab-
ulary of these hashtags, because they operate with a specific lexicon,
often unpredictable. Many times hashtags didnt contain any words re-
lated directly to disaster subjects, labelling the corresponding event by
some toponyms, expressions or some other proper nouns. As examples
can serve the well-known hashtag #jesuischarlie or #colectiv related
to the fire in a night club in Bucharest, which took dozens of young
lives. Therefore we will treat social networks in a manner different from
news sites. In this case the controlled vocabulary is formed from two
parts: a static one, consisting of keywords selected apriori from dif-
ferent sources and a dynamic part, which comprises relevant hashtags.
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The method of their extraction will be described below. To create the
above-described tools, we will accomplish the following steps:

Stage I. Preparatory phase.

• Manual Romanian texts collection and their (manual) classifica-
tion.

• Elaboration of a lexicon of markers based on these texts and other
available sources.

• Automated enriching of the vocabulary by flexing and derivation.

• Creating the database with classified texts.

Stage II. Processing phase.

• Automated news texts selection.

• Texts filtering according to lexicon of markers.

• Texts analysis.

In the following sections we will present the approaches that we
consider to accomplish these steps.

4 Online News Articles

We used a number of sites from the Republic of Moldova and Roma-
nia and managed to collect 616 relevant texts in Romanian. Collected
texts were pre-processed and manually classified. 616 news articles
were divided into 10 categories of disasters which are present in the
Service of Civil Protection and Exceptional Situation classifier: rail-
way, air and cars accidents, fire, earthquake, hurricanes, radioactive
sub-stances, attacks, flood and diseases. In case we have a text that
can be considered as part of two or more categories, it is assigned to
those categories. These 10 categories covering 84% of cases are present
in the classifier [11]. The other 16% of the situations are not so fre-
quent, therefore we omitted them. These are related to mass loss of
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wildlife, vegetation destruction on a vast territory, considerable change
of atmosphere transparency, etc.

They contain 142840 words, from several news sites (see details in
Table 1). All texts were lemmatized and annotated with the part of
speech tagger. This fact will help us in the identification of those words
that refer to social disasters. The next step was to attach, if necessary,
a part of sentence, in order to avoid ambiguities and classify them.
Finally, we established 10 groups of texts that refer to a specific social
situation, with its own set of lexical markers.

Table 1. Statistics on collected articles

Nr. Category
name

Number
of arti-
cles

Number
of
words

Article
aver-
age
nr. of
words

1 Hurricanes 5 3380 676

2 Earthquake 6 2412 402

3 Radioactive
contamina-
tion

10 2406 241

4 Diseases 12 5060 422

5 Railway acci-
dents

40 10784 270

6 Air accidents 100 25675 257

7 Cars acci-
dents

100 18005 180

8 Attacks 100 27236 272

9 Flood 103 23922 232

10 Fire 140 24960 178

Total 616 143840 233

When processing this collection we also applied the disambiguation
methods. This is necessary because the words can have multiple mean-
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ings occurring in different contexts. For example, the word “bomb”
can have a meaning “an explosive weapon detonated by impact” or the
meaning of “something very cool/good”. Another example would be
the word “incendiary”, which means both something causing (or de-
signed to cause) fires or something arousing to action (for example, an
incendiary speech).

5 Lexicon of Markers

As it was written above, the obtained collection of annotated texts
serves as a source for lexicon of markers. Those words that correspond
to social disaster topic were manually selected and added to this lin-
guistic resource. In our research, as it was written in [14], we also use
some other sources: the site of Service of Civil Protection and Excep-
tional Situation and Romanian Controlled Vocabulary, developed in [4,
15].

These three sources constitute the main part of lexicon of markers.
At the moment we have a lexicon of markers containing more than
350 lemma words. There is a number of samples from this collection:
accidenta (injure), alarma (alarm), alerta (alert), avaria (failure), bom-
barda (bomb), deraia (derailing), detona (detonate), distruge (destroy),
evacua (evacuate), exploda (explode), inunda (flooding), nenoroci (per-
ish), ucide (kill), vătăma (hurt), pustii (devastate).

This lexicon of markers needs to be permanently populated by other
keywords. The usual way is to increase the number of news articles and
to select new words. On the other way we may use the internal linguistic
mechanisms to increase the number of words from the lexicon starting
with the existent set. That is why a useful component of the system
would consist in automatic completion of the lexicon of markers.

The tools we use for text monitoring and analysis operate with word
stems. As the Romanian language belongs to the class of inflectional
ones, the process of word forming or derivation of a number of vowel or
consonant alternations may occur, generating new stems. For example,
there are three different stems for Romanian verb “a dărăpăna” (to
run-down): dărapăn, dărăpăn, dărapen.
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Figure 1. The process of extended controlled lexicon of marker creation
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Therefore, for each word it is necessary to have all the possible
stems. We use in-house elaborated tool to inflect the selected keywords
(it has a general purpose, also applicable in our case). The tool is based
on grammar rules with scattered contexts, and word-forms generation
is reduced to the corresponding grammar rules interpretation [16]. The
inflexion is based on the knowledge about the morphological group of
a given word. An algorithm for calculating morphological group of an
arbitrary word was developed [17]. Obviously, for each ending we can
establish a correspondence with morphological characteristics of the
word-form, thus obtaining a possibility of morphological annotation.
If in the case of inflection, this does not change the meaning of the
obtained words, and the problem is solved automatically [18], in the
case of derivation the process of automation is more complicated. Our
goal consists in realizing automatic derivation without use of semantic
elements in the process of derivation. The only information was con-
cerning the character representation, and in some cases, the part of the
speech.

As we described in [19] there are four algorithms: affix substitu-
tion, derivatives projection, formal derivation rules and derivational
constraints. A few affixes form the overwhelming majority of deriva-
tives: 12 of 41 prefixes formed 88.2% of all derivatives with prefixes,
analogously, 52 of the 420 suffixes formed 87.7% of all derivatives with
suffixes.

Even if we apply these four algorithms a step of validation is needed.
Our approach was based on the Internet filtration and manual valida-
tion of the generated words [9]. The method shows that we can increase
the vocabulary by approximately 15%, with the accuracy of 89%.

The processes described above refer to the static part of the lexicon.
In the case of the dynamic one its completion is performed at processing
phase, when tweets containing hashtags are analysed. If a tweet is
identified as relevant to disaster topics, its hashtagsH = {h1, h2, ..., hn}
are extracted. It is necessary to determine which of them belongs to
the field of interest. For this purpose, all of them are initially followed
during m subsequent steps and corresponding tweets are analysed. In
case if they refer to the same disasters topic, the hashtags identical to
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those contained in the set H are extracted and included in the dynamic
part of the controlled vocabulary.

6 Automated Texts Collection

For the processing phase a Crawler-based [20] application service has
been elaborated. It inspects various news websites, downloads and
extracts the text of this news, and stores it in the database. Crawler
is written using Node.js and Request library. Since each site is unique
by its structure, plug-ins were written for each of them, taking into
account its specific design. Fig. 2 presents the application interface
with the result of extracting the text from ProTV news site.

Articles are extracted as follows: RSS-feed is downloaded, and then
news is filtered in accordance with the lexicon of markers. Our ap-
proach considers the lexicon markers as classifier attributes for the
process of classification in those 10 categories. The process of classifi-
cation is done with j48tree classifier implemented in Weka programme.
This approach gives us approximately 76% of accuracy.

After the filtration the full text of news is extracted because RSS-
feed is just a part of the article. The process of text extraction is the
following: the corresponding page on the website ProTV in HTML
format is downloaded, the page with pure text is extracted, then it is
cleansed from the rest of HTML tags that remain and only the final
result is stored in the database.

7 How to Streamline the Process

In order to automate the process of text collecting referring to disasters,
we started with Natural kit for NodeJS. It consists of different natural
language tools, including two classifiers, Naive Bayes and logistic re-
gression. Using the established 10 categories we populated a database
with collected texts, presenting them in corresponding format. The
idea is to have an amount of texts classified in different topics.

The given text is analysed by comparing with the classified texts
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Figure 2. The application interface

from the database, formed by the collected texts. The tool gives a
similarity score to a certain text which can offer a statistic idea of how
close the analysed text is to a selected topic.

The below example presents the results of processing of the fol-
lowing text: Experţii au precizat că avionul ’s-a dezmembrat in aer
probabil ca urmare a daunelor structurale cauzate de un număr mare
de obiecte cu mare viteză, care au străpuns aeronava din exterior’. (in
engl. Experts have said that the plane ’was dismembered in the air

probably due to structural damage caused by a large number of objects

with high-speed that have penetrated the aircraft from the outside’.)

{label:’Air accidents’,value:9.46168293230331e-40}

{label:’Railway accidents’,value:1.671323536752323e-40}

{label:’Radioactive contamination’,

value:9.51103968862598e-45}

{label:’Fire’,value:5.94988550817385e-45}

{label:’Cars accidents’,value:1.232757059054971e-45}
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{label:’Flood’,value:6.389181886502171e-49}

node analyze.js 80,83s user 0,04s system 100%

cpu 1:20,87 total

One can see that the highest similarity score is achieved in the first
case related to “Air accidents”, which corresponds to the meaning of
the processed text.

One of the observations is that if the database grows by n, then the
processing time is growing by 2n. At the moment the processing time
is quite high, e.g. the processing time in the example above is more
than one minute. The research direction must be taken to streamline
the process. Our goal is to increase the processing speed of texts. One
approach is to optimize the information in the database.

We performed the following experiments on a sub-collection of texts
(45 news articles, consisting of 11257 words, referring to railway, air
and car accidents). The same procedure was applied: annotation at
sentence and word levels, providing morphological information using
UAIC Romanian Part of Speech Tagger [11]. Based on the obtained
results, we got 2659 unique lemmas. In addition, extracting only those
which have the frequency more than one, and part of speech noun,
verb, adjective and adverb, we obtained 1093 different lemmas. So, the
procedure showed how to reduce the number of susceptible words for
markers and to optimize the processing time.

On the other hand, in order to reduce processing time, changes were
made on the contents of the database, excluding from the collected
texts those words or even sentences that are not directly related to the
subject of disaster. For example, the following text: ”Two persons were
killed and seven others injured on Monday evening in a bus explosion in
the Armenian capital, Yerevan, announced the Ministry for Emergency
Situations of the Caucasian Republic, AFP informs” can be reduced
to a short form, namely: “Two persons were killed and seven others
injured in a bus explosion”. The remainder is sufficient to serve as
a pattern for analysis and classification of new extracted texts, but
the processing time will be significantly decreased. These minimizing
of database records must be made with great accuracy, not to lose
substantial information. Obviously, the cuts are operated in patterns
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only, not in the news, where, for example, place of the event and source
of information can be important for mitigation scenarios.

8 Conclusions and Further Work

Our experience has shown that the proposed tool provides acceptable
results. In order to obtain a better classification it is necessary to in-
crease the number of collected texts, especially those related to the
topics of hurricanes, earthquake, radioactive contamination and dis-
eases. Despite the optimization measures, the processing time tends to
increase with the expansion of the database and we decided to develop
a distributed processing algorithm using the 64 node cluster from the
Institute of Mathematics and Computer Science.
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November 2015, pp. 125–136.

170



Tools for Texts Monitoring and Analysis . . .

[15] H. N. Teodorescu - private mail

[16] A. Alhazov, E. Boian and S. Cojocaru, “Modelling Inflections
in Romanian Language by P Systems with String Replication,”
in Proceedings of the 10th Workshop on Membrane Computing,
WMC10, Curtea de Arges, Romania, August 24 27, 2009, pp. 116
–128.

[17] S. Cojocaru and E. Boian, “Determination of infexional group
using P systems,” Computer Science Journal of Moldova, vol. 18,
no. 1, pp. 70–81, 2010.

[18] M. Petic and S. Cojocaru, “Vocabulary enriching for text analy-
sis,” in System analysis and information technology: 17-th Inter-

national conference SAIT 2015, Kyiv, Ukraine, June 2225, 2015.
pp. 37–38.

[19] M. Petic, V. Gı̂sca and O. Palade, “Multilingual mechanisms in
computational derivational morphology,” in Proceedings of Work-

shop on Language Resources and Tools with Industrial Applica-

tions LRTIA-2011, Cluj-Napoca, Romania, pp. 29–38.

[20] M. Najork and J. L. Wiener, “Breadth-first crawling yields high-
quality pages,” in Proceedings of the Tenth Conference on World

Wide Web, Hong Kong, May 2001, Elsevier Science, pp. 114–118.

Svetlana Cojocaru, Mircea Petic, Received May 15, 2016

Grigore Horoş
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Feasible approach to modeling of ecological

component of the sustainable development

paradigm

T. V. Shulkevich, Y. M. Selin

Abstract

The paper contains the description of the feasible approach to
modeling and forecasting of ecological processes that are the com-
ponent of the sustainable development paradigm. The suggested
mathematical apparatus is based on the statistical methods and
comprises hidden Markov models with the linguistic modeling.

Keywords: modeling, forecasting, ecological processes, math-
ematical apparatus, hidden Markov models, linguistic modeling.

According to the definition suggested by the Centre “For our com-
mon future” (“For our common future”), that has been working in
Geneva since 1988, and the United Nations Conference in Rio de
Janeiro (1992), the sustainable development is understood as the kind
of development that “satisfies the current needs, but does not compro-
mise the abilities of the future generations to satisfy their own needs”,
or that provides “the high quality of environment and the healthy econ-
omy for all nations”. Therefore, the problem of the sustainable devel-
opment is the problem of the mankind salvation from the consequences
of its own activity that, by the end of the 20th century, have become
critical and manifested themselves in desertification, pollution of the
atmosphere, oceans and soil, rapid population growth, poverty, star-
vation, dangerous diseases, etc. The issues of scientific knowledge and
education, industry and innovation technologies, ecological, social and
medical problems, international relations and political events and many
other phenomena of modern life have intertwisted into the single inter-
related unit. The consciousness of the situation and the search of the

c©2016 by T. V. Shulkevich, Y. M. Selin
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Figure 1. The triune concept of the sustainable development

reasonable solutions to the problem have become an urgent matter. It
requires focused attention not only on a global, but also on a national,
regional and local basis [1].

Usually, the sustainable development paradigm is presented in the
following way (Fig. 1).

The growing rate of exploitation of natural resources, economic
decline of the economies in transition raise up the risk of the techno-
genic disasters, keep the countries from spending considerable efforts
and resources necessary for the implementation of measures to reduce
the environmental impact. To accomplish the purpose of the sustain-
able development the specific mechanisms for its implementation are
required. The development and application of the “environmental as-
sessment” system for the assessment of the transition to the sustainable
development is of considerable significance in the world practice. The
most important are the two of its modes (local and strategic) that nowa-
days are the well-established mechanisms of revelation and prevention
of the environmental consequences of the human induced activity (refer
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to Fig. 2) [2].

However, for better understanding of the ecological component of
the sustainable development paradigm, it is necessary to analyze some
natural phenomena and biospheric processes and their interaction in
the “man-environment” system. We will pay careful attention to envi-
ronmentally hazardous processes.

Environmentally hazardous processes are generally understood as
exogenous and endogenous (anthropogenic), short-term and long-term
impacts on the ecosystem as a whole or on its particular element, lead-
ing to the violation or problems of its performance that in its turn
disrupts the man-environment balance.

1. Endogenous (anthropogenic) impacts are caused by anthro-
pogenic activity (pollution by harmful organic and non-organic sub-
stances of all kinds of the environment: the atmosphere, surface wa-
ters, water-saturated underground layers, soil, animate environments;
noise and electromagnetic pollution of the atmosphere; light pollution;
flooding of soils and slopes; ozone depletion and creating conditions
for the greenhouse effect). They may be controlled and, in some cases,
reduced or even prevented.

2. Exogenous impacts are the manifestations of the outer space and
internal geological processes and changes (solar cycles, hurricanes, trop-
ical cyclones, monsoons, volcanic activity, global warming as a result
of the precession of the Earth’s axis, and finally, the asteroid hazard).
They are purely objective, cannot be controlled, but may be observed
and forecasted. Therefore, it is possible to develop a set of measures
to minimize the damages or mitigate the consequences.

It becomes clear from the mentioned earlier that the environmen-
tally hazardous processes are of various nature and types. Also, it is
evident that “not everything depends on a man”.

In Fig. 3 there is a schematic classification of the environmentally
hazardous processes [3].

The solar activity (Fig. 4) is a special type of an exogenous impact
on the geological and biochemical processes taking place on Earth.
The index for the solar activity characteristics, so called Wolf number,
Zurich number or the relative sunspot number is calculated by the
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Figure 2. Environmental assessment system (EA)
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Figure 3. Environmentally hazardous processes classification
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Figure 4. Solar activity cyclical change. Source: US National Centre
for Environmental Information site

following formula of R = k · (f + 10 · g), where R is the Wolf number;
f is the total number of sunspots on the visible sun hemisphere; g is
the number of sunspot groups; k is the multiplier (less than 1) that
takes into account the total contribution of observing conditions, the
telescope type and that is observed by the standard Zurich numbers.

According to the observation data for the last 304 years, the cy-
cle length in actual practice varies from 8.5 to 14 years between the
proximate minimums and from 7.3 to 17 years between the proximate
maximums. The connection between the solar cycles and the increased
occurrence of land slides has been proved. The most adverse impact
is on that of the innovate technology effects, high-frequency operating
devices, such as mobile communications, satellites (and also the re-
lated navigational safety problems), etc. Solar radiation is the source
of the motion in the atmosphere-ocean system. The force, that the
solar radiation generates, produces buoyancy – the source of motion
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in the atmosphere. It determines the nature of hurricanes, tornadoes,
tsunamis and other destructive processes. Also, the solar activity in-
fluences the proliferation of some diseases, increases the frequency of
traffic accidents, etc.

The climate change caused by the global warming is not only the
result of increased greenhouse gases concentrations (especially, carbon
dioxide) in the atmosphere, but also the result of the next cycle of the
precession of the Earth’s axis, thus it has an exogenous cause and it
will be intensified in the near future. Although, according to Kh.Y.
Shelnhuber [4], Antarctic and Greenland’s ice sheet, Sahara desert,
Amazonian rainforest, Asian monsoon system, Gulf Stream and six
more “weak spots” of Earth influence the climate, and in the case of
at least one of them undergoing changes, the ecological disaster (of
the continental level) will be inevitable, the risk may be decreased by
reducing the emission rate of gases mentioned earlier.

Considering the literature [3], we can define two principal directions
and accordingly, two methodological approaches to the mathematical
modeling of the dynamics of the environmentally hazardous processes
of various nature. The first approach comprises dynamic-computed ap-
proaches based on computational methods for solving various kinds of
differential equations that describe the basic laws of physics, and also
atmospheric and hydrodynamic processes. They are focused on solv-
ing the following basic problems of the most important spatiotemporal
patterns of the current natural processes:

• Exposure of the current spatiotemporal interrelations between
various atmospheric processes in the observation dynamics;

• Natural processes modeling for the forecasting of their develop-
ment dynamics.

The second approach, comprising empirical dynamic-statistical ap-
proaches based on the use of the long-term field measurement statistics,
belongs to the international system for the analysis and forecasting of
the ecosystem components. They are focused on the exposure of the
basic spatiotemporal patterns typical of the atmospheric processes over
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decades. The main purpose of these approaches is, in fact, the estab-
lishment of deep spatiotemporal correlations between various natural
processes based on the long-term statistics. Depending on the pur-
poses of the study it is necessary to perform the development of the
mathematical apparatus for the analysis of the dynamics of the envi-
ronmentally hazardous processes based on either dynamic-computed or
dynamic-statistical approaches, taking into account the specific pecu-
liarities and properties of the processes.

Besides, there is the third type of processes that cannot be modeled
with the help of dynamic-computed methods, and due to the absence
of a peculiar particular periodicity (daily, monthly, annual or another
permanent periodicity) they are difficult to describe using empirical-
statistical methods. Therefore, the problem of the development of the
process analysis and the development of the forecasting methods of such
processes for the information support of the environmental situation
control and monitoring system is relevant.

To sum up, the conducted analysis allows for the conclusion that
the environmentally hazardous processes are characterized by the com-
plex interrelations, interdependencies and interactions of various fac-
tors and causes. They have the following characteristic properties and
peculiarities:

• The heterogeneousness and diversity of causes and factors and an
activity that causes them;

• The spatial distribution of the triggering events, temporal and
spatial uncertainty of the growth dynamics and their impact on
the eco-surroundings;

• The nonstationarity of properties and ambiguity of their charac-
teristics.

These properties and peculiarities determine the practical relevancy
of studying of all the variety of characteristics, interrelations, interac-
tions, interdependencies of the diverse factors and causes of the envi-
ronmentally hazardous processes on the basis of the single systematic
approach from the perspective of achieving the globally defined objec-
tive of the environmental situation management – early prevention and
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(or) minimization of the adverse effects of their action. However, the
analysis shows that nowadays the various types of natural and techno-
genic environmental processes, their causes, progress, consequences and
the sphere of the action are studied separately, without regard to in-
terrelations, interdependencies, and interactions.

Such an approach does not consider some factors of primary impor-
tance that influence the active processes, their adverse impact level, the
possibility and effectiveness of its prevention.

Considering all of the above-mentioned, we propose the feasible
mathematical apparatus that may be used for the forecasting of the
environmental processes of all three types [5].

Hidden Markov models (HMM). The following diagram (Fig. 5)
shows the general structure of HMM. Ellipses are the variables with
the random value. Accidental variable x(t) corresponds to the value
of the hidden variable at time t. Accidental variable y(t) is the value
of the variable under an observation at time t. The arrows on the
diagram stand for the conditional dependences. As it can be seen from
the diagram, the value of the hidden variable x(t) (at time t) depends
only on the value of the hidden variable x(t − 1) (at time t− 1). It is
called the Markov property. However, at the same time the value of
the variable y(t) under an observation depends only on the value of the
hidden variable x(t) (at time t).

Figure 5. Solar activity cyclical change

The probability of observing the sequence Y = y(0), y(1), ..., y(L −
1) of the length L is P (Y ) =

∑

X P (Y/X) · P (X).
Here, the sum runs over all possible sequences of hidden points

X = x(0), x(1), , x(L − 1).
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The basic Markov models may be described through the following
variables: N is the number of conditions; T is the number of obser-
vations; θi=1,...,N is the parameter for the observation of the relations
between conditions; φi=1,...,N ;j=1,...,N is the probability of transfer from
condition i to condition j; φi=1,...,N is N -dimensional vector consisting
of j vectors φi=1,...,N ;j=1,...,N; xt=1,...,T is the condition of the observa-
tion in a time t; yt=1,...,T is the result of the observation in a time t;
F (y/θ) is the probability distribution function of observations param-
eterized by θ.

The result of the environmental process observation with the help
of HMM is the sequence of conditions the system undergoes during the
time of observation.

Markov model of weather with three conditions will be used as
an example. We will consider that the observations are made daily
(for example, at noon), the weather may have one of the following
conditions:

• S1 – rain (snow);

• S2 – cloudy;

• S3 – clear.

The weather on the day t is described by one of the abovemen-
tioned conditions, and the transition-probability matrix has the fol-
lowing form:

A =
(

aij
)

=







0, 4|0, 3|0, 3
0, 2|0, 6|0, 2
0, 1|0, 1|0, 8






. (1)

Thus, having the process model in the form of the probability ma-
trix and the start state probability matrix, we can calculate any con-
dition sequence probability, that is any observation probability.

Linguistic modeling. According to the specific rules the numeric
values are replaced with the symbols. The forecasting is made through
the search of the symbol strings and their correlation with the strings
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from the observation database. Obtained symbols make up the V al-
phabet from which, in its turn, the words are formed.

Herein, the grammar (or formal grammar) is understood as the
way of description of a formal language, that is the discrimination of a
certain subset from the whole set of words of a certain finite alphabet.

The forecasting is performed with the help of a stochastic context-
free grammar. Stochastic context-free grammar is the context-free
grammar in which each deduction rule has a corresponding probability.

Context-free grammar G is the tuple (N,T, P, S): S ∈ N ; N and
T are the bounded disjoined sets; P is a finite subset N × (N

⋃

T ).

Herein, the following names are used: N is the nonterminal set, T
is the terminal set, P is the deduction rules set. Rules (α, β) ∈ P are
specified as α → β. The left part of the deductive rule must contain one
variable (nonterminal symbol). Formally, α ∈ N , β ∈ (N ∪ T )⋆α ∈ N ,
β ∈ (N ∪ T )⋆, | β |≥ 1 should be realized.

In stochastic context-free grammars the deduction rules correlate
with the probability of use:

ρ : p → R, (2)

where
∑

pr∈Pr

ρ (pr) = 1. (3)

It is necessary to combine both methods to improve the accuracy of
the forecast.

Conclusion. Thus, we proposed the mathematical apparatus that
might be used for the modeling and forecasting of the environmental
processes of the sustainable development paradigm. The common prob-
lem of the statistical methods is the lack of the historical information.
However, the mankind is engaged in the monitoring of the environ-
ment, observation of the weather and natural processes throughout the
life. Therefore, the use of the statistical methods in particular is fully
justified.
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Quantitative analysis of the evacuation system

by means of Generalized Stochastic Petri nets∗

Titchiev Inga

Abstract

The aim of this article is to perform a quantitative analysis
of the evacuation system by using Generalized Stochastic Petri
nets and capturing all the properties and characteristics related
to its dynamics.

Keywords: modeling, Petri nets, properties verification,
quantitative analysis

1 Introduction

To check properties of distributed systems various methods can be used.
Petri nets is one of the methods which demonstrated good results. For
a more accurate modeling it is required to define a configuration of the
system, intended to work in a certain context. It should correspond to
certain performance restrictions. Performance restrictions aim to en-
sure functional characteristics in the current context related to response
time. In particular, this study is focused on quantitative investigations
related to dynamics of the modeled system.

Social disaster can lead to other accidents and catastrophes and it
may be necessary to keep human health and in some cases, human life,
and for these it will be opportune to evacuate successfully inhabitants.

The formalism of Petri net can be applied in the both theoretical
and practical ways. In order to surprise as close as possible modeled
real systems, the classical Petri net has been extended with the notion
of time [1], [3]. Petri nets are a powerful modeling technique because

c©2016 by I. Titchiev
∗ This work was supported by NATO project Ref. Nr. SPS G4877
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they can be used to model complex systems and to verify if the modeled
systems satisfy some criteria.

In order to perform a case study of extended evacuation system
we used analysis modules of PIPE [2] and obtained properties and
characteristics of them.

In this way the formal method like Petri nets becomes an important
tool for detecting, monitoring, modelling and mitigating social disasters
[5], [6] caused by actions of different nature.

The paper is organized as follows. First, existing approaches related
to modelling disaster and emergency management activities will be
presented. Section 2 deals with the requirements of modeling using
Generalized Stochastic Petri nets. In Section 3 the proposed model for
the evacuation of people in case of disaster will be introduced, including
a case study. In Section 4 quantitative analysis is presented with the
obtained results. The paper finalizes with conclusions.

2 Generalized Stochastic Petri Nets

We will use the Generalized Stochastic Petri Nets (GSPN) [4] to per-
form quantitative analysis, because they can capture aspects of produc-
tion in time of actions and immediately produce some actions. They
are characterized by two types of transitions:

1. Stochastic transitions: associated with an exponentially dis-
tributed firing delay;

2. Immediate transitions: associated with a null firing delay.

Formally, a GSPN can be defined as follows: GSPN = (P ;T ; Π; I;O;H;
M0;W ), where

• P is a set of places;

• T is a set of transitions, P
⋂

T = Ø;

• I;O;H : T → N(N = P
⋃

T ), are the input, output and inhibi-
tion functions;
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• M0 : P → N is the initial marking;

• Π : T → N is the priority function that associates the lower
priorities to timed transitions and higher priorities to immediate
transitions.

• W : T → R is a function that associates a real value to the
transitions, w(t) is:

– a (possibly marking dependent) rate of a negative exponen-
tial distribution specifying the firing delay, when transition
t is a timed transition (represented by a hollow rectangle).

– a (possibly marking dependent) firing weight, when transi-
tion t is immediate (represented by a filled rectangle).

When a new marking is reached, if only timed transitions are en-
abled, this marking is called tangible; if at least one immediate transi-
tion is enabled, the marking is called vanishing.

The selection the transition of which will fire is based on the prior-
ities and weights. First, the set of transitions with the highest priority
is found and if it contains more than one enabled transition, the selec-
tion is based on the rates or weights of the transitions according to the
expression:

P (t) =
w(t)

∑

t′∈E(M) w(t′)
, (1)

where E(M) is the set of transitions enabled at marking M , i.e. the
set of enabled transitions with the highest priority.

3 Evacuation system

Suppose that there is a building as it is specified in Fig. 1. M1−M8
are the rooms, M11−M81 are the doors. Petri Net of this building is
given in Fig. 2.

Rooms are modeled using places R1 − R8, doors are modeled us-
ing places D11 − D81, movements from the rooms to the doors are
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Figure 1. Building plan

modeled by timed transitions t0 − t7, movements from the doors into
the rooms are modeled by immediate transitions t8 − t14. Each in-
habitant is modeled by one token, respectively. People are accu-
mulated in the places. The transfer function is used, which takes
into account the time spent in the queue (moving time of a human
in the room) and the density and flow rate. The initial marking is
M0 = (1, 1, 0, 0, 0, 0, 1, 0, 3, 0, 2, 0, 1, 0, 0, 0).

4 Quantitative analysis

After the simulation we obtained the results from which it is observed
the exponential growth of the number of tangible states (Table 1).

The average number of tokens (people) was also obtained (Fig. 3).
The number of people from the initial state is constant.

The net is bounded, has a finite set of states (1124 states) which
lead to a finite number of steps necessary for evacuation. Also it is safe,
transitions do not influence each other, each place works independently
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Figure 2. GSPN which models the building from Fig. 1

Table 1. Tangible states

Nr Number of
people in
rooms

Number
of tangible
states

Number
of arcs in
reachability
graph

1 4 241 364

2 9 1124 2389

3 15 1888 3086
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Figure 3. Average number of tokens in places

Figure 4. Throughput of timed transitions
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Figure 5. P invariants

of one another. It is conservative (Fig. 5), the number of people is
constant, new people do not appear, all 9 people from the initial state
have been accumulated in the last place D81.

5 Conclusion

In this study, a method of Generalized Stochastic Petri Nets was pro-
posed for modeling and simulation of system that represents emergency
evacuation of people in case of social disaster. This method allows
checking such properties as boundedness, conservativeness, deadlock,
safeness.
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Abstract
This paper proposes the general prioritization framework for test

case prioritization during regression testing. Regression testing (RT)
is done to ensure that modifications have not created new faults or that
modifications fulfilled their intended purpose by correctlyaltering soft-
ware functionality. Being performed multiple times, RT canhave a
profound effect on the software budget. The test case prioritization or-
ders test cases for execution to reach a certain objective. Usually, such
an objective is to detect faults as early as possible during the testing
process. Many prioritization techniques have been developed that suc-
cessfully reach this objective. However, most of these techniques were
developed and studied independently from each other despite the fact
that they have many similarities. This article presents theframework
that allows to represent known prioritization techniques.Thus, it helps
to improve existing and devise new techniques. Also, it allows to im-
plement a single tool that emulates any prioritization technique by just
setting the correct parameters. The proposed framework includes the
combination/condensation (CC) structure and the structure functions
includingelement combination functions, condensation functions, and
a super-group combination function. By defining two such structures
together with the corresponding structure functions, one for computing
award values and one for their update, any known prioritization tech-
nique can be expressed. A general prioritization algorithmis presented
that can express any known prioritization technique.

Keywords: Prioritization, regression testing, software testing, pri-
oritization framework, test case prioritization.

1 Introduction

Each time a software system is modified and is to be released, it is regression
tested. Regression testing (RT) is similar to testing in general: it involves

c©2016 by A. Malishevsky
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executing tests and checking the results for correctness. RT, however, is done
to ensure that modifications have not created new faults or that modifications
fulfilled their intended purpose by correctly altering software functionality.

Being performed multiple times, RT can have a profound effect on the
software budget. Because RT itself accounts for a large percentage of soft-
ware cost [1, 9], even small reductions in RT cost can have a profound effect
on the software cost.

If engineers must execute all test cases, which order of testcases should
be used? One test order can be better than another under some metric. Test
case prioritization orders a test suite to maximize some objective function
defined on test orderings. The test case prioritization problem is defined as
follows: given a test suiteT , the set of permutationsPT of T , and a function
f from PT to the real numbers; the problem is to findT ′ ∈ PT such that
(∀T ′′) (T ′′ ∈ PT ) (T ′′ 6= T ′) [f(T ′) ≥ f(T ′′)], wherePT is the set of
possible prioritizations (orders) ofT , and f is an objective function that,
applied to any such order, yields anordering qualityvalue for that order.

There are many possible goals for prioritization. For example, testers
may wish to increase the coverage of code in the system under test at a faster
rate, increase their confidence in the reliability of the system at a faster rate,
or increase the rate at which test suites detect faults in that system during
regression testing. In the definition of the test case prioritization problem,f
represents a quantification of such a goal.

In the literature, many prioritization techniques have been proposed and
their effectiveness studied. We will mention just a few of them. Elbaum et al.[6,
7, 8] and Rothermel et al. [15, 16] proposed a set of modification-, coverage-,
and fault-exposing-potential-based prioritization techniques. Elbaum et al.
[5] incorporated tests costs and fault severities in prioritization. Malishevsky
et al. [11] proposed the cost-benefits model for prioritization. Do et al. [4]
introduced time constraints into prioritization. Mei et al. [12] applied pri-
oritization to service-oriented business applications. Do et al. [3] explored
the usage of mutation faults in prioritization. Bryce et al.[2] utilized pri-
oritization for event-driven software. Raju et al. [14] based prioritization of
test cases on four factors such as the rate of fault detection, requirements
volatility, fault impact, and implementation complexity.Zhang et al. [18]
used integer linear programming for time-aware prioritization. Also, Walcott
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et al. studied time-aware prioritization in [17]. Mirarab et al. [13] employed
Bayesian Networks for the test case prioritization. Hla et al. [10] used particle
swarm optimization methods for prioritization.

Most of the proposed prioritization methods were developedand studied
independently from each other despite the fact that they hada lot of simi-
larities. We exploited these similarities among prioritization techniques to
develop a unifying prioritization framework. This framework can express ev-
ery prioritization technique developed so far. Its main benefits include the
ability to facilitate creation of new prioritization techniques and their analy-
sis, while providing a standard way of looking at techniques. This framework
allows us to implement a general prioritization algorithm whose parameters
can instantiate various prioritization techniques. It allows rapid prototyping
of and research on a variety of new prioritization techniques with minimal
coding, while shortening the time to study them, encouraging experimenta-
tion with development of new techniques, and reducing the number of errors
that might occur if every technique is to be implemented fromscratch.

2 Combination/Condensation Structure

We now formally define the combination/condensation (CC) structure on
which our framework is based. We first define anelemente. An element
represents a single piece of data used by a prioritization technique. For ex-
ample, an elemente ∈ E can represent coverage information for a given
statements, modification information (number of lines changed) for function
f , or the fault-exposing-potential for locationl. A single element, however,
represents this information for thewhole test suite; thus, it contains such data
for every test from the test suite. We also define the setE as the set of all
elements used in the combination/condensation structure.

We definesub-elementet to be a constituent part of elemente corre-
sponding to a given testt. We represent anelemente ∈ E as a tuple
< e1, e2, ..., e|T | > of size |T |, whereT is a test suite. For example, if
elemente represents coverage information for statements, each sub-element
et represents coverage information for statements with respect to test caset.

A vectorv in our structure is a one dimensional array of elements. More
formally, v =< c1, c2, ..., c|v| >, where∀cl 1 ≤ l ≤ |v| ∃e ∈ E cl ≡ e.

194



The general prioritization framework

We define a set of elements that comprise a vectorv to beEv.
We define agroupG to be a tuple of vectors,G =< v1, v2, ..., v|G| >.
We defineV to be a set of all vectors across all groups.

⋃

v∈V Ev ⊆ E,
but this subset may be proper: some elements may not belong toany vector.
We define such elements asfree (e is free iff ∀v ∈ V e /∈ Ev). All vectors
that belong to the same group must becompatible, defined as having the same
number of elements. Vectors across different groups need not be compatible.

For each groupG, we defineMG = (mi,j) to be the matrix whose
columns are the vectors inG, somi,j represents thei-th component of the
j-th vector inG.

Finally, on the top level, asuper-groupSG is defined as a set of groups.
Informally, each element represents a single item of information used by

a prioritization technique. It may include function coverage, test costs [5],
module criticalities [5], change information [7], or fault-exposing-potential
information [6]. Vectors usually represent sets of elements that are treated
in the same way, such as coverage, change information, fault-exposing-
potential, etc. Groups usually represent sets of vectors used to compute a
single component of the final value (produced by the structure).

Next, we define several functions that operate on this CC structure. First,
for each groupG containing|G| vectors, we define anelement combination
function

fG
elementcombine(x1, x2, ..., x|G|, α) (1)

This function takes a sliceMG
i,1...|G| (an array< x1, x2, ..., x|G| > wherexl is

thei-th component of thel-th vector inG). This function also has argumentα
which will be explained later. Each group has its own function fG

elementcombine.
Next, for each groupG, we define acondensation function

fG
condensation(y1, y2, ..., yk, α), (2)

wherek is the number of elements in each vector in groupG. This function
takes the array< y1, y2, ..., yk >, where eachyi is the result of applying
anelement combinefunction to thei-th slice of matrixMG (defined earlier)
(yi = fG

elementcombine(mi,1,mi,2, ...,mi,|G|, α) ∀i, 1 ≤ i ≤ k), and an
argumentα (explained later). Each group has its owncondensation function.
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Finally, we define asuper-group combination function

fgroup combine(z1, z2, ..., z|SG|, α) (3)

This function takes an array< z1, z2, ..., z|SG| > (zj corresponds to group
Gj ∈ SG) and an argumentα (explained later). Eachzj is produced by a

condensation function: zj = f
Gj

condensation(y1, y2, ..., yk, α).
We call theelement combination function, condensation function, and

super-group combination function; structure functions(SF).
We call this sub-element/element/vector/group/supergroup structure, to-

gether with the structure functions, acombination/condensation structure.
LetCCF be a particular combination/condensation structure. We define

a functionFCC(CCF,E, α) which takesCCF , setE of elements, and an
argumentα (explained later), and produces the result of applying the structure
functions to the elements ofE.

3 Framework and algorithm

In the framework that we now present, we use an iterative approach in which
we apply combination/condensation structures to compute award values1 and
to alter elements each time a new test is selected. The main idea is to mod-
ify elementse ∈ E, given a newly selected test. This framework uses two
CC structures: one,CCFaward, for award value computation and another,
CCFupdate, for updating elements fromE, whereE is the set of all elements
used in the framework.

To compute award values, for each testt ∈ T , we obtain at =
FCC(CCFaward, E, t). To select the test with the best award value, we com-
putets = fbest(~a). Functionfbest takes a vector of award values~a and finds
the test (id) with the best award value.

After a new test is selected, the framework algorithm updates all elements
e ∈ E. To compute a new value for an elemente, several steps are taken.
First, for each testtu ∈ T and for each elemente ∈ E, we computeutue =
FCC(CCFupdate, E,< ts, tu, e >), using CC structureCCFupdate, wherets
is the test selected in the previous step. Second, we update every element

1An award value is the measure of test case’s “worth”.
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Algorithm 1 The prioritization framework algorithm.
1: Initialize elements inE
2: List = ǫ
3: for all tu ∈ T do
4: for all e ∈ E do
5: x

tu
e ← fupdate(e

tu , FCC(CCFupdate, E,< nil, tu, e >))
6: end for
7: end for
8: for all tu ∈ T do
9: for all e ∈ E do

10: val(etu )← x
tu
e

11: end for
12: end for
13: loop
14: for all t ∈ T do
15: at ← FCC(CCFaward, E, t)
16: end for
17: ts ← fbest(~a)
18: if ats = nil then
19: HALT
20: end if
21: Add ts into List
22: for all tu ∈ T do
23: for all e ∈ E do
24: x

tu
e ← fupdate(e

tu , FCC(CCFupdate, E,< ts, tu, e >))
25: end for
26: end for
27: for all tu ∈ T do
28: for all e ∈ E do
29: val(etu )← x

tu
e

30: end for
31: end for
32: end loop

e ∈ E for every testtu ∈ T val(etu) = fupdate(e
tu , utue ). We defineval(x) to

be the value ofx.
The framework is applied as follows: determine the set of elementsE in

all structures, determine the CC structureCCFaward for award computation
containing a subset ofE, determine CC structureCCFupdatefor update com-
putation containing a subset ofE, determine initial values for all elements
in E, determine a function for element updatingfupdate, decide on a sorting
function fbest, and finally, apply the framework algorithm that initializes all
elements and computes award values, selects a test, and updates elements
until the halting condition is satisfied.

The framework algorithm that implements prioritization techniques is
presented as Algorithm 1. Lines 3-7 compute initial values for every ele-
ment. Lines 8-12 set element values to the values computed inlines 3-7.
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Figure 1. The structure for prioritization techniquefn-bfi-fep-nofb.

Lines 13-32 implement the main loop computing the prioritized test case se-
quence. Lines 14-16 compute test award values. Line 17 finds the test with
the highest award value. Lines 18-20 test the halting condition. Line 19 adds
the selected test to the ordered sequence. Lines 22-26 compute the new val-
ues of elements. Lines 27-31 update the value of every element using values
computed in lines 18-20. We define thenil value to be the lowest award value
a test can have. During comparisons, a test case with award valuenil can be
chosen only if there are no tests inT with award values not equal tonil.

4 An example

Now we will demonstrate how to fit one existing prioritization technique into
the framework. Thefn-bfi-fep-nofb techniqueprioritizes tests in an order
of decreasing values of sum of covered fault-exposing-potential2 of modi-
fied functions [7]. Thus, this technique employs a binary fault index3 and
fault-exposing-potential information. There are two vectors in each of the
two groups: coverage and binary fault index vectors in the first group, and
coverage and fault-exposing-potential vectors in the second group. In each
group, corresponding elements of that group’s two vectors are multiplied and
summed. Then, for each test case, an award value is created asa tuple con-
sisting of two values, one from each group; this is used to order test cases.
Award values, being tuples, are compared element-wise: first elements are
used for sorting, and, in a case of a tie, second elements are compared. The

2The probability that a given test case reveals a fault in a given location, if one exists [7].
3Binary fault index is the metric on a code change [7].
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combination/condensation structure for the award value computation for this
technique is presented in Figure 1 where theelement combinationfunction is
multiplication, thecondensationfunction is summation, and thegroup com-
bination function is tuple creation.CovFi is the binary function coverage
information for functionFi, bfiF i is the binary fault index for functionFi,
andfepF i is the fault exposing potential for functionFi. Each ofcovF i,
bfiF i, andfepF i is a vector of size|T | whose components correspond to
test cases from test suiteT . As we can see, these techniques fit easily into the
framework.

5 Conclusions

We exploited similarities among prioritization techniques to develop a uni-
fying prioritization framework. This framework can express prioritization
techniques developed so far. This framework helps to createnew prioritiza-
tion techniques and analyse them, while providing a standard way of looking
at techniques. This framework allows us to implement a general prioritization
algorithm whose parameters can instantiate various prioritization techniques.
It allows rapid prototyping of techniques and research on a variety of new
techniques with minimal coding, shortening study time, encouraging experi-
mentation with development of new techniques, and reducingthe number of
errors that might occur if a technique is to be implemented from scratch.
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Abstract

Use of portable ultrasound becomes common practice in mass
casualty situations. The obtained information helps emergency
crews to make decisions regarding on-site triage, helping in deter-
mination of adequate diagnostics in proper time for saving lives
of patients.

In this article a design of multilayered knowledge base in do-
main of the abdominal region ultrasound examination for the case
of mass casualty situations is described. Layers 1-2 correspond
to casualty’s severity state, and layer 3 – to pathologies when
the free fluid is present in the abdominal cavity, that is not the
consequence of an abdominal injury.

Keywords: Knowledge base re-engineering, on-site triage,
mass casualty, medical ultrasound, hepato-pancreato-biliary re-
gion.

1 Introduction

The existence of people and society is increasingly being subjected to
serious challenges caused by catastrophes, disasters or natural emer-
gency situations (earthquakes, landslides, floods, etc.), technogeneous,
biological, social and premeditated (terrorism) ones.

A disaster is a natural or man-made event that suddenly or sig-
nificantly disrupts normal community function and causes concern for
the safety, property and lives of the citizens. Thus, disaster is an event
that exceeds the capabilities of the response.

c©2016 by S. Cojocaru, C. Gaindric, Iu. Secrieru, S. Puiu, O. Popcova
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Since 20th century due to technological progress the number of dis-
asters considerably increased, as well as their magnitude. In disaster
focus an enormous number of victims died before hospitalization, hav-
ing injuries compatible with life, because healthcare services did not
provide a full qualitative rapid aid.

A mass casualty incident is an event that exceeds the health care
capabilities of the response, when health care needs additional large
resources.

The problem of providing medical aid in the case of a large number
of victims was understood in 1881. As a consequence of a fire at the
Ring Theater in Vienna more than 400 persons with trauma and burns
did not obtained medical aid up in the morning because of lack of
overnight medical emergency service.

In case of mass casualty situations, the frequency of which is grow-
ing, the number of victims usually exceeds local medical resources.
Terrorist attacks of great resonance – attacks on the World Trade Cen-
ter in New York, bombings in Madrid and London – have resulted in
large numbers of victims, comparable to those in military conflicts.

As a result of disasters about 2 million people die annually in the
world, more than 200 million suffer trauma of diverse severity, conse-
quently about 10 million people remain disabled. 75-85 % of fatalities
occur within first 20 minutes. According to some studies, the number
of deaths would be reduced by 30 % if victims are provided medical
care timely in an hour after catastrophe [1].

These figures demonstrate the importance of providing in proper
time medical assistance on the disaster site.

In the case of emergency situation or disaster, resulting in a sig-
nificant number of victims in a short period of time many people si-
multaneously require urgent medical assistance and evacuation from
the impact zone. Inevitably, for a period of time there is a strain that
the necessity in medical assistance exceeds currently available medical
capabilities and resources. Obviously, in such circumstances medical
aiding to the full extent for all affected people is practically impossible,
that highlights the importance of emergency diagnostics, triage and
setting a schedule for evacuation.
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2 Triage in the Disaster Scenarios

Emergency situation is characterized by the complexity of decisions to
be made.

Medical triage in case of mass casualty accidents or disasters [2, 3] is
a complex process of identification and differentiation of victims in ho-
mogeneous groups according to the severity and nature of injuries and
the degree of emergency medical assistance. It determines sequence,
mode and evacuation destination depending on available medical capa-
bilities and resources, as well as specific circumstances imposed by the
impact.

The basic aim of medical triage is ensuring the provision of medical
assistance in optimum time and in maximum possible volume to the
largest number (ideally – to all) of victims of the disaster. In extreme
cases diagnostics requires from physician a strategy that reduces to
sorting victims into several groups in order to ensure targeted aid,
taking into account the severity of the case.

Priority 1 – Absolute emergency. Victims with serious and very
serious injuries, illnesses, intoxication or contamination, compromising
vital functions, which require immediate stabilization measures, as well
as priority evacuation in assisted medical transport conditions.

Priority 2 – Relative emergency. Victims with serious or moderate
injuries, illnesses, intoxication or contamination, with retained vital
functions, but with the risk of developing life-threatening complications
immediately ahead. They require urgent medical assistance, but not
the immediate one.

Priority 3 – Low urgency. Victims with minor injuries, illnesses,
intoxication or contamination, no life-threatening, which can be treated
later, usually in outpatient conditions. They can be evacuated in non-
specialized transport or independently.

In case of mass casualty situations examination should be made
on the site, in reduced time in order to determine the right strategy
for saving. This specific character requires an approach, different from
the traditional clinical examination. Structure of trauma and injuries
varies essentially depending on the disaster’s nature.
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Ultrasound diagnostics at the disaster site is aimed at determining
the level of urgency to save lives and to prevent any complications for
people at risk.

Portable ultrasound has clear advantages over other imaging equip-
ment (particularly, computed tomography) to be applied in remote
places. Since ultrasound is painless and safe technique that captures
images in real-time (showing the structure and movement of the body’s
internal organs and blood vessels) and portable light-weight ultrasound
scanners can be used easily at the accident site, this method has been
accepted as an important initial screening tool in disaster medicine.

For instance, to confirm liver injury ultrasound-competent physi-
cian has to answer the following four questions:

1. Is liver contour discontinued?

2. Are modifications in the liver structure (mostly circumscribed)
observed?

3. Are collection(s) in the liver surrounding areas detected?

4. Does the patient have severe pains with acute onset (post-
traumatic)?

If the answer is YES for all questions, then the obtained conclusion
is “Post-traumatic lesions of liver with perihepatic hematoma”, which
corresponds to “Priority 1 – Absolute emergency”.

FAST (Focused Assessment with Sonography for Trauma) exam-
ination, a well-known rapid bedside ultrasound examination used in
emergency medicine, was grown widespread in the early 1990s.

“The FAST examination is based on the assumption that the ma-
jority of clinically significant abdominal injuries result in hemoperi-
toneum. The standard FAST protocol is directed to detection of fluid
in the pericardial and peritoneal spaces. With regard to the CAVEAT
protocol is limited to intraperitoneal hemorrhage” [4]. CAVEAT is the
concept of a comprehensive sonographic examination in the evaluation
of chest, abdomen, vena cava, and extremities in acute triage.
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As discovery of free fluid in the abdomen can lead to appropriate
and timely diagnostics, FAST can be used to guide clinical decision-
making, e.g. as a quick method for triaging patients.

Rozycki et al. [5] have found that ultrasound was the most sensitive
and specific in patients with penetrating chest wounds or in hypotensive
blunt abdominal trauma patients (sensitivity and specificity nearly 100
%).

In [6] ultrasound was performed by relief teams after the 1988 Ar-
menian earthquake as a primary screening procedure in 400 of 750
injured multiple casualty incident (MCI) patients admitted to a large
hospital within 72 h of the event. The average time spent on evaluation
of a single patient was approximately 4 min. Traumatic injuries of the
abdomen were detected in 12.8 % of the patients.

In [7] sonography was used after an MCI in Guatemala in which
the dead far outnumbered the injured. In that setting, ultrasound was
useful for excluding internal trauma.

Ultrasound has been utilized in military deployments in Kosovo,
Afghanistan and Iraq [8]. The British Air Assault Surgical Groups
deployed to Kuwait during 2003 included the use of a hand-held ul-
trasound scanner by the forward medical units FAST examinations
performed by trained emergency physicians using portable equipment
at a large military combat hospital in Iraq. It had very high sensitivity
as confirmed by subsequent operative reports and computed tomogra-
phy imaging. In that particular experience ultrasound was performed
in patients who sustained blunt, blast and penetrating trauma [8].

Statistics shows that in cases of natural disasters, catastrophes and
accidents about 70 % of affected persons need specific healthcare ap-
proach limited in time.

So, it is important to offer recommendations on the evacuation
priority and creation groups for evacuation from the disaster focus,
according to destination (specialized centers or general profile medical
institutions) based both on triage results and limited possibilities for
transportation in case of a large number of victims.

The main limitation of the FAST examination is that the operator
must be knowledgeable in its clinical use and be aware that it does not
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exclude all injuries [9].
The limitations of FAST (as a task-focused approach) are caused

by the narrow view in emergency situation formalization. In fact, the
plausible reason of patient critical state can lie outside the emergency.
For instance, the potential false-positive diagnosis of free traumatic
fluid in the peritoneum may be due to fluid present in patients for
physiologic reasons, including ovarian cyst rupture, as well as patho-
logic reasons, such as patients with ascites or inflammatory processes
in the abdomen or pelvis [9].

In this paper we describe the algorithm that would allow physician
rescue team in reduced time to appreciate diagnosis, severity, the life-
threatening in order to make appropriate decisions about how to help,
treat and evacuate from the disaster site.

In distinction from FAST, in our approach we consider emergency
situation as a particular case of ultrasound examination domain for-
malization and take into account the injury severity.

3 Approach Based on SonaRes Knowledge Base

Abdomen region is the important one, as the most difficult cases to
diagnose with extremely dangerous consequences are lesions of the ab-
dominal cavity organs (liver, spleen, kidneys, large vessels of the ab-
domen, gallbladder and pancreas).

The paper authors over several years elaborated SonaRes techno-
logical platform, designed for development of medical informatics appli-
cations to support diagnostic process based on ultrasound examination
method [10-11].

SonaRes technological platform consists of two main parts –
SonaRes methodology and SonaRes technology. SonaRes methodol-
ogy consists of knowledge acquisition strategy, knowledge representa-
tion and storage form, inference mechanism. SonaRes technology offers
knowledge base editor and tools that allows creation of information sys-
tems of different destination.

The main part of SonaRes technological platform represents SonaRes
knowledge base, which includes the following formalized expert knowl-
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edge:

• 335 facts and 54 decision rules for gallbladder,

• 231 facts and 52 decision rules for pancreas,

• 167 facts and 31 decision rules for liver,

• 257 facts and 15 decision rules for bile ducts.

Based on facts, the decisions rules describe organs pathologies and
anomalies.

Our approach presumes to re-engineer SonaRes knowledge base for
on-site triage task in mass casualty situations, performing the following
steps:

1. to add to the knowledge base information (facts and decision
rules) that describes blood vessels;

2. to identify conclusions (decision rules) that describe fluid pres-
ence, obtaining knowledge base – critical level 1 ;

3. to localize the obtained conclusions into 4 areas of the FAST
examination;

4. to identify information (facts and decision rules) that allows to
make severity assessment (fluid volume and patient state sever-
ity), obtaining knowledge base – emergency level 2 ;

5. to identify conclusions (pathologies and anomalies) that describe
presence of free fluid in the abdominal cavity, which is not the
consequence of an abdominal injury, obtaining knowledge base –
non-injury level 3 ;

6. to validate completeness of all 3 levels of the knowledge base for
emergency situation;

7. to reorder the set of facts according to their information value in
order to minimize the number of inference steps;
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8. to classify conclusions from levels 1-2 in priority groups (absolute
emergency, relative emergency, low urgency).

In this way we re-engineer SonaRes knowledge base structure from
multimodule organ oriented to multilayered triage task oriented and
overcome limitations of the FAST examination, taking into account
physiologic and pathologic reasons.

4 Conclusion and Future Work

The current consensus supports ultrasound screening of mass casualties
for evaluating trauma patients. In particular, FAST examination is
used to identify presence of intraperitoneal or pericardial free fluid,
presumed to be consequences of bleeding. It is important to note,
however, that the FAST examination is a screening test, and false-
negative conclusions do occur.

We propose a methodology of re-engineering of SonaRes knowledge
base for on-site triage task in mass casualty situations.

As a result we obtain a multilayered knowledge base designed for
emergency (mass casualty) situations, when injuries need immediate
surgical intervention:

• critical level 1 – corresponds to fluid presence

• emergency level 2 – corresponds to severity assessment

• non-injury level 3 – corresponds to presence of free fluid due to
physiologic and pathologic reasons.

Our approach allows to differentiate process of on-site triage de-
pending on time available for decision-making.

In cases when there is a need and the conditions allow (for instance,
during transportation) to repeat examination, our approach, in distinc-
tion from FAST, provides more competent assistance, evaluating state
severity assessment.

The following work could be done in the future:
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• a scoring system to be added in priority groups (absolute emer-
gency, relative emergency, low urgency), as it is usual for physi-
cians;

• based on the re-engineered knowledge base, an algorithm to be
created and validated on virtual scenarios.

In addition, there is a well suited provision of emergency physicians
and rescue teams with a decision support system to assist emergency
examination, helping in establishing the correct diagnostics in oppor-
tune terms. For example, it is possible to use SonaRes technological
platform [10] that already exists and was tested in creation of a system
that uses portable scanners and is aimed for diagnostics under field con-
ditions, accessible through easy of use under mass casualty conditions,
lack of time and qualified medical personnel.
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The Chromatic Spectrum of a Ramsey Mixed

Hypergraph

David Slutzky, Vitaly Voloshin

Abstract

We extend known structural theorems, primarily a result of
Axenovich and Iverson, for the strict edge colorings of the com-
plete graph Kn which avoid monochromatic and rainbow trian-
gles to discover recursive relationships between the chromatic
spectra of the bihypergraphs modeling this coloring problem. In
so doing, we begin a systematic study of coloring properties of
mixed hypergraphs derived from coloring the edges of a com-
plete graph Kn in such a way that there are no rainbow copies
of Kr and no monochromatic copies of Km, where n > r > 3,
n > m > 3. We present the chromatic spectra of the bihyper-
graph models of Kn for 4 6 n 6 12 and r = m = 3. This study
fits in the larger context of investigating mixed hypergraph struc-
tures that realize given spectral values, as well as investigations
of the sufficiency of the spectral coefficients in obtaining recur-
sive relationships without the need to subdivide them further
into terms that count finer distinctions in the feasible partitions
of the hypergraph. The bihypergraphs arising in this simplest
case where r = m = 3 have spectra that are gap free and which
do allow a recursive relationship, albeit a complicated one. The
continuation of this project in future work will examine if both of
these facts remain true for derived Ramsey Mixed Hypergraphs
corresponding to larger r and m.

Keywords: Ramsey number, antiramsey number, mixed hyper-
graph coloring, feasible partition, chromatic spectrum.
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1 Definitions

A hypergraph H = (X, E) is a collection of vertices X = {xi|i ∈ I}
and a collection of hyperedges E = {ej ⊆ X|j ∈ J}. A coloring of H
is a mapping f : X → [k], where [k] = {1, ..., k}. The inverse image
f−1(i) is a color set defined by the coloring f and the collection of
the nonempty color sets defined by f gives a partition of X. When
f is a surjection, the coloring is said to be strict. Below, all colorings
are assumed to be strict unless stated otherwise. In mixed hypergraph

coloring ( [14]–[16]) there are subsets C and D of the hyperedge set
E which place conditions on colorings. A coloring f is proper if it
assigns the same color to at least two vertices in each hyperedge in C
and different colors to at least two vertices in each hyperedge in D.
Hence, a hyperedge in C cannot be rainbow (all vertices of distinct
colors), and a hyperedge in D cannot be monochrome (all vertices of
the same color). For convenience, we refer to the hyperedges in C
and D as C-edges and D-edges. The partitions of X corresponding to
proper colorings are the feasible partitions of H. A mixed hypergraph
H = (X, C,D) is a bihypergraph when E = C = D, thereby requiring
both coloring conditions on every hyperedge of H.

Mixed hypergraph coloring has many diverse applications. The
monograph [16] gives an overview of many of these applications, such
as list colorings without lists and problems in resource allocation, data
base management, and molecular biology. As it is shown in [10], mixed
hypergraphs can be used to efficiently model many graph coloring prob-
lems including homomorphisms of simple graphs and multigraphs; cir-
cular colorings; (H,C,K)-colorings; locally surjective, locally bijective,
and locally injective homomorphisms; L(p, q)-labelings; the channel as-
signment problem; and T-colorings and generalized T-colorings. There
are also applications of mixed hypergraph coloring to issues regarding
cybersecurity. One such reference is a recent PhD thesis [12] giving
algorithms for scalable fault tolerance.

It is well-known, see [16], that the chromatic polynomial P =
P (H) = P (H, λ), which is the function that counts the number of,
not necessarily strict, proper λ-colorings of H, can be expressed in the
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form

P =
n
∑

i=1

Riλ
i , (1)

where |X| = n and λi = λ(λ− 1) · · · (λ− i+ 1) is the falling factorial.
Note that the falling factorial counts the number of colorings of the
complete graph on i vertices. The coefficients Ri in (1) count the
number of feasible partitions of H using i nonempty subsets. Without
coloring conditions, given by defining the sets C and D in E , Ri is the
Stirling number of the second kind S(n, i) and their sum is the nth Bell
number Bn counting the number of partitions of a set of order n. See,
for example, [7]. With coloring conditions, we have the trivial bound
Ri 6 S(n, i). The collection of these coefficients {R1, ..., Rn} is called
the chromatic spectrum of H. The smallest value of i for which Ri is
nonzero is the (lower)-chromatic number χ(H) and the largest value of
i for which Ri is nonzero is the upper-chromatic number χ(H). If all
Ri are nonzero for χ(H) 6 i 6 χ(H), the spectrum is said to be gap

free. The set of indices for which the spectral coefficients are nonzero
is the feasible set of H. Not only are gaps possible, but any finite set
of positive integers is the feasible set of some mixed hypergraph if and
only if the set omits 1, or includes 1 and is gap free. See [8].

The splitting-contraction algorithm [14]–[16] finds the chromatic
polynomial of any mixed hypergraph, but it has a high level of computa-
tional complexity that makes it impractical to use in large hypergraphs.
In [13], we use an extension to the splitting-contraction algorithm in
the special case of complete uniform interval mixed hypergraphs to find
recursive relationships between their chromatic polynomials, where the
recursion is on the order of their vertex sets. Recursive relationships
for the chromatic polynomials naturally include recursive relationships
for the chromatic spectrum values. Our main results here regard a col-
lection of bihypergraphs which model a particular question in Ramsey
Theory. We find recursive relationships for the individual chromatic
spectral values of these bihypergraphs directly, and do not consider
further the full chromatic polynomials. By focusing on the chromatic
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spectra, we are focused on the growth patterns of the collections of fea-
sible partitions. We give two different ideas of equivalence of colorings
to distinguish between the objects counted by the chromatic spectral
values and coloring patterns that are the same in a weaker sense.

Two colorings f and g are isomorphic if there is a permutation σ
of the vertex set X so that f = g ◦σ. Two k-colorings are equivalent if
there is a permuation θ of the colors [k] so that f = θ ◦ g. Equivalent
colorings give the same feasible partition, whereas isomorphic colorings
only give the same coloring pattern. Since the chromatic spectral values
count the number of nonequivalent colorings, or isomorphic colorings
with multiplicity, we say nonequivalent colorings are distinct.

2 Background of a Ramsey Problem

Let f : E(Kn) → [k] be an edge coloring of the complete graph on n
vertices. Let Gm and Gr be two graphs. The coloring f is said to
be (Gm, Gr)-good if there is no monochrome subgraph isomorphic to
Gm and no rainbow subgraph isomorphic to Gr. Define the derived
Ramsey Mixed Hypergraph HR = (E(Kn), C(Gr),D(Gm)) to be the
mixed hypergraph with vertex set corresponding to the edge set of
Kn, C-edges corresponding to the copies of Gr in Kn, and D-edges
corresponding to the copies of Gm in Kn. In a more general setting this
concept was first introduced by Voloshin in 2002 in [16, p.157] under
the name of “derived mixed hypergraph of a hypergraph H = (X, E)”.
In this language, for example, the classic graph Ramsey number R(p, p)
(the smallest integer n such that any 2-coloring of E(Kn) contains a
monochromatic copy of Kp in color 1 or a monochromatic copy of Kp in
color 2) is the smallest integer n such that the lower chromatic number
χ(HR) = χ(E(Kn), ∅,D(Kp)) > 2.

Clearly, a (Gm, Gr)-good edge coloring f of Kn is a proper color-
ing of the mixed hypergraph HR. Axenovich and Iverson [1] define
maxR(n;Gm, Gr) and minR(n;Gm, Gr) to be the maximum and min-
imum number of colors, respectively, in a (Gm, Gr)-good edge coloring
of Kn. These numbers are the upper and lower chromatic numbers of
HR. Further, let F (k;Gm, Gr) be the largest value of n for which there
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is a (Gm, Gr)-good edge k-coloring of Kn. These kinds of numbers have
been studied by many authors in Ramsey and anti-Ramsey Theory, see
for example [3]–[5], [9].

For the remainder we work with the particular case when Gm
∼=

Gr
∼= K3. As such, it should be understood that good colorings in the

following are (K3,K3)-good edge colorings of a complete graph. By an
easy induction argument, it can be seen that maxR(n;K3,K3) = n−1.
In [6] the authors show that every good (n−1)-coloring can be obtained
as a kind of product of two good colored cliques. In [3], Chung and
Graham prove that

F (k;K3,K3) =

{

5k/2 if k is even

2 · 5(k−1)/2 if k is odd
(2)

by examining the monochrome neighborhoods of a fixed vertex x, de-
fined by Ni(x) = {y|f(xy) = i}. They also remark that a similar analy-
sis shows that the colorings in the extremal cases can be described using
a recursive process with two kinds of products on colored cliques with
two and five factors. Axenovich and Iverson in [1] give a more detailed
account of these extremal colorings by using product structures on sets
of colorings that equate to the products described by Chung and Gra-
ham. Axenovich and Iverson also give a proof examining monochrome
neighborhoods, and use a structural lemma begun in an earlier paper
by Axenovich and Jamison [2]. In the next section we state their lemma
and show that it, in fact, gives a description of all good edge colorings
of Kn using the same kind of product structures, but we need a product
with four factors in addition to the products with two and five factors.
Note that we favor the perspective of products of colored subgraphs,
as described by Chung and Graham, as opposed to the products of
sets of colorings in Axenovich and Iverson. These products are built
by designating color patterns on the join edges of an underlying join of
the factors. Though we refer to these as product structures, they are
actually multivalued products that are more clearly described as blow
ups of the coloring patterns used on the join edges. That perspective
was taken by Axenovich and Iverson in their products of sets of color-

217



D. Slutzky, V. Voloshin

ings. We explicitly define these products after listing the isomorphism
classes of the good colorings for K2 through K5.

The structural theorem on the good edge colorings gives recursive
relationships between the chromatic spectral values of the correspond-
ing bihypergraphs. The recursion is on n, the size of the underlying
complete graphs which generate this family of derived 3-regular bihy-
pergraphs. Many authors have examined complexity issues and ro-
bustness of mixed hypergraphs, and it is known that even 3-regular
bihypergraphs provide diverse models with a lot of complexity. Even
the computation of the chromatic spectrum of 3-regular bihypergraphs
is a hard problem. For example, in [13], the bihypergraph case for
uniform complete interval hypergraphs, which have a relatively simple
structure, is shown to be much harder than the cases where all the
hyperedges are C-edges or all D-edges. In the latter cases simple re-
cursive relationships are found for all sizes of the uniform edges, but
for bihypergraphs only recursive relationships are shown for bi-edges
of size 3 or size 4. Our main result is the recursive relationships that
follow from the product structure. However, we can also use the prod-
uct structure to find an explicit formula for the leading coefficient, and
indicate some weak bounds on the growth of the spectral coefficient
of degree n − 2. After commenting on the techniques used to obtain
these results, we conclude with the chromatic spectra corresponding to
K2 through K12, a description of the Java program used to compute
these data using the recursive relationship, and a description of a brute
force sorting algorithm that was also used to count feasible partitions
up through the K11 case.

3 Structure of Good Colorings

In Figure 1 we list the isomorphic colorings, or coloring patterns, for
all of the good colorings of K2 through K5. With each figure we list
the number of distinct colorings in that isomorphism class.

The coloring patterns in Figure 1 can be obtained by hand, though
it can be tedious work to get the patterns for K5. They also result from
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K2: 0 1 1

K3: 0 1

2

3

K4: 0 1

23

6

0 1

23

3

0 1

23

12

0 1

23

3

K5:

0

1

2

34

6

0

1

2

34

60

0

1

2

34

15

0

1

2

34

30

0

1

2

34

30

0

1

2

34

15

0

1

2

34

30

0

1

2

34

30

0

1

2

34

60

Figure 1. The isomorphism classes of (K3,K3)-good coloring patterns
for K2 through K5 and the number of distinct colorings in each class.
The designated patterns are the prime patterns used to define products
that generate all good colorings of any Kn.
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the forthcoming structural theorem. The three patterns in Figure 1 in
the three boxes are the prime patterns used to define the necessary
product structures.

Let the symbol [r0, r1] represent any of the colored complete graphs
obtained by replacing the vertices in the prime coloring of K2 with
colored complete graphsKr0 andKr1 where the factors are edge colored
with colors different from that used in the original K2. The resulting
complete graph Kr0+r1 is the join of the two underlying factors with
each of the join edges colored by the color in the original K2. This
is the operation used in [6] and is equivalent to operations appearing
in [3] and [1].

Let the symbol [r0, r1, r2, r3] represent any of the colored complete
graphs obtained by replacing the vertices in any of the six prime color-
ings of K4 with colored complete graphs Kr0 ,Kr1 ,Kr2 , and Kr3 , where
the factors are edge colored with colors different from the two used in
the original K4.

Let the symbol [r0, r1, r2, r3, r4] represent any of the colored com-
plete graphs obtained by replacing the vertices in any of the six prime
colorings of K5 with colored complete graphs Kr0 ,Kr1 ,Kr2 ,Kr3 , and
Kr4 , where the factors are edge colored with colors different from the
two used in the original K5. This is the same operation as the one
defined in [3], but they used just one of the six 2-colorings of K5 and
considered permutations of the factors to obtain the other results of
our multivalued product.

For convienence, when the orders of the factors are known, we al-
ways order the factors so that r0 > r1 > . . . > r4.

The products of sets of colorings defined in [1] give all of these
products and more, but they only use the ones corresponding to these
two and five factor products to describe the extremal coloring patterns
corresponding to (2).

The three distinct good colorings of K3 are obtained from the prod-
uct [2, 1]. The nonprime good colorings of K4 are obtained from [2, 2]
and [3, 1]. Note that the operation [2, 2] gives 2-colorings when the
same color is used on the factors and 3-colorings when different colors
are used on the factors. The first two nonprime good colorings of K5
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shown in Figure 1 are 4-colorings obtained from using the two nonisom-
porphic 3-colorings of K4 in [4, 1]. The last good 4-coloring pattern is
obtained from [3, 2]. The five good 3-coloring patterns of K5 are given
by [4, 1], [4, 1], [3, 2], [3, 2], and [2, 1, 1, 1], respectively. The two noni-
somorphic good 4-coloring patterns given by [4, 1] come from the two
nonisomorphic good 2-colorings of K4. However, the two nonisomor-
phic good 4-coloring patterns given by [3, 2] come from the two choices
of colors on K2. See Section 4 to see feasible partitions of the labeled
edge set of K5 corresponding to these coloring patterns.

We now show that these three operations are enough to generate
all of the good colorings for any Kn.

Following Axenovich and Iverson, we define a monochromatic pair

and a mixed pair of subsets of vertices of an edge colored complete
graph. Let f be a good coloring of Kn and let A and B be subsets
of V (Kn). Put c(A,B) equal to the set of colors f assigned to edges
ab for any a ∈ A and b ∈ B. A pair (A,B) is monochromatic if
c(A,B) = {i}. The pair is mixed if there are partitions A = A′ ∪ A′′

and B = B′ ∪ B′′ with c(A′, B′) = c(B′, B′′) = c(B′′, A′′) = i and
c(A′, B′′) = c(A′, A′′) = c(A′′, B′) = {j}. The sets A′ and B′ may be
empty, but not both. See Figure 2.

Lemma 1. [Axenovich/Iverson] Let v ∈ V (Kn) and Vi = Ni(v).
Order the colors so that Vi 6= ∅ for i = 1, . . . ,m. Then there is a re-

ordering such that:

a) c(Vi, Vj) = {i, j} and the pair (Vi, Vj) is either monochromatic

or mixed,

b) If (Vi, Vj) is monochromatic, then c(Vi, Vj) = {i},

c) If (Vi, Vj) is mixed, then j = i+ 1,

d) If there is a mixed pair (Vi, Vj), then neither (Vi−1, Vi) or

(Vi+1, Vi+2) is mixed.
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A′ B′

B′′A′′

B′

B′′A

Figure 2. A mixed pair A and B.

An edge coloring is lexical if there is an ordering of the vertex set
so that each edge vivj is assigned color i whenever i < j. As Axenovich
and Iverson comment, their lemma classifies good colorings as blow
ups of lexical colorings, with the possible exceptions of mixed pairs of
consecutive sets. A set can be in only one mixed pair. See Figure 3.

Theorem 1. Any good colored Kn is obtained uniquely as one of the

products from [r0, r1], [r0, r1, r2, r3], or [r0, r1, r2, r3, r4], with r0 > r1 >
. . . > r4 and with good-colorings on each factor.

Proof Choose a vertex v ∈ V (Kn) and order the monochrome neigh-
borhoods of v as in the conclusion of Lemma 1.

Suppose m = 1. Then V (Kn) − v = N1(v) and the colored Kn is
realized by [n− 1, 1] with the join edges colored by color 1.

Suppose m > 2. There are two cases to consider. See Figure 3.

If (V1, V2) is a monochromatic pair, then c(V1, Vj) = {1} for all j > 1
and the colored Kn is realized by a product with two factors given by
the induced subgraphs Kn[v ∪

⋃m
i=2 Vi] and Kn[V1].

If (V1, V2) is a mixed pair, then c(V1, Vj) = {1} for all j > 2,
c(V2, Vj) = {2} for all j > 2, and the colored Kn is realized by a prod-
uct with four or five factors, depending on whether one of the subsets
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of the partitions of V1 or V2 is empty. The factors are the subgraphs
induced by V ′

1 , V
′′

1 , V
′

2 , V
′′

2 , and v ∪
⋃m

i=3 Vi.

The uniqueness follows immediately, since the colors on the join
edges of the products are incident to every vertex in each of the three
product structures.

v

V ′

1

V ′

2

V ′′

2

V ′′

1

V ′

3

V ′

4

V ′′

4

V ′′

3

. . .

Figure 3. The product structures of any good coloring for Theorem 1.
When V ′

1 and V ′

2 are both empty, the product has two factors. When
V ′

1 is empty, the product has four factors. Otherwise the product has
five factors.

There are no restrictions on the size of the factors in Theorem 1.
When each factor is K1, we get the three prime coloring patterns of
Figure 1. Considering the possible arithmetic partitions of 5 of sizes
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2, 4, and 5, the patterns shown in Figure 1 form a complete list of the
good coloring patterns for K5.
If we color each factor using one fewer color than its order, we have
that each product can have up to (r0 − 1) + (r1 − 1) + (1) = n − 1,
(r0−1)+(r1−1)+(r2−1)+(r3−1)+(2) = n−2, or (r0−1)+(r1−1)+(r2−
1)+(r3−1)+(r4−1)+(2) = n−3 colors. The full structural theorem
then immediately gives the result of [6] that the good colorings using
the maximum number of colors n− 1 are only obtained from products
with two factors with the maximum number of colors used on each
factor and these sets of colors are distinct. The minimum number of
colors is the maximum of the lower chromatic numbers corresponding
to the factors plus 1 if there are two factors, or plus 2 if there are
four or five factors. These minimums clearly cannot decrease as the
order increases. Further, it is inductively clear, using products with
two factors, that the spectra of these derived bihypergraphs are gap
free. We are interested to see if any of the derived Ramsey Mixed
Hypergraphs, for some combination of Kr and Km, realize gaps in their
chromatic spectra. We plan to investigate that possibility in future
research continuing the project begun in this paper.

Define Rn
i to be the coefficients of the chromatic spectrum of the

derived Ramsey Bihypergraph of Kn with bi-edges corresponding to
the triangles of Kn.

Theorem 2. The leading coefficient Rn
n−1 is (2n − 3)!!

Theorem 2 follows immediately from the following lemma.

Lemma 2. Each distinct good (n − 2)-coloring of Kn−1 extends to

(2n − 3) distinct good (n− 1)-colorings of Kn.

Proof It is easy to check that each of the 3 distinct good 2-colorings
of K3 extends to 5 distinct good 3-colorings of K4. Now assume the
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statement of the lemma is true for all orders up through n− 1. Hence,
each good (r− 1)-coloring of Kr extends to 2(r+1)− 3 = 2r− 1 good
r-colorings of Kr+1 for r = 1, . . . , (n−2). Pick any v ∈ V (Kn) and any
good (n− 2)-coloring of Kn−1 applied to Kn − v. From the structural
theorem and comment following it, this coloring can be obtained as a
product [r, s] with r + s = n − 1 using r − 1 colors on the first factor
and s − 1 distinct colors on the second factor. For convenience let’s
say the color on these join edges is green. To increase the number of
colors used on Kn, at least one of the edges joining v to Kn−1 must
be a new color, say red. To avoid creating rainbow triangles, there are
two possibilities: all of these edges can be red, or some of these edges
joining v to one of the factors Kr or Ks are red while all of the edges
joining v to the other factor are green. From the induction hypothesis
we see there are 1+(2r−1)+(2s−1) = 2n−3 possible good colorings
of Kn produced from the selected good (n− 2)-coloring of Kn−1.

The reasoning in the proof of Lemma 2 extends to products with
four and five factors, however we can only obtain a much weaker result
than that of Theorem 2.

Theorem 3. The coefficient Rn
n−2 is greater than (2n − 5)Rn−1

n−3.

Proof Theorem 3 is equivalent to the statement: each distinct good
(n − 3)-coloring of Kn−1 extends to at least (2n − 5) distinct good
(n − 2)-colorings of Kn.

We begin the induction with K5. The prime 2-colorings of K4 each
extend to 5 good 3-colorings of K5 when we join a single vertex to
K4. However, each of the nonprime 2-colorings of K4 extends to 7
good 3-colorings of K5. Without subdividing this collection of good
colorings, we have the weak relationship that R5

3 > 5R4
2. Note we

are also ignoring any 3-colorings of K5 that are extensions of good 3-
colorings of K4. Now assume the statement of the claim is true for all
orders up through n − 1. Pick any v ∈ V (Kn) and any good (n − 3)-
coloring of Kn−1 applied to Kn − v. From the structural theorem and
comment following it, this coloring can be obtained as a product with
two factors or as a product with four factors.
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Treating first the cases when the coloring on Kn−1 is a product with
four factors, we again note that each of the factors must be colored with
the maximum number of colors ri−1, and there must be a new color, say
red, used on at least one of the join edges leading to v when we extend
this coloring to a coloring of Kn. It could be the case that all of the
edges joining v to Kn−1 are red. Otherwise, let’s begin by assuming the
red edges lead to only one factor, say Kr0 . To avoid rainbow triangles,
the edges joining v to another factor, say Kr1 , must all be colored using
the color on the edges joining the two factors Kr0 and Kr1 . Since we
can replace r1 with r2 or r3 in the previous observation, we also see
that these are in fact the only possible patterns; either all of the edges
are red, or there are only red edges leading to one factor and the edges
leading to the other factors are determined by the product structure.
As in the proof of Lemma 2, this good (n−3)-coloring on Kn−1 extends
to 2r0−1+2r1−1+2r2−1+2r3−1+1 = 2n−5 good (n−2)-colorings
on Kn.

In the cases when the good coloring on Kn−1 is a product with
two factors, and noting that we are requiring a new color be used on
at least one edge joining v to Kn−1, there are three subcases possible.
Either one of the factors is colored with the maximum number of colors
ri − 1 while the other is colored with one fewer than the maximum
number, rj − 2, and the colors used on the factors are distinct; or both
factors are colored with the maximum number of colors but share one
color. In the first subcase we use the inductive hypothesis that each
good (ri − 2)-coloring of Kri extends to at least (2ri − 3) distinct good
(ri−1)-colorings of Kri+1 to get that this good (n−3)-coloring of Kn−1

extends to at least 1+2ri− 3+2rj − 1 = 2n− 5 good (n− 2)-colorings
of Kn. In the last subcase, we have that the good coloring extends
to at least 1 + 2r0 − 1 + 2r1 − 1 = 2n − 3 good colorings. Not only
is 2n − 3 greater than 2n − 5, but particular colorings that use the
shared color on all of the edges incident with one vertex of each of the
two factors permit additional extensions with edges joining v to these
vertices possibly colored with this shared color. This completes the
proof.
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Though any good coloring of Kn must be an extension of a good col-
oring of Kn−1, Theorem 3 shows the need to analyze the details of a
particular coloring pattern on Kn−1 to determine how many extensions
it allows. That analysis is even more complex when we do not increase
the number of colors used. Chung and Graham show, in obtaining (2),
that if we do not increase the number of colors used, the number of
good colorings increases for a while and then decreases to zero. In [13]
we first subdivide each spectral coefficient into terms correpsonding to
individual patterns and then piece the subdivisions together to find
recursive relationships between the spectral coefficients themselves. In
this case, with these derived bihypergraphs, the product structure with
only three prime patterns immediately produces a recursive relation-
ship between the spectral coefficients. The details of the contributions
made by different coloring patterns are inherent in this relationship
with the repetition of all of the coefficients throughout the formula.
This formula permits relatively efficient computation of the spectral
coefficients, but does not easily permit more insight, of the form given
above, of the growth patterns of these values.

To state the general recursions we need more terms. Since the re-
cursion is very large, we use a single sigma representing summations
over multiple parameters.

Let P2, P4, and P5 be the sets of arithmetic partitions of n of size
2, 4, and 5 with terms arranged in nonincreasing order. Elements of
these sets form the products [r0, r1], [r0, r1, r2, r3], and [r0, r1, r2, r3, r4].

Let D
[r0,r1]
2 ,D

[r0,r1,r2,r3]
4 , and D

[r0,r1,r2,r3,r4]
5 be the number of ways of

decomposing Kn as the join of the factors Kri in the respective case.
The numbers D∗

i are functions of a particular arithmetic partition and
are multinomial coefficients divided by factorials corresponding to num-
bers of repeated terms in the partition.
We use Cn

k = n!/k!/(n−k)! for the binomial coefficient n choose k and
Pn
k = n!/(n − k)! for the number of permutations of k objects chosen

from n objects.
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Theorem 4. The general coefficient Rn
c is given by

D
[n−1,1]
2 Rn−1

c−1 + 6D
[n−3,1,1,1]
4 Rn−3

c−2 + 6D
[n−4,1,1,1,1]
5 Rn−4

c−2+
∑

P2,r1>1

D
[r0,r1]
2 Rr0

p Rr1
q Cp

z1
P q
z1
+

∑

P4,r1>1,r2=1

6D
[r0,r1,1,1]
4 Rr0

p Rr1
q Cp

z2
P q
z2
+

∑

P4,r2>1,r3=1

6D
[r0,r1,r2,1]
4 Rr0

p Rr1
q Rr2

r Cp
uP

q
uC

t1
w P r

w+

∑

P4,r3>1

6D
[r0,r1,r2,r3]
4 Rr0

p Rr1
q Rr2

r Rr3
s Cp

uP
q
uC

t1
v P r

vC
t2
x P s

x+

∑

P5,r1>1,r2=1

6D
[r0,r1,1,1,1]
5 Rr0

p Rr1
q Cp

z2
P q
z2
+

∑

P5,r2>1,r3=1

6D
[r0,r1,r2,1,1]
5 Rr0

p Rr1
q Rr2

r Cp
uP

q
uC

t1
w P r

w+

∑

P5,r3>1,r4=1

6D
[r0,r1,r2,r3,1]
5 Rr0

p Rr1
q Rr2

r Rr3
s Cp

uP
q
uC

t1
v P r

vC
t2
x P s

x+

∑

P5,r4>1

6D
[r0,r1,r2,r3,r4]
5 Rr0

p Rr1
q Rr2

r Rr3
s Rr4

t Cp
uP

q
uC

t1
v P r

vC
t2
j P s

j C
t3
y P t

y ,

where t1 = p+q−u, t2 = p+q−u+r−v, t3 = p+q−u+r−v+s− j,
z1 = p+q−c+1, z2 = p+q−c+2, w = t1+r−c+2, x = t2+s−c+2,
y = t3 + t− c − 2, and each of the sums is over all possible choices of

colors on the factors so that the total number of colors used is c − 2
(except the first sum which has c−1 colors) and over each of the possible

numbers of intersections of colors between the factors.

Proof We only explain the last summation, as the earlier terms fol-
low from a similar counting argument, where we must separate cases
based on how many factors of each product are K1. The last sum gives
the good c-colorings obtained from products with five factors which
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are all bigger than K1. The symbol D∗

5 is the number of ways of de-
composing Kn with these factors, and there are six distinct coloring
patterns possible on the edges joining these factors for each decom-
position and each of the possible coloring patterns on the individual
factors. We must multiply by the numbers of distinct good colorings
of the factors with p, q, r, s, and t colors used on each of the factors,
where p + q + r + s + t > c − 2. The first two factors may share u
colors. If so, we must multiply by the number of ways of choosing the
common u colors from the p colors used on the first factor when we
color the second factor. Moreover, we get different coloring patterns by
permuting these common colors amongst themselves in the coloring of
the second factor. The third factor may share v colors with the union
of the first two factors. The fourth factor may share j colors with the
union of the first three factors. The term y is the number of colors
the fifth factor must share with the previous four factors, given the
particular choices made on the colors of the previous factors.

In the context of finding the chromatic polynomial, or chromatic
spectrum, the above recursion is interesting for the complexity of the
recursion that can exist even for a 3-regular bihypergraph. Perhaps
most interesting are the factors of 6 that represent a subset of the good
2-colorings and not the entire spectral value R4

2. Are there other exam-
ples of ordered families of mixed hypergraphs which exhibit recursive
relationships which require a finer decomposition than that which is
given by the full chromatic spectrum? In the example given above, that
finer level of decomposition only required subdividing one set of feasi-
ble partitions. Are there other families that require subdividing more
of the spectral values in recursive relationships? In [13] we conjecture
that this may be the case for uniform complete interval bihypergraphs
with edge size bigger than 4.
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4 The spectra for K2 through K12

Corollary 1. The chromatic spectrum values for the derived Ramsey
Bihypergraphs corresponding to K2 through K12 are as follows:

K2: [1]
K3: [0, 3]
K4: [0, 9, 15]
K5: [0, 6, 165, 105]
K6: [0, 0, 846, 2790, 945]
K7: [0, 0, 3402, 42273, 49770, 10395]
K8: [0, 0, 10836, 557928, 1604925, 961695, 135135]
K9: [0, 0, 19278, 6972966, 44972172, 55829655, 20210715, 2027025]
K10: [0, 0, 14742, 81569754, 1201982166, 2778115725, 1906370235, 460971000,

34459425]
K11: [0, 0, 0, 875500164, 31404779406, 130507877808, 151891001955,

65874757410, 11365685100, 654729075]
K12: [0, 0, 0, 8588423844, 808974051732, 6002106197472, 11277243566820,

7842349288620, 2338009242030, 301618981125, 13749310575]

The data in Corollary 1 were computed using Java following the
recursive relationships in Theorem 4. After first generating the sets
of arithmetic partitions P2, P4, and P5 and computing the number of
decompositions D2,D4, and D5 for each such partition, one follows the
cases of the recursion to compute the number of distinct good color-
ings contributed by each arithmetic partition. This program can be
extended to find the spectra corresponding to larger Kn using big in-
tegers to avoid errors created due to loss of memory in Java with long
variables after K12. Using longs, Java takes less than 2 seconds (on
a Dell desktop with an Intel(R) Core(TM) i7 CPU 860 processor) to
compute these spectral values.

We also computed most of the data in Corollary 1 using brute force
sorting algorithms to count all good colorings via feasible partitions.
Once labels and an ordering of the edges of Kn are chosen, restricted
growth strings encode the feasible partitions, see [11] for instance. We
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choose to label the edges lexically, which means we first label all the
edges incident to vertex 0 and then the remaining edges incident to
vertex 1 etc. To illustrate this ordering, the distinct good edge colorings
of K5 used as the representatives of the isomorphism classes shown in
Figure 1 correspond to the following feasible partitions:

{{0, 3, 4, 7, 9}, {1, 2, 5, 6, 8}}

{{0, 4, 7}, {1, 2, 5}, {3, 6, 8, 9}}, {{0, 7}, {1, 2, 4, 5}, {3, 6, 8, 9}},
{{0, 9}, {1, 4}, {2, 3, 5, 6, 7, 8}}, {{0}, {1, 4, 9}, {2, 3, 5, 6, 7, 8}},
{{0}, {1, 4, 7, 9}, {2, 3, 5, 6, 8}}

{{0}, {1, 4}, {2, 5, 7}, {3, 6, 8, 9}}, {{0}, {1, 2, 4, 5}, {3, 6, 8, 9},
{7}}, {{0}, {1, 4}, {2, 3, 5, 6, 7, 8}, {9}}

By labeling edges lexically, one can easily determine the labels on
all of the triangles. Generate the first n−1 entries of the growth string.
Upon the generation of the nth entry we encounter a condition on the
strings due to a triangle. We then continue with the process only if
this condition, that exactly two colors are used, is met. As we gener-
ate each additional term of the string we encounter more triangles and
only continue the generation of the string if the corresponding condi-
tions are met. The number of triangles encountered at each stage of
the string generation goes up by one once the first index on the edge
increases. Strings are counted if they make it to the end of the gener-
ation process based on their highest entry, and these counts give the
chromatic spectral values. Using the same machine as above, it took
3.5 hours to run the sorting algorithm for K10, and it took 75 days to
run the sorting algorithm for K11. Comparing the total number of fea-
sible partitions with the total number of possible partitions, counted by
Bell numbers, we get approximate densities of 100, 60, 11.82, 0.23, 3.33×
10−4, 2.23× 10−8, 5.31× 10−14, 3.40× 10−21, 4.64× 10−30, 1.09× 10−40,
and 3.68×10−53 percent respectively. With a decrease in density in the
order of 1010 and the corresponding increase in computing time to run
the sorting algorithms, and another decrease in density in the order of
1013 going from K11 to K12, we chose not to run the sorting algorithm
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for K12.

Our code is available to the reader upon request.
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Bell Numbers of Complete Multipartite Graphs

Julian Allagan & Christopher Serkan

Abstract

The Stirling number S(G; k) is the number of partitions of the
vertices of a graph G into k nonempty independent sets and the
number of all partitions of G is its Bell number, B(G). We find
S(G; k) and B(G) when G is any complete multipartite graph,
giving the upper bounds of these parameters for any graph.

Keywords: Bell number, Bell polynomial, Partition, Stirling
numbers.

1 Introduction

Throughout this paper, the graph G = (V,E) will be a finite simple
graph with vertex set V = V (G) and edge set E = E(G). The join
of two graphs G1 and G2, denoted by G1 ∨ G2, is the graph G whose
vertex set is V (G) = V (G1)∪ V (G2), a disjoint union, and whose edge
set is E(G) = E(G1) ∪ E(G2) ∪ {u1u2 | u1 ∈ V (G1), u2 ∈ V (G2)}.
For example, Kn1

∨ Kn2
∨ . . . ∨ Knl

= K(n1, n2, . . . , nl), a complete
l-partite graph (l ≥ 1) with parts sizes n1, n2, . . . , nl. The special case
when l = 1, G = Kn1

= En1
, the null graph. See Figure 1 for the case

when l = 2 and n1 = n2 = 3. A partition σ = σ(n) of an n-set X
is a set of nonempty subsets of X such that each element of X is in
exactly one of the subsets of X. The elements or parts of σ are often
called blocks, and the number of blocks of σ is its rank. For simplicity,
we refer to a partition of rank k as a k-partition. B. Duncan and R.
Peele [5] called the number of k-partitions of a graph G the (graphical)
Stirling number of G and it is denoted by S(G, k); this is the number
of (vertex) independent sets of G. So when G = En, S(G; k) =

{

n
k

}

,
the Stirling number of the second kind, which counts the number of

c©2016 by J. Allagan & C. Serkan
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k-partitions of a set of n elements. The (total) number of distinct
partitions of G is its Bell number which we denote by B(G). In other

words, B(G) =
∑n

k=1 S(G; k) and when G = En, B(En) =

n
∑

i=1

{

n

i

}

=

Bn, where Bn is the nth Bell number. It is well documented that the
exponential generating function for Bell numbers is exp(ex − 1) i.e.,
∑

n≥0

Bn

n!
xn = ee

x
−1. We call the rank-generating function F (G;x) =

n
∑

k=1

S(G; k)xk the partition polynomial of the graph G. Some basic

properties of this polynomial were first studied by Korfhage [9] and
later by Brenti et al. [2], [3], [17]. D. Galvin and D.T. Thanh have
recently named this polynomial, the Stirling polynomial [6]. It is worth
noting that F (G; 1) = B(G). If S(G; k) =

{

n
k

}

, then F (G;x) = F (x)
is the Bell polynomial which is a very well studied mathematical tool
in combinatorial analysis [4], [13]. When xi is replaced by the falling
factorial xi = x(x− 1)(x− 2) . . . (x− i+ 1), the polynomial F (G;x) =

χ(G;x) =

n
∑

k=1

S(G; k)xk is the chromatic polynomial, which gives the

number of proper colorings of a graph with n vertices, using at most
x colors (see for e.g., [1], [12], [14], [15]). Clearly, there are χ(En;x) =
n
∑

k=1

{

n

k

}

xk = xn colorings (with no restriction) of En. We call the

sequence
(

S(G; p)
)

c≤p≤|V (G)|
the partition sequence. When c = χ, the

chromatic number, this sequence is referred to as chromatic vector by
Goldman et al. [7] and as chromatic spectrum by Voloshin [16].
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Figure 1: Complete Bipartite K(3, 3)

The Bell numbers of special graphs have been well researched [4]–
[6], [8], [10], [18]. Recently, W. Yan [18] showed that the Bell number
of a k-tree on n vertices is Bn−k, k ≥ 1; this is the number of k-
nonconsecutive partitions of a set with n elements. This result is a
generalization of that of A. O. Munagi [11] for paths, and the work
of Duncan and Peele [5] for generalized paths and acyclic graphs. We
record these and a few other results for some special graphs G in Table
1; the values found in the table can be obtained through either of the
following:

(a) The transformation S(G; k) =
1

k!

∑

x≥0

(

k

x

)

(−1)k−xχ(G;x)

(b) The recursion F (G;x) = F (G − e;x) − F (G/e;x), where G − e
and G/e are the deletion and contraction graph operations on the
edge e in G, respectively.
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This paper was primarily inspired by the work of the previously men-
tioned authors as it adds to the results listed in Table 1, by extending
those in rows 1, 2 and 6. In Section 2 we give a basic example of a
general case which we present in Section 3.

In Table 1, En,Kn, T
m
n , S

(m)
n , P

(m)
n , Cn,Wn,K(m,n), and G denote

a null graph, a complete graph, an m-tree, an m-star, an m-path, a
cycle, a wheel, a complete bipartite graph, and the complement of G,
respectively. For basic notions of these graphs see [19]. This table
is adapted from the one produced by Z. Kereskényi-Balogh and G.
Nyul [6].

Table 1. Partition sequences and Bell numbers of some graphs

G Partition sequence B(G)

En

(

{

n
p

}

)

p≥1
Bn

Kn

(

1
)

p=n
1

Tm
n , S

(m)
n , P

(m)
n

(

{

n−m
p−m

}

)

p≥m
Bn−m

Cn

(

∑n−1
j=p−1(−1)n−1−j

{

j
p−1

}

)

p≥2

∑n−1
j=1 (−1)n−1−jBj

Wn, n ≥ 4
(

∑n−2
j=p−2(−1)n−2−j

{

j
p−1

}

)

p≥3

∑n−2
j=1 (−1)n−2−jBj

K(m,n)
(

∑p
j=1

{

m
j

}{

n
p−j

}

)

p≥2
Bm ·Bn

Sn, n ≥ 2
(

n− 1
)

p=n−1
and

(

1
)

p=n
n

Pn, n ≥ 2
(

(

p
n−p

)

)

p≥⌈
n

2
⌉

Fn+1

(Fibonacci number)

Cn, n ≥ 4
(

n
p

(

p
n−p

)

)

p≥⌈
n

2
⌉

Ln

(Lucas number)
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2 Example

Consider the bipartite graph G = K(3, 3) with parts U = {u1, u2, u3}
and V = {v1, v2, v3} in Figure 1. Because U = V = E3, it follows that
each set has the partition sequence (

{

3
1

}

,
{

3
2

}

,
{

3
3

}

) which is (1, 3, 1) and
the distinct partitions of, say U are:

• rank 1: u1u2u3

• rank 2: u1|u2u3; u2|u1u3; u3|u1u2

• rank 3: u1|u2|u3

Hence the partition polynomial F (U ;x) = F (V ;x) = 1x1 + 3x2 + 1x3.
Since no element x ∈ U can be in the same block as an element y ∈ V ,
a q-partition of G is therefore composed of all the i-partitions of U and
all the j-partitions of V such that i+ j = q. If we denote by ai and bj
the terms of the partition sequences of U and V respectively, for each
1 ≤ i, j ≤ 3, then the q-partitions of G form the 3× 3 array (Table 2).

Table 2. An array of q-partitions of G = K(3, 3) with q = 2, . . . , 6

b1 b2 b3
a1 a1b1 a1b2 a1b3
a2 a2b1 a2b2 a2b3
a3 a3b1 a3b2 a3b3

Observe that the indices of the off-diagonal entries add up to q, the
power of x in the polynomial F (G;x) = a1b1x

2 + (a1b2 + a2b1)x
3 +

(a1b3 + a2b2 + a3b1)x
4 + (a2b3 + a3b2)x

5 + a3b3x
6. Since a1 = a3 =

b1 = b3 = 1 and a2 = b2 = 3, it follows that F (G;x) = 1x2 + 6x3 +
11x4 + 6x5 + 1x6 = F (U ;x) · F (V ;x). The corresponding partition
sequence is (0, 1, 6, 11, 6, 1) with S(G; 1) = 0, S(G; 2) = 1, S(G; 3) =
6, S(G; 4) = 11, S(G; 5) = 6, S(G; 6) = 1 and the Bell number is
B(G) = 25 = B(V ) · B(U).
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3 Bell numbers of complete multipartite graphs

Theorem 1. Suppose G1, . . . , Gl are graphs, each with a partition vec-
tor (a1k, . . . , a

nk

k
), 1 ≤ k ≤ l. If G = G1 ∨ . . . ∨ Gl, then the partition

polynomial

F (G;x) =

n1+...+nl
∑

q=l

(

∑

(j1,...,jl)
j1+...+jl=q

aj11 . . . ajll

)

xq for all l ≥ 1.

Proof. When l = 1, F (G;x) =

n1
∑

q=1
j1=q

aj1xq is the partition polynomial of

G = G1. For 1 ≤ k ≤ l, F (Gk;x) =
∑nk

i=1 a
i
kx

i, by definition. Now
suppose each of the following k columns represents the terms of each
partition polynomial, F (Gk;x).

a11x a12x . . . a1l x
1 (1)

a21x
2 a22x

2 . . . a2l x
2

...
...

...

an1

1 xn1 an2

2 xn2 . . . anl

l xnl

Since, for any partition of V (G), no element u ∈ V (Gi) can be in
the same block with an element w ∈ V (Gj), i 6= j, this implies that

F (G;x) =

l
∏

k=1

F (Gk;x). Moreover, a term of F (G;x) that involves, say

xq, is obtained by taking ajkk xjk from the kth column and forming the

product
l

∏

k=1

ajk
k
xjk , with the exponents of x satisfying

∑l
k=1 jk = q.

This implies that all the terms of xq are
∑

(j1,...,jl)∑
jk=n

l
∏

k=1

ajkk xjk . Because

a sum over all the terms of xq for l ≤ q ≤
∑nk

i=1 is the polynomial
F (G;x), this gives the result.
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Corollary 1. The partition polynomial of a complete l-partite graph
with part sizes ni is

F (G;x) =

n1+...+nl
∑

q=l

(

∑

(j1,...,jl)
j1+...+jl=q

{

n1

j1

}

. . .

{

nl

jl

}

)

xq.

Proof. Because G = Kn1
∨Kn2

∨ . . .∨Knl
and ajk =

{

nk

j

}

for 1 ≤ j, k ≤
l, the result follows from Theorem 1.

Corollary 2. The partition sequence of a complete l-partite graph with

part sizes ni ≥ 1 is
(

∑

(j1,...,jl)∑
jk=p

{

n1

j1

}

. . .

{

nl

jl

}

)

p≥l
, l ≥ 1.

Since each F (Knk
; 1) = Bnk

and F (G; 1) =

l
∏

k=1

F (Knk
; 1), the next

result follows.

Corollary 3. The Bell number of a complete l-partite graph with parts

sizes ni is B(G) =

l
∏

i=1

Bni
.

Remarks. Observe that Corollaries 2 and 3 generalize the result
on row 6 of Table 1, which extends those of rows 1 and 2. As mentioned
in the introduction, the lower bound for the Stirling numbers of any
l-colorable graph H is its chromatic number χ(H) = l. Because every
l-colorable graph H is a subgraph of some complete l-partite graph G,
the previous two results give the upper bounds for S(H; k) and B(H).

References

[1] C.D. Birkhoff and D.C. Lewis, “Chromatic polynomials,” Trans.
Amer. Math. Soc., vol. 60, pp. 335–351, 1946.

240



Bell Numbers of Complete Multipartite Graphs

[2] F. Brenti, “Expansions of chromatic polynomials and log-
concavity,” Trans. Amer. Math. Soc., vol. 332, no2, pp. 729–756,
August 1992.

[3] F. Brenti, G. Royle and D. Wagner, “Location of zeros of chromatic
and related polynomials of graphs,” Canad. J. Math., vol. 46, pp.
55–80, 1994.

[4] C.B. Collins, “The role of Bell polynomials in Integration,” J. Com-
put. Appl. Math., vol. 131, pp. 195–222, 2001.

[5] B. Duncan and R. Peele, “Bell and Stirling numbers for graphs,”
J. Integer Seq., vol. 12, Article 09.7.1, 2009.

[6] D. Galvin and D.T. Thanh, “Stirling numbers of forests and cycles,”
Electron. J. Combin., vol. 20, no. 1, P73, 2013.

[7] J. Goldman, J. Joichi and D. White, “Rook Theory III. Rook poly-
nomials and the Chromatic structure of graphs,” J. Combin. Theory
Ser. B, vol. 25, pp. 135–142, 1978.
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Hat problem on graphs with exactly three

cycles

Tayebe Balegh, Nader Jafari Rad

Abstract

This paper is devoted to investigation of the hat problem on
graphs with exactly three cycles. In the hat problem, each of n
players is randomly fitted with a blue or red hat. Everybody can
try to guess simultaneously his own hat color by looking at the hat
colors of the other players. The team wins if at least one player
guesses his hat color correctly, and no one guesses his hat color
wrong; otherwise the team loses. The aim is to maximize the
probability of winning. Note that every player can see everybody
excluding himself. This problem has been considered on a graph,
where the vertices correspond to the players, and a player can
see each player to whom he is connected by an edge. We show
that the hat number of a graph with exactly three cycles is 3

4
if

it contains a triangle, and 1

2
otherwise.

Keywords: Hat problem, Strategy.

2010 Mathematics Subject Classification: 05Cxx.

1 Introduction

In the hat problem there are n players who may coordinate a strategy
before the game begins. Each player gets a hat whose color is selected
randomly and independently to be blue with probability 1/2 and red
otherwise. Each player can see the colors of all other hats but not of
his own. Simultaneously, each player may guess a color or pass. The
players win if at least one player guesses correctly the color of his own
hat, and no player guesses wrong. The goal is to find a strategy that

c©2016 by Tayebe Balegh, Nader Jafari Rad
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maximizes the probability of winning. This maximum probability is
called the value of the game. This problem was formulated by Ebert [2],
and further considered for example in [4], [5], [11].

The hat problem on a graph was considered by Krzywkowski [6].
The players are placed on the vertices of a graph, and a player can only
see the colors of hats of his neighbors. The requirement for winning
remains the same. If the graph is a complete graph, this is exactly
Ebert’s original problem. Krzywkowski in [6] showed that if the graph
is a tree, the value of the corresponding game is 1/2. In [7] the same
result is shown when the graph is a cycle on four vertices. The hat
problem on bipartite graphs, cycles, unicyclic graphs, and graphs with
exactly two cycles are studied in [1], [3], [7]–[10], [12]. In this paper we
study the hat problem in graphs with exactly three cycles. Let h(G)
denotes the value of the hat problem on a graph G. We shall prove the
following.

Theorem 1 Let G be a graph with exactly three cycles. Then h(G) = 3
4

if G contains a triangle, and h(G) = 1
2 otherwise.

2 Notations

For notation and terminology not given here we refer to [13]. Let
G = (V (G), E(G)) be a graph. For a vertex v ∈ V (G), the open

neighborhood of v, is NG(v) = {x ∈ V (G) : vx ∈ E(G)}. The degree

of a vertex v is degG(v) = deg(v) = |NG(v)|. We say that a vertex
v is neighborhood-dominated if there is some other vertex u such that
NG(v) ⊆ NG(u). If H is a subgraph of G, then we write H ⊆ G.

Let V (G) = {v1, v2, ..., vn}. A function c : V (G) → {b, r} is a
vertex coloring, where b refers to the blue color and r refers to the red
color. If vi ∈ V (G), then c(vi) is the color of vi. By a case for the
graph G we mean a sequence (c(v1), c(v2), ..., c(vn)). We denote the
set of all cases for the graph G by C(G). Note that |C(G)| = 2|V (G)|.
If vi ∈ V (G), then by si we denote a function si : V (G) → {b, r, ∗},
where si(vj) is the first letter of the color of vj if vi sees vj, and mark
∗ otherwise, that is, si(vj) = c(vj) if vj ∈ NG(vi), while si(vj) = ∗ if
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vj ∈ V (G) − NG(vi). By a situation of the vertex vi in the graph G
we mean the sequence (si(v1), si(v2), ..., si(vn)). The set of all possible
situations of vi in the graph G is denoted by Sti(G). Observe that
|Sti(G)| = 2|NG(vi)|. If vi ∈ V (G), then we say that a case (c1, c2, ..., cn)
for the graph G corresponds to a situation (t1, t2, ..., tn) of the vertex
vi in the graph G if it is created from this situation only by changing
every mark ∗ to the letter b or r. So, a case corresponds to a situation
of vi if every vertex adjacent to vi, in that case has the same color
as in that situation. To every situation of the vertex vi in the graph
G correspond 2|V (G)|−deg

G
(vi) cases, because every situation of vi has

|V (G)| − degG(vi) mark ∗.

By a statement of a vertex we mean its declaration about the color it
guesses it is. By the effect of a case we mean a win or a loss. According
to the definition of the hat problem, the effect of a case is a win if at
least one vertex states its color correctly and no vertex states its color
wrong. The effect of a case is a loss if no vertex states its color or
somebody states its color wrong. By a guessing instruction for the
vertex vi ∈ V (G) (denote by gi) we mean a function gi : Sti(G) →
{b, r, p} which, for a given situation, gives the first letter of the color vi
guesses it is or a letter p if vi passes. Thus a guessing instruction is a
rule which determines the conduct of the vertex vi in every situation.
By a strategy for the graph G we mean a sequence (g1, g2, ..., gn). By
F (G) we denote the family of all strategies for the graph G.

Let vi ∈ V (G) and S ∈ F (G). We say that vi never states its
color in the strategy S if vi passes in every situation. We say that
vi always states its color in strategy S if vi states its color in every
situation, that is, for every T ∈ Sti(G) we have gi(T ) ∈ {b, r} (gi(T ) 6=
p, equivalently). If S ∈ F (G), then by Cw(S) and Cl(S) we denote
the sets of cases for the graph G in which the team wins or loses,
respectively. Observe that |Cw(S)| + |Cl(S)| = |C(G)|. Consequently,
by the chance of success of the strategy S we mean the number p(S) =
|Cw(S)|
|C(G)| . By the hat number of the graph G we mean the number

h(G) = max{p(S) : S ∈ F (G)}. Note that p(S) ≤ h(G). We say that
the strategy S is optimal for the graph G if p(S) = h(G). By F 0(G)
we denote the family of all optimal strategies for the graph G.
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3 Known results

In this section we state some known results that we need to prove our
main result. We denote by Pn, Cn and Kn the path, the cycle and
the complete graph with n vertices, respectively. We begin with the
following theorem.

Theorem 2 (Krzywkowski, [6]) If H is a subgraph of G, then

h(H) ≤ h(G).

Corollary 1 (Krzywkowski, [6]) For every graph G, h(G) ≥ 1
2 .

Let ω(G) denotes the clique number of a graph G, i.e. the maximum
number of vertices that each pair of them are adjacent. Also let χ(G)
denotes the chromatic number of G, i.e. the minimum number of colors
in a vertex coloring such that adjacent vertices receive different colors.
Feige, [3] presented the following important results.

Theorem 3 (Feige, [3]) For every graph, h(G) = h(Kω(G)), if

χ(G) = ω(G).

Theorem 4 (Feige, [3]) If ω(G) + 1 is a power of 2, then h(G) =
ω(G)

ω(G)+1 .

Lemma 1 (Feige, [3]) If v is a neighborhood-dominated vertex of a

graph G, then h(G) = h(G− v).

Lemma 2 (Feige, [3]) If a graph G is a disjoint union of two graphs

G1 and G2, then h(G) = max{h(G1), h(G2)}.

We denote by G1 ∪G2 the disjoint union of two graphs G1 and G2.
The hat number of several classes of graphs including paths, cycles,
unicyclic graphs, and graphs with precisely two cycles are determined
as follows.

Theorem 5 (Krzywkowski, [6]) For every path Pn we have h(Pn) =
1
2 .
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Theorem 6 (Feige, [3], Krzywkowski, [7], [8]) For every cycle Cn

with n > 3, h(Cn) =
1
2 .

Lemma 3 (Krzywkowski, [10]) If G is a unicyclic graph with no

triangle, then h(G) = 1
2 .

Theorem 7 (Balegh, Jafari Rad, [1]) If G is a graph with no tri-

angle and exactly two cycles, then h(G) = 1
2 .

The next two theorems consider optimal strategies such that some
vertex always (never, respectively) states its color.

Theorem 8 (Krzywkowski, [6]) Let v be a vertex of a graph G. If

S ∈ F 0(G) is a strategy such that v always states its color, then h(G) =
1
2 .

Theorem 9 (Krzywkowski, [6]) Let v be a vertex of a graph G. If

S ∈ F 0(G) is a strategy such that v never state its color, then h(G) =
h(G − v).

Remark 1 Let the strategy S is optimal for a graph G, then we have

h(G) = p(S), we get p(S) ≥ 1
2 .

The next lemma is about the non-necessity of statements of any
further vertices in a case in which some vertex already states its color.

Lemma 4 (Krzywkowski, [7]) Let G be a graph and let S be a strat-

egy for G. Let C be a case in which some vertex states its color. Then

a statement of any other vertex cannot improve the effect of the case

C.

4 Proof of Theorem 1

Let G be a graph with exactly three cycles. Assume that δ(G) = 1.
Clearly any vertex of degree one is a neighborhood-dominated vertex.
If y1 is a vertex of degree one in G, then by Lemma 1, h(G−y1) = h(G).
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If δ(G − y1) = 1 and y2 is a vertex of degree one in G − y1, then by
Lemma 1, h(G−y1−y2) = h(G−y1) = h(G). Continuing this process,
there is an integer k such that h(G) = h(G − y1 − y2 − ... − yk), and
δ(G − y1 − y2 − ... − yk) ≥ 2. Thus we may assume that δ(G) ≥ 2.
Assume G has a triangle. Clearly ω(G) = 3 since G has exactly three
cycles. Then by Theorem 4, we have h(G) = 3

4 . Thus for the next
we assume that G contains no triangle. The following lemma plays an
important role for the next.

Lemma 5 Suppose P = v1v2v3v4 is a path in G with degG(v2) =
degG(v3) = 2, and v4 6∈ NG(v1). Let H be the graph obtained from G
by deleting the vertices v2 and v3 and, adding an edge between v1 and

v4. Then h(G) ≤ h(H).

Proof. Let H1 be obtained from G by adding the edge v1v4. By
Theorem 2, h(G) ≤ h(H1). Then v3 is a neighborhood dominated
vertex in H1, and thus by Theorem 2 and Lemma 1, h(H1) = H(H1 −
v3). But v2 is a neighborhood dominated vertex in H1 − v3, and thus
by Theorem 2 and Lemma 1, H(H1 − v3) = h(H1 − v3 − v1). Now
h(G) ≤ h(H1) = h(H1 − v3) = h(H1 − v3 − v1) = h(H), as desired. �

4.1 G has no cut-vertex

Since G has no cut-vertex, it is obtained from a cycle by adding a path
P = x0x1....xk between two non-consecutive vertices u and v, where
u = x0 and v = xk. Thus G contains two cycles C1 and C2 such that
V (C1) ∩ V (C2) = {x0, ..., xk}. Let |V (C1)| = n1 and |V (C2)| = n2. If
both n1 and n2 are even, then χ(G) = ω(G) = 2, and so by Theorem
3, h(G) = 1

2 . Thus assume that at least one of n1 or n2 is odd. We
aim to obtain a graph G∗ with h(G) ≤ h(G∗) and h(G∗) = 1/2, and
then the result follows by Theorem 1. We do this in some stages, and
in each stage of the proof, without loss of generality, we assume that
in each stage G has the properties of the desired G∗.

By applying Lemma 5, we may assume that k ≤ 3.

Lemma 6 If k = 1, then h(G) ≤ 1
2 .
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Proof. By applying Lemma 5, we may assume that n2 = 5 and
n1 ∈ {4, 5}. Assume first that n1 = 5. Let n1 = n2 = 5, C1 =
x0x1a1a2a3x0, and C2 = x0x1b1b2b3x0. Let G1 = G + b1a2. Then
a1 is a neighborhood dominated vertex in G1, and thus by Theorem
2 and Lemma 1, h(G) ≤ h(G1) = h(G1 − a1). Let G2 = G1 − a1,
and G3 = G2 + a2b3. Then b2 is a neighborhood dominated vertex in
G3, and thus by Theorem 2 and Lemma 1, h(G3) = h(G3 − b2). Let
G4 = G3− b2. Then a3 is a neighborhood dominated vertex in G4, and
thus by Theorem 2 and Lemma 1, h(G4) = h(G4 − a3). But G4 − a3 is
a cycle, and by Theorem 6, h(G4 − a3) = 1/2. Thus h(G) ≤ h(G1) ≤
h(G2) ≤ h(G3) ≤ h(G4) ≤ 1/2.

Next assume that n1 = 4. Let C1 = abx1x0a, where NG(b) =
{a, x1}. Since NG(b) ⊆ NG(x0), by Lemma 1, h(G) = h(G − b). But
G− b is a unicyclic graph, and so by Lemma 3, h(G) = h(G− b) = 1/2.
�

Lemma 7 If k = 2, then h(G) ≤ 1/2.

Proof. Assume that k = 2. By applying Lemma 5, we may assume
that n2 = 5, and n1 ∈ {4, 5}. First assume that n1 = 5. Let C1 =
x0x1x2a1a2x0, and C2 = x0x1x2b1b2x0. Let G1 = G+ b2a1. Then b1 is
a neighborhood dominated vertex in G1, and thus by Theorem 2 and
Lemma 1, h(G) ≤ h(G1) = h(G1 − b1). Let G2 = G1 − b1. Then b2 is
a neighborhood dominated vertex in G2, and thus by Theorem 2 and
Lemma 1, h(G2) = h(G2− b2). But G2− b2 is a cycle, and by Theorem
6, h(G2 − b2) = 1/2. Thus h(G) ≤ h(G1) ≤ h(G2) ≤ 1/2.

Next assume that n1 = 4. Then C1 has a neighborhood-dominated
vertex, say x, which x 6∈ {x0, x1, x2}, and thus by Theorem 2 and
Lemma 1, we find that h(G) ≤ h(G − x) = h(C2) =

1
2 , implying that

h(G) ≤ 1/2. �

Lemma 8 If k = 3, then h(G) ≤ 1/2.

Proof. Assume that k = 3. Since G has no triangle, {n1, n2} 6= {4, 5}.
If n1 = 4, then x1 is a neighborhood-dominated vertex, and thus by
Theorem 2 and Lemma 1, we find that h(G) ≤ h(G− x1) = 1/2. Thus
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n1 > 4, and similarly n2 > 4. Let n1 be even. Let x1x0v1v2 be a path
on C1 with v1 6= x1, and let H be obtained from G by joining x1 to
v2. Then v1 is a neighborhood-dominated vertex in H, and thus by
Lemma 1, h(G) ≤ h(H − v1). But h(H − v1) ≤ 1/2 by Lemma 7. Thus
h(G) ≤ 1/2. Similarly if n1 is odd, then h(G) ≤ 1/2. �

4.2 G has some cut-vertex

Assume that G has precisely one cut-vertex. Then G contains pre-
cisely three cycles C1, C2 and C3 with one common vertex, say w.
For convenience we denote G by G1(n1, n2, n3), where ni = |V (Ci)|
for i = 1, 2, 3. If ni is even for all i = 1, 2, 3, then by Theorem 3, we
have χ(G) = ω(G) = 2, and so h(G) = 1

2 . Thus without loss of gen-
erality assume that n1 is odd. By applying Lemma 5, we may assume
that n1 = 5, n2 ∈ {4, 5} and n3 ∈ {4, 5}. Assume that n2 = 4. Let
V (C2) = {a, b, c, w}, where NG(b) = {a, c}. Then b is a neighborhood-
dominated vertex, and thus by Theorem 2 and Lemma 1, we find that
h(G) = h(G − b). But G − b is a graph with exactly two cycles, and
by Theorem 7, h(G) = 1/2. Thus we assume that n2 = n3 = 5. Thus
G = G1(5, 5, 5).

Let V (G) = {a1, a2, a3, a4, v, b1, b2, b3, b4, c1, c2, c3, c4}, whereN(v) =
{a1, a4, b1, b4}, ai is adjacent to ai+1 for i = 1, 2, 3, bj is adjacent to
bj+1 for j = 1, 2, 3, and ck is adjacent to ck+1 for k = 1, 2, 3. Let
H1 = G+a4b3. Then b4 is a neighborhood-dominated vertex inH1, and
by Theorem 2 and Lemma 1, h(H1) = h(H1−b4). Let H2 = H1−b4 and
H3 = H2 + a1b2. Then b1 is a neighborhood-dominated vertex in H3,
and by Theorem 2 and Lemma 1, h(H3) = h(H3−b1). Let H4 = H3−b1
and H5 = H4 + a3b2. Then a2 is a neighborhood-dominated vertex
in H5, and by Theorem 2 and Lemma 1, h(H5) = h(H5 − a2). Let
H6 = H5−a2. We now see that b3 is a neighborhood-dominated vertex
inH6, and by Theorem 2 and Lemma 1, h(H6) = h(H6−b3). ButH6−b3
is a graph with two cycles, and thus by Theorem 7 h(H6 − b3) = 1/2.
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Thus

h(G) ≤ h(H1) ≤ h(H2) ≤ h(H3)

≤ h(H4) ≤ h(H5)

≤ h(H6) ≤ h(H6 − b3) = 1/2

as desired.
Assume now that G has at least two cut-vertices. Assume that G

has two cut vertices w1, w2 such that w1 ∈ V (C1), w2 ∈ V (C2) and
the shortest path from w1 to w2 (say P ) does not intersect C3. Let
z1 ∈ N(w2) be a vertex on P . Let v1v2w2z1 be a path on C3, and
let H = G + v1z1. Clearly by Theorem 2, we have h(G) ≤ h(H).
Observe that v2 is a dominated vertex. By Lemma 1, we get h(H) =
h(H − v2). If z1 6= w1, then we consider a vertex z2 ∈ N(z1) on P , and
continue this process. Continuing this process, we obtain a graph H∗

with precisely three cycles C1, C3 and C ′

2, where V (C1)∩V (C ′

2) = {w1}.
A similar argument holds for C1, C3, or C2, C3. Thus we may assume
that G has two cut vertices w1, w2 such that V (C1) ∩ V (C2) = {w1}
and V (C2) ∩ V (C3) = {w2}, and w1 6∈ N(w2). As before, we may
assume that |V (Ci)| = ni for i = 1, 2, 3. Also for convenience, we
denote G = G2(n1, n2, n3). By applying Lemma 5, we may assume
that n1, n3 ∈ {4, 5}. Assume that n1 = 4. Let V (C1) = {a, b, c, w1},
where NG(b) = {a, c}. Since NG(b) ⊆ NG(w1), by Lemma 1, h(G) =
h(G− b). Since G−u is a graph with precisely two cycles, by Theorem
7, h(G) ≤ 1/2. Thus n1 = 5 and similarly n2 = 5. Assume that n2 ≥ 4
is even. By applying Lemma 5, we may assume that n2 = 4. Let
V (C2) = {w1, v1, w2, v2}, where w1 ∈ V (C1∩C2) and w2 ∈ V (C2∩C3).
Without loss of generality, observe NG(v1) = {w1, w2}. Clearly b is a
neighborhood-dominated vertex, and so by Lemma 1, h(G) = h(G−b).
But G − b is a graph with exactly two cycles, and by Theorem 7,
h(G) = 1/2. Thus assume that n2 ≥ 5 is odd. By applying Lemma 5,
we may assume that n2 = 5.

Lemma 9 h(G2(5, 5, 5) = 1/2.

Proof. Let S be an optimal strategy for G. Let us assume that some
vertices, say vi, never states its color. Then by Theorem 9, we have
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h(G) = h(G− vi). If deg(vi) = 2, then G− vi is a graph with precisely
two cycles. By Theorem 7, we get h(G) = h(G−vi) =

1
2 . If deg(vi) > 2,

then G−vi = P4∪G
′, where G′ is a unicyclic graph. Then by Theorems

2, 5 and Lemma 3, we get h(G) = h(G−vi) = max{h(P4), h(G
′)} = 1

2 .
Thus we assume that every vertex guesses its color. If there exists a
vertex that always states its color, then by Theorem 8, h(G) = 1

2 . Thus
assume that no vertex in G always states its color. Now let us assume
that every vertex states its color in at least one situation. We consider
the following two possibilities.

(1) Every vertex states its color in exactly one situation.

Every statement of every vertex in any situation is wrong in ex-
actly 2|V (G)|−dG(vi)−1 cases, because every situation of any vertex
vi is corresponded to 2|V (G)|−|NG(vi)| cases, and in half of them
the vertex vi has the color it states it. Since every vertex states
its color in exactly one situation, there are exactly 212 correct
statements, and then the team can win in at most 212 cases, even
if every of the 212 correct statements is in another cases. This
implies that p(S) = |Cw(S)|

|C(G)| ≤ 1
2 . Since S ∈ F 0(G), we have

h(G) ≤ 1
2 . Since by Corollary 1, we have h(G) ≥ 1

2 , we get
h(G) = 1

2 .

(2) There is a vertex that states its color in more than one situation.

Since we seek minimal number of cases with wrong statements,
let us assume that there is a vertex, say vi, that states its color
in exactly two situations. This vertex states its color when views
an even number of blue or red colors. Without loss of generality,
let vi and vj state their colors if it view an even number of blue
colors. Let S′ be an optimal strategy different from S such that
for any pair of vertices vi and vj, one of vi or vj states its color
when views an even number of blue colors, and the other one does
not state its color when views an even number of blue colors. Let
vj does not state its color when views an even number of blue
colors. Then clearly the other vertex, vi, states its color when
views an even number of blue colors. By Lemma 4 the statement
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of vj cannot improve the result of any of these cases. Therefore,
p(S′) ≤ p(S). Since S′ ∈ F 0(G), then strategy S is also optimal
for G. Note that if vj never states its color in the strategy S′,
then S′ = S and we have a possibility already considered.

�
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Numerical solutions of Kendall and

Pollaczek-Khintchin equations for exhaustive

polling systems with semi-Markov delays

Gheorghe Mishkoy, Diana Bejenari, Lilia Mitev, Ionela R. Ticu

Abstract

Some analytical results for exhaustive polling systems with
semi-Markov delays, such as Pollaczek-Khintchin virtual and
steady state analog are presented. Numerical solutions for k -
busy period, probability of states and queue length distribution
are obtained. Numerical examples are presented.

Keywords: Polling systems with semi-Markov delays,
Pollaczek-Khintchin formula, Kendall equation, k -busy period,
probability of states, queue length, numerical algorithms.

1 Introduction

It is known that wireless networks have developed rapidly last
years. For planning regional wireless networks, models and research
methods of polling systems are used [1]. A polling model is a system
of multiple queues accessed by a single server in a given order. Among
important characteristics of these systems are the k -busy period,
probability of states and queueing length [2]. We consider a queueing
system of polling type with semi-Markov delays. Handling mechanism
for this system is given by polling table f : {1, 2, . . . , n} → {1, 2, . . . , r},
where the function shows that at the stage j, j = 1, n, user number
k, k = 1, r, r ≤ n is served (more details see in [1]). The items
(messages) of the user k, according to Poisson distribution with
parameter λk arrive. The service time for the items of class k is a
random variable Bk with distribution function Bk(x) = P{Bk < x}.

c©2016 by Gh. Mishkoy, D. Bejenari, L. Mitev, I. Ticu
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Duration of the orientation from one user to user k is a random vari-
able Ck with distribution function Ck(x) = P{Ck < x}. Thus Ck

can be interpreted as a loss of time in preparing the service process
for user of class k. The main purpose of research of polling systems
is to determine the characteristics of systems development. But not
always analytical formulas can be used directly, so great care is offered
for numerical algorithms. In this paper, using the methodology of
generalized priority systems and generalized algorithms elaborated in
[3], for this characteristics numerical solutions with necessary required
accuracy are obtained. Some examples and numerical results are pre-
sented.

2 The k-busy period

Definition 1. The k-busy period is a measure of the time that expires
from when a server begins to process, after an empty queue, to when
the k-queue becomes empty again for the first time [3].

Denote by Πδ
k the length of the k-busy period, and by Πδ

k(x) =
P{Πδ

k < x}, -its distribution function. Let consider that πδ
k(s) =

∞
∫

0

e−stdΠδ
k(x) is the Laplace-Stieltjes transform of distribution func-

tion of k-busy period. The proof of the presented below analytical
results (Theorem 1-4) can be obtained using method of catastrophes
[3].

Theorem 1. Function πδ
k(s) is determined from equation

πδ
k(s) = ck(s+ λk − λkπk(s))πk(s), (2.1)

where
πk(s) = βk(s+ λk − λkπk(s)), (2.2)

and with ck(s) and βk(s) denoting the Laplace-Stieltjes transforms of
distribution functions Ck(x) and Bk(x),

ck(s) =

∞
∫

0

e−sxdCk(x), βk(s) =

∞
∫

0

e−sxdBk(x).
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Remark 2.1 If λkβk1 < 1, λkck1 < 1, then first moment of k-busy
period is determined from:

πδ
k1 =

βk1
1− λkβk1

+
ck1

1− λkck1
, (2.3)

where βk1 and ck1 are the first moments of Ck(x) and Bk(x).

Remark 2.2 If we consider that Ck = 0 and k = 1, then
from formula (2.1) it follows that πδ

k(s) = πk(s) and πδ
1 = π1(s) =

= β1(s+ λ− λπ1(s)), respectively.

Thus, expression (2.1) can be viewed as an analog of Kendall equa-
tion obtained for classical M |G|1 system [4].

3 Probability of states

Probability of states have a decisive role in determining important
parameters such as, for example, blocking probabilities used in network
technologies equipped with QoS (Quality of Service) and CoS (Class
of Service). At arbitrary time x ∈ (0,∞) system can be in one and
only one of the following states: or in serving state, or in the state
of changing the states, or is free. If the polling system is in serving
state, question arises: which user’s message is served in that time? If
the system is in the state of changing, to which class of messages the
exchange occurs?

Denote PBk
(x), PCk

(x) and P0(x) the probabilities that at instant
x the system is busy by service of k -messages, switching to k -messages
and system is free, respectively.

Theorem 2. The Laplace-Stieltjes transforms of PBk
(x), PCk

(x) and
P0(x) are determined from

pBk
(s) =

λk[1− πk(s)]

s[s+ λk − λkπ
δ
k(s)]

, (3.1)

pCk
(s) =

λk[1− ck(s)]

s[s+ λk − λkπ
δ
k(s)]

, (3.2)
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p0(s) =
1

s
− [pBk

(s) + pCk
(s)]), (3.3)

where πδ
k(s) and πk(s) is determined from (2.1), (2.2).

Denote PBk
= limx→∞ PBk

(x), PCk
= limx→∞ PCk

(x), P0 =
= limx→∞ P0(x).

Remark 3.1 If λkβk1 < 1, λkck1 < 1, then

PBk
= lim

s↓0
spBk

(s), (3.4)

PCk
= lim

s↓0
spCk

(s), (3.5)

P0 = lim
s↓0

sp0(s), (3.6)

and

PBk
=

λkπk1

1 + λkπ
δ
k1

, (3.7)

PCk
=

λkck1

1 + λkπ
δ
k1

, (3.8)

P0 = 1−
λk(ck1 + πk1)

1 + λkπ
δ
k1

. (3.9)

4 The Pollaczek-Khintchin virtual analog

Let Pm(x) be the probability that at the instant x there are m
messages in the k-queue. Denote

Pk(z, x) =

∞
∑

m=1

Pm(x)zm, 0 ≤ z ≤ 1,

the generating function of queue length distribution and

pk(z, s) =

∫

∞

0
e−sxPk(z, x)dx,

the Laplace transform of function Pk(z, s).
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Theorem 3.

pk(z, s) =
1 + λkπ

δ
k(z, s)

s+ λk − λkz
, (4.1)

πδ
k(z, s) =

1− ck(s + λk − λkz)

s+ λk − λkz
+

βk(z, s)

z − βk(s+ λk − λkz)
×

×[zck(s+ λk − λkz)− πδ
k(s)], (4.2)

βk(z, s) =
1− βk(s+ λk − λkz)

s+ λk − λkz
. (4.3)

Remark 4.1 In the next section it is shown that from the Theo-
rem 3 it follows Theorem 4, where formula (5.2) results from. Thus,
the result from Theorem 3 can be viewed as a virtual analogue of the
Pollaczek-Khintchin equation.

5 The Pollaczek-Khintchin steady state analog

Theorem 4. If λkβk1 < 1, λkck1 < 1, then

Pk(z) = lim
s↓0

spk(z, s),

and

Pk(z) =
1 + λkπ

δ
k(z, 0)

1 + λkπ
δ
k1

. (5.1)

Remark 5.1 If Ck = 0 and k = 1, then

Pk1(z) = Pk(z) =
β(λ− λz)(z − 1)(1 − λβ1)

z − β(λ− λz)
, (5.2)

where β1(·) = β(·) and β11 = β1.

Formula (5.2) is referred to in most text-books on queueing
analysis and it is known as the Pollaczek-Khintchin transform equa-
tion (Pollaczek (1961); Khintchin (1963)).
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6 The first moment of virtual distribution

Let Lk(x) be the expectation of non stationary (virtual) distribution
of k-queue length

lk(s) =

∫

∞

0
e−sxLk(x)dx.

It is easy to see that −l′k(s)|s=0 = Lk(x). Thus, after deriving by s
the expression from Theorem 3, changing the sign and placing s = 0,
it is obtained the analytical expression for lk(s).

Remark 6.1.

lk(s) =
λk

s+ λk − λkπδ

k
(s)

×

×{
ck1λks+ λk(1− ck(s))

s2
+

[1− βk(s)(s− λk) + λksβk1](ck(s)− πδ

k
(s))

s2(1− βk(s))
−

−
(1 + λkβk1)(ck(s)− πδ

k
(s))

s(1− βk(s))2
}. (6.1)

7 Numerical algorithms

The analytical results formulated above, although they are of interest
from fundamental theoretical point of view, are quite complicated for
numerical modelling. Indeed, for example, πδ

k(s) given by the Theorem
1 occurs in most of the following expressions (Theorem 2, 3, etc.). But
for determining this function it is necessary to solve the functional
equation (2.2), which does not have the exact analytical solution, but
which effectively can be solved numerically [3, 5]. As an example, we
will present a numerical algorithm of successive approximations.

260



Numerical solutions of Kendall and Pollaczek-Khintchin equations . . .

Algorithm 1.

Input: {λk}
r
k=1; {bk}

r
k=1; {ck}

r
k=1; s; r; ε > 0.

Output: k; {πk(s)}
r
k=1; {π

δ
k(s)}

r
k=1.

Descriptions:
1. Laplace-Stieltjes transforms of exponential distribu-
tion functions Bk(x) and Ck(x), are determined:
βk(s) =

bk
s+bk

; ck = ck
s+ck

.

2. Distribution function for k-busy period is deter-
mined, using Theorem 1, for k = 1, ..., r. For n = 0,

π
(0)
k (s) = 0, πk

(n)(s) = βk(s+ λk − λkπk
(n−1)(s)),

πδ
k

(n)
(s) = ck(s+ λk − λkπk

(n)(s))πk
(n)(s).

Stop condition: |π
(n)
k (s)− π

(n−1)(s)
k | < ε.

We will further mention that the presented examples from the
Section 8 are not suggested from any concrete practical examples. Their
mission is to demonstrate the efficiency of the algorithms and that
the elaborated algorithms are invariant to the type of the distribution
function (it does not depend on concrete expression of the distribution
function). We will also observe that the numerical results obtained,
presented in Tables, are in full accordance and do not contradict the
analytical results.

8 Numerical examples

In this section, numerical results are presented. The results of each
example are obtained from the analogous algorithm, which is presented
above.

• k-busy period

Example 8.1 The type of distribution function taken by Bk(x)
and Ck(x) is the Exponential distribution, so

Bk(x) = 1− ebkx, x > 0 and Ck(x) = 1− eckx, x > 0,
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with the following parameters:

λk ={2, 3, 5, 6, 3, 8, 5, 4, 7, 3, 4, 2, 9, 7, 6, 4, 6, 3, 5, 2},

bk ={7, 5, 9, 4, 6, 2, 5, 4, 8, 6, 5, 3, 4, 5, 7, 6, 2, 4, 8, 6},

ck ={7, 5, 9, 4, 6, 2, 5, 4, 8, 6, 5, 3, 4, 5, 7, 6, 2, 4, 8, 6},

s =0.2.

The results of the program are presented in Table 1.

Table 1. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) πδ
k(s) k πk(s) πδ

k(s)

1 0.499831 0.181751 11 0.369369 0.096169

2 0.389415 0.151739 12 0.287740 0.096169

3 0.515323 0.098878 13 0.236751 0.075282

4 0.278846 0.121721 14 0.316054 0.085492

5 0.438095 0.149959 15 0.424283 0.180499

6 0.133333 0.042254 16 0.418269 0.110781

7 0.350425 0.122974 17 0.152174 0.047297

8 0.313589 0.058366 18 0.333156 0.155468

9 0.445795 0.199467 19 0.480989 0.197734

10 0.438095 0.172673 20 0.458472 0.165468

Example 8.2 The type of distribution function taken by Bk(x)
is the Erlang distribution and by Ck(x) is the Exponential distri-
bution, so

Bk(x) =







0, x < 0
x
∫

0

λk
(λku)

k−1

(k−1)! e−λkudu, x ≥ 0

and
Ck(x) = 1− eckx, x > 0,

with the following parameters:
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λk ={3, 5, 7, 6, 8, 4, 5, 7, 3, 6, 8, 5, 9, 7, 6, 2, 4, 1, 1, 1},

bk ={4, 4, 6, 7, 4, 8, 8, 3, 2, 5, 5, 7, 6, 4, 8, 6, 4, 2, 4, 6},

ck ={6, 7, 4, 3, 7, 6, 9, 7, 4, 5, 3, 2, 5, 6, 7, 5, 4, 3, 2, 8},

pk ={7, 5, 4, 3, 6, 5, 2, 5, 5, 7, 6, 5, 9, 8, 6, 5, 4, 6, 7, 6},

s =0.2.

The results of the program are presented in Table 2.

Table 2. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) π
δ

k(s) k πk(s) π
δ

k(s)

1 0.000155 5.828645e-05 11 0.000244 4.069452e-05

2 0.000977 0.000360 12 0.006788 0.000972

3 0.008100 0.001806 13 8.347513e-06 1.98751e-06

4 0.044573 0.008499 14 5.947027e-06 1.784112e-06

5 8.706395e-05 2.770304e-05 15 0.424283 0.001071

6 0.013420 0.004751 16 0.010310 0.003688

7 0.174848 0.078190 17 0.0050 0.001350

8 0.000171 5.705125e-05 18 6.4e-05 1.745465e-05

9 0.000129 3.67441e-05 19 0.000457 9.145366e-05

10 0.000128 3.544855e-05 20 0.006196 0.003099

Example 8.3 The type of distribution function taken by Bk(x)
is the Erlang distribution and by Ck(x) is Normal distribution,
so

Bk(x) =







0, x < 0
x
∫

0

λk
(λku)

k−1

(k−1)! e−λkudu, x ≥ 0

and

Ck(x) =
1

σk

√
2π

x
∫

−∞

e
−

(u−a)
2

2σk
2 du, −∞ < x < ∞,

with the following parameters:
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λk ={0.6, 0.4, 0.6, 0.7, 0.3, 0.4, 0.6, 0.2, 0.6, 0.4, 0.7, 0.1, 0.3, 0.5,
0.7, 0.5},

bk ={0.2, 0.4, 0.7, 0.4, 0.6, 0.8, 0.6, 0.3, 0.4, 0.5, 0.3, 0.2, 0.5, 0.4,
0.6, 0.7},

ck ={0.5, 0.3, 0.5, 0.7, 0.5, 0.3, 0.4, 0.8, 0.5, 0.4, 0.2, 0.3, 0.4, 0.5,
0.3, 0.5},

pk ={2, 4, 3, 5, 4, 6, 5, 4, 3, 2, 4, 6, 5, 4, 7, 6},

σk ={2, 4, 3, 5, 4, 6, 5, 4, 3, 2, 4, 6, 5, 4, 7, 6}, s =0.2.

The results are presented in the Table 3.

Table 3. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) πδ
k(s) k πk(s) πδ

k(s)

1 0.028566 0.019760 9 0.024037 0.015351

2 0.012551 0.011409 10 0.163897 0.154544

3 0.075241 0.058980 11 0.002108 0.001942

4 0.001348 0.000656 12 0.000544 0.000473

5 0.047328 0.034053 13 0.012758 0.010210

6 0.015996 0.015313 14 0.008963 0.007629

7 0.007416 0.00564 15 0.000682 0.000563

8 0.012482 0.008618 16 0.007012 0.005264

Example 8.4 The types of distribution function for Bk(x) and
Ck(x) are given in the Table 5. We used the following notations:

– If the distribution function is Uniform we denote it by the
letter U,

– If the distribution function is Erlang – I,

– If the distribution function is Exponential – E,

– If the distribution function is Normal – N.
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λk ={0.2, 0.4, 0.7, 0.5, 0.6, 0.3, 0.4, 0.5, 0.6, 0.9},

s =0.2.

Required parameters for each distribution function are given in
the Table 4.

Table 4. Parameters for distribution functions

U N U I N

a = 4 σ = 0.6 a = 5 k = 2 σ = 0.9
b = 1 a = 0.2 b = 2 a = 0.2

U I N I U

a = 10 k = 3 σ = 0.4 k = 4 a = 14
b = 2 a = 0.1 b = 7

I U I U I

k = 1 a = 9 k = 2 a = 3 k = 2
b = 2 b = 1

The results of the program are given in the Table 5.

Table 5. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k Bk(x) Ck(x) πk(s) πδ
k(s)

1 U N 0.367026 0.363908

2 E U 0.846724 0.250955

3 I N 0.599745 0.675492

4 E U 0.894586 0.147271

5 I N 0.608076 0.601602

6 I U 0.68603 0.014749

7 E I 0.704387 0.496661

8 E U 0.920868 0.178205

9 I E 0.624615 0.565239

10 U I 0.139467 0.059018

265



Gh. Mishkoy, D. Bejenari, L. Mitev, I. R. Ticu

For the case when Bk(x) and Ck(x) are PH distribution func-
tions, it is necessary to obtain the matrix form of Kendall and
generalized Kendall equations. These analitical results are ob-
tained in [5].

Example 8.5 The types of distribution functions taken by
Bk(x) and Ck(x) are PH distributions with representation (αt, Tk),
(αt, Pk), so

Bk(x) = 1− αte
Tkxe, x > 0,

Ck(x) = 1− αte
Pkxe, x > 0,

with the following parameters:

λk = {0.4; 0.4; 0.3; 0.6; 0.5},

λ̃k = {0.4; 0.2; 0.4; 0.6; 0.6},

δk = {0.6; 0.3; 0.4; 0.5; 0.2},

s = 0.2.

The results of the program are presented in Table 6.

Table 6. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) πδ
k(s)

1 0.026725 0.901550

2 0.066859 0.718482

3 0.012627 0.928276

4 0.035894 0.804515

5 0.022830 0.709058

Example 8.6 The types of distribution functions taken by
Bk(x) and Ck(x) are PH distributions with representation (αt, Tk),
(αt, Pk), so

Bk(x) = 1− αte
Tkxe, x > 0,

Ck(x) = 1− αte
Pkxe, x > 0,
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with the following parameters:

λk = {0.5; 0.6; 0.3; 0.4; 0.5; 0.2; 0.6; 0.6; 0.2; 0.1},

λ̃k = {0.2; 0.3; 0.4; 0.2; 0.6; 0.7; 0.8; 0.4; 0.2; 0.3},

δk = {0.3; 0.4; 0.1; 0.2; 0.6; 0.8; 0.5; 0.4; 0.4; 0.8},

s = 0.5.

The results of the program are presented in Table 7.

Table 7. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) πδ
k(s) k πk(s) πδ

k(s)

1 0.012692 0.864672 6 0.000060 0.999554

2 0.014688 0.865907 7 0.003161 0.959972

3 0.000978 0.957140 8 0.010383 0.891422

4 0.006395 0.895401 9 0.000542 0.995270

5 0.002997 0.973018 10 0.000017 0.999915

Example 8.7 The types of distribution functions taken by
Bk(x) and Ck(x) are PH distributions with representation (αt, Tk),
(αt, Pk), so

Bk(x) = 1− αte
Tkxe, x > 0,

Ck(x) = 1− αte
Pkxe, x > 0,

with the following parameters:

λk = {0.2; 0.3; 0.1; 0.5; 0.6; 0.7; 0.4; 0.8; 0.4; 0.5; 0.3; 0.7; 0.8; 0.4;

0.6; 0.9; 0.3; 0.4; 0.5; 0.4},

λ̃k = {0.2; 0.3; 0.5; 0.2; 0.3; 0.7; 0.8; 0.4; 0.3; 0.5; 0.1; 0.5; 0.8; 0.4;

0.3; 0.6; 0.4; 0.9; 0.4; 0.2},

δk = {0.5; 0.4; 0.8; 0.4; 0.4; 0.7; 0.4; 0.3; 0.8; 0.2; 0.1; 0.5; 0.4; 0.7;

0.5; 0.4; 0.7; 0.9; 0.4; 0.3},
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s = 0.5.

The results of the program are presented in Table 8.

Table 8. Numerical results for LST of distribution function for
k-busy period πδ

k(s)

k πk(s) πδ
k(s) k πk(s) πδ

k(s)

1 0.002444 0.986440 11 0.012414 0.750670

2 0.005566 0.956771 12 0.029777 0.796091

3 0.000068 0.999659 13 0.021775 0.763410

4 0.030767 0.812228 14 0.009064 0.954890

5 0.034760 0.766861 15 0.034760 0.807550

6 0.018947 0.881203 16 0.043203 0.644660

7 0.003083 0.960978 17 0.003927 0.980092

8 0.051492 0.569886 18 0.002451 0.984919

9 0.012501 0.951740 19 0.016581 0.864629

10 0.012555 0.785024 20 0.017712 0.851134

• Probability of states

Example 8.8 k = 4, λ4 = 1.456. Time of serving is Erlang
with parameters α = 1 and ke = 2, Erl(1, 2). Time of exchange
for user k is Exponential with parameter c = 0.268, E(0.268). For
different values of t we have the probabilities PB4

(t) and PC4
(t).

The results are presented in Table 9 and Table 10.

Table 9. Numerical results for probabilities of states for the 4th

user, λ4 = 1.456, in terms of LST and different values of t

t PB4
(t) PC4

(t)

0.01 0.833 0.0193

0.2 0.07599 0.00125

0.5 0.06629 0.00116

1.5 0.04472 0.00049

2.9 0.02874 0.00019

5.8 0.01448 0.00005

10.4 0.00680 0.00001
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Table 10. Numerical results for probabilities of states for the
4th user, λ4 = 1.456, in terms of LST

t PB4
(t) PC4

(t)

1 0.05389 0.00074

2 0.037774 0.00034

3 0.02794 0.00018

4 0.2153 0.0010

5 0.01711 0.00006

6 0.01396 0.00009

7 0.01155 0.00003

8 0.00974 0.00002

9 0.00832 0.00001

10 0.00719 0.00001

Example 8.9 We have the same parameters like in Example
8.8 with the exception of flow requirements parameter for user k:
λk = 2.987465. The results are presented in Table 11 and Table
12.

Table 11. Numerical results for probabilities of states for the
4th user, λ4 = 2.987465, in terms of LST and different values of t

t PB4
(t) PC4

(t)

0.01 0.06466 0.03934

0.2 0.06200 0.03217

0.5 0.05781 0.02413

1.5 0.04553 0.01101

2.9 0.03336 0.00457

5.8 0.01957 0.00133

10.4 0.01037 0.00033
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Table 12. Numerical results for probabilities of states for the
4th user, λ4 = 2.987465, in terms of LST

t PB4
(t) PC4

(t)

1 0.05128 0.01587

2 0.04057 0.00795

3 0.03268 0.00451

4 0.02682 0.00277

5 0.02238 0.00181

6 0.01895 0.00124

7 0.01625 0.00088

8 0.014909 0.00064

9 0.01233 0.00048

10 0.01088 0.00036

Remark 8.1 Theorem 2 gives us the possibility for modeling the
probability of states for an arbitrary k, 1 ≤ k ≤ r.

• Queue length

Example 8.10 Let n = 9, where n is the number of users and
parameters λk, bk and ck are presented in the form of vectors:

λk = {0.2, 0.4, 0.3, 0.1, 0.5, 0.6, 0.4, 0.1, 0.2},

bk = {0.1, 0.4, 0.5, 0.1, 0.2, 0.4, 0.1, 0.5, 0.3},

ck = {0.4, 0.6, 0.4, 0.2, 0.1, 0.2, 0.3, 0.4, 0.1}, s = 0.2.

The results are presented in Table 13.

270



Numerical solutions of Kendall and Pollaczek-Khintchin equations . . .

Table 13. Numerical results for queue length distribution lk(s),
in terms of LST

k πk(s) πδ
k(s) lk(s)

1 0.21904 0.11586 5.52940

2 0.49853 0.29894 3.86539

3 0.61134 0.34125 1.63709

4 0.26785 0.11320 2.87008

5 0.25865 0.03856 3.01735

6 0.42105 0.11267 1.91095

7 0.15679 0.05618 5.32859

8 0.68287 0.43239 1.04412

9 0.49806 0.12439 2.17897
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Digital Health Data: A Comprehensive Review

of Privacy and Security Risks and Some

Recommendations ∗

Shahidul Islam Khan, Abu Sayed Md. Latiful Hoque

Abstract

In todays world, health data are being produced in ever-
increasing amounts due to extensive use of medical devices gen-
erating data in digital form. These data are stored in diverse
formats at different health information systems. Medical prac-
titioners and researchers can be benefited significantly if these
massive heterogeneous data could be integrated and made ac-
cessible through a common platform. On the other hand, dig-
ital health data containing protected health information (PHI)
are the main target of the cybercriminals. In this paper, we
have provided a state of the art review of the security threats in
the integrated healthcare information systems. According to our
analysis, healthcare data servers are leading target of the hack-
ers because of monetary value. At present, attacks on health-
care organizations’ data are 1.25 times higher compared to five
years ago. We have provided some important recommendations
to minimize the risk of attacks and to reduce the chance of com-
promising patients’ privacy after any successful attack.

Keywords: Health Data, Privacy, Security, Data Breach, PHI

1 Introduction

Health data refers to pieces of information collected to use in the di-
agnosis of a health condition. Health Information is collected about

∗ This research is supported by the ICT Division, Ministry of Posts, Telecom-
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Bangladesh.

c©2016 by Shahidul Islam Khan, Abu Sayed Md. Latiful Hoque

273



Shahidul Islam Khan, Abu Sayed Md. Latiful Hoque

a patient, his/ her family, often during creating of a nursing history
for the patient. A health record may include multiple types of health
data such as various notes entered by health care professionals over
time, recording observations and administration of drugs, test results,
x-rays, reports, etc. Digital health data are health data generated by
medical devices in digital form e.g., fasting plasma glucose test (FGT)
result, or other patient health related information e.g., height, weight,
blood group etc stored in digital form at computers, laptops, or in
database of health information systems [1]–[3].

At present, enormous quantity of digital health data are generated
daily by healthcare providers. Medical records of patients are increas-
ingly digital, in the form of Electronic Health Record (EHR). These
EHRs are more useful than paper records for better healthcare and
medical research because electronic data can be stored easily and ma-
nipulated by software. These precious data are stored in various health
information systems (HIS) in hospitals, research centers and diagnos-
tic laboratories. Many of these data fall in the category of protected
health information.

Protected health information (PHI) is defined as personally iden-
tifiable health information collected from an individual, and covered
under federal or international data breach disclosure laws [4]. PHI of
an Individual is information which relates to:

a. the individuals past, present, or future physical or mental health
or condition,

b. the provision of health care to the individual,

c. the past, present, or future payment for the provision of health
care to the individual, and that identifies the individual or for
which there is a reasonable basis to believe that the information
could be used to identify the individual.

PHI includes many common identifiers such as name, date of birth,
address, National ID / Social Security Number, telephone and fax num-
bers, E-mail addresses etc. when they can be associated with the health
information listed above [5].Laboratory reports, medical records, and
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hospital bills are examples of PHI because each document contains a
patient’s name and/or other identifying information associated with
the health data content.

Security of a HIS deals with protecting medical data from intrud-
ers, malwares, and frauds. It retains confidentiality and integrity of
healthcare data. Privacy concerns exist wherever personally identifi-
able information or other sensitive information is collected and stored
in any form. A major challenge in health data privacy is to share
data among medical practitioners while protecting personally identi-
fiable information. Information privacy may be applied in numerous
ways, including encryption, authentication and data masking – each
attempting to ensure that information is available only to authorized
persons [6], [7].

Nowadays, hacking PHI by cybercriminals is observed as a growing
trend. Hackers goal is to take advantage of personal information of the
patients. Average sell value of a complete medical record varies from
$10 to $1,000 in black market. Although privacy of a patient can be
compromised with paper based medical records, it alarmingly increased
along with digitized record keeping by the healthcare providers [8], [9].

It is obvious that developing a national health data warehouse
(NHDW), where integrated data from all the diverse HIS will be made
available for better health delivery and medical research, is very much
essential for every country [10]–[16]. However NHDW raises high risk to
data security and privacy of individuals. Before integration to NHDW,
sensitive and private data of patients reside to a single organization such
as a hospital or a diagnostic center. Only that particular organization
is responsible by law to protect the data privately. Now the situation
is far different in the case of national warehouse. So proper measures
have to be taken to safeguard privacy of patients in the NHDW.

In this paper we have presented a comprehensive review of security
and privacy risks of digital health data and integrated health informa-
tion systems. We have exposed the statistics of high rise of security
threads in healthcare data servers. In addition, we have provided some
general recommendations to reduce risks of PHI breaches and some spe-
cific recommendations for developing national scale integrated health
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information systems.

2 Data Breaches of Health Information Sys-

tems

A health data breach or leakage is defined as an event that involves the
loss or exposure of personal health records. Personal health records are
data containing privileged health related information about an individ-
ual that cannot be readily obtained through other public means, which
information is only known by an individual or by an organization under
the terms of a confidentiality agreement [17]. For example, leakage of
a health insurer’s record of the policyholder with doctor and payment
information will be treated as a health data breach. According to the
research by IBM and Ponemon Institute in 2015 where 350 companies
in 11 countries were interviewed extensively, more than 18 thousand
records were breached on an average in each breached incident [18].
This is presented in Fig. 1.

Figure 1. Average number of breached records in a data breach incident
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The costs of a data breach can vary according to the cause and the
protections in place at the time of the breach. Direct costs refer to the
direct expense spent to carry out a given activity such as hiring foren-
sic experts and law firm or offering identity protection services to the
victims. Indirect costs include the time, effort and other organizational
resources spent during the data breach resolution. Indirect costs also
include the loss of goodwill and customer churn. In 2015, the average
cost of data breach per lost or stolen record was 154USD but in case of
a breach of healthcare organization, the average cost was 363USD [18].
This is shown in Fig. 2.

Figure 2. Cost of each breached record in different sector. The cost is
maximum for the healthcare industry.
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2.1 Health data breaches

According to 2015 Fifth Annual Benchmark Study on Privacy and Se-
curity of Healthcare Data which covered 90 healthcare organizations in
USA, more than 90% of healthcare service providers had a data breach,
and 40% had more than five data breaches over the past two years [19].
The following chart of Fig. 3 shows the total numbers of health data
breaches in USA in last five years till February 26, 2016. We have
calculated the data from [20].

Figure 3. Total number of health records breached in USA

According to the report [19], for the first time, criminal attacks
are the number one cause of healthcare data breaches. Criminal at-
tacks on healthcare organizations are 1.25 times higher compared to
five years ago. The main causes of data breach in healthcare sectors
are illustrated in Fig. 4.

Some recent attacks on health information centers are listed below:

• Hackers have shut down the internal computer system at a Hol-
lywood Presbyterian Medical Center for more than a week for a
payoff of 9,000 bitcoins, or almost USD 3.7 million [21]. It is due
to a malicious software called ransomware that encrypts sensitive
data until it can only be decrypted with a code.
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Figure 4. Main causes of data breach in the healthcare industry

• In February 2016, Jackson Health System discovered that a hos-
pital employee have stolen confidential PHI of patients including
names, birthdates, social security numbers and home addresses
around 24,000 patient records over the last five years [22].

• The Washington State HCA reported, in February 2016, that an
employee error resulted in a healthcare data breach compromising
91,000 Medicaid patient files. The information affected includes
clients social security numbers, dates of birth, Apple Health client
ID numbers and private health information [23].

• Six hard drives containing personal and health information on
clients of health insurance company Centene Corp were lost
which contained Social Security numbers, birthdates, health
data, names, addresses, and insurance identification numbers for
950,000 patients who received laboratory services between 2009-
2015 [24].
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• Premera Blue Cross was targeted with a sophisticated cyber at-
tack after hackers gained access to the financial and medical infor-
mation of 11 million members in January 2015. Hackers swiped
Social Security numbers, financial information, medical claims
data, addresses, email addresses, names and dates of birth [25].

• Health insurer Anthem Inc. has suffered a massive data breach on
March 3, 2015 after hackers gained access to a corporate database
reportedly containing personal information on around 80 million
of the health insurer’s current and former USA customers and
employees [26].

• In last ten years at least 18 health breaches reported in Europe
affected minimum 9,337,197 individual records [17]. The health
records include details on the patients conditions, names, home
addresses and dates of birth. The health networks and servers
containing integrated health records are in high risk of cyber at-
tacks all over the world.

2.2 Data breaches of healthcare servers

From 2014, hackings on healthcare servers increased terrifyingly. The
attackers motivation is to get huge PHI in a single successful hack.
Table 1 presents last 12 big criminal attacks on integrated health
records in USA within last 12 months. We have summarized these
data from [20].

We have analyzed the data provided by U.S. Department of Health
and Human Services and found that hackers are increasingly targeted
healthcare servers which is very alarming to national level health in-
formation system development. Table 2 and Fig. 5 illustrate the fact
clearly.

2.3 Other impacts of health data breaches

There are other impacts of health data breaches. They are discussed
below:
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Table 1. Latest 12 big breaches in USA on Health Data Servers

Sl. Name of Health-
care Org.

Affected In-
dividuals

Breach
Date

Type of Breach

1 Alliance Health
Networks, LLC

42372 2/15/2016 Hacking/IT Inci-
dent

2 OH Muhlenberg,
LLC

84681 11/13/2015 Hacking/IT Inci-
dent

3 Excellus Health
Plan, Inc.

10000000 9/9/2015 Hacking/IT Inci-
dent

4 Medical Informat-
ics Engineering

3900000 7/23/2015 Hacking/IT Inci-
dent

5 University of Cal-
ifornia, Los Ange-
les Health

4500000 7/17/2015 Hacking/IT Inci-
dent

6 CareFirst Blue-
Cross BlueShield

1100000 5/20/2015 Hacking/IT Inci-
dent

7 Freelancers Insur-
ance Company

43068 3/24/2015 Hacking/IT Inci-
dent

8 ATnT Group
Health Plan

50000 3/23/2015 Hacking/IT Inci-
dent

9 Premera Blue
Cross

11000000 3/17/2015 Hacking/IT Inci-
dent

10 Anthem, Inc.
Affiliated Covered
Entity

78800000 3/13/2015 Hacking/IT Inci-
dent

11 Virginia (VA-
DMAS)

697586 3/12/2015 Hacking/IT Inci-
dent

12 Georgia Depart-
ment of Commu-
nity Health

912906 3/2/2015 Hacking/IT Inci-
dent
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Table 2. Statistics of Healthcare server attack compared to total health-
care breach

Reporting Year
Total Health Data

Breach affecting 500 or
more individuals

Healthcare
Server
Attach

January 1, 2011 to
December 31, 2011

194 27

January 1, 2012 to
December 31, 2012

202 25

January 1, 2013 to
December 31, 2013

263 35

January 1, 2014 to
December 31, 2014

290 55

January 1, 2015 to
December 31, 2015

265 50

Figure 5. Criminal attack on Healthcare data servers are increasing
high.
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a. Breaches of PHI drastically effect on the goodwill of a healthcare
organization. In a research report it is shown that, people are
withholding their health information from healthcare providers
because they are concerned that there could be a confidentiality
breach of their records [27]. An unwillingness to fully disclose
information could delay a diagnosis of a communicable disease.
This is not only a potential issue for the treatment of a specific
patient; there are potential public health implications.

b. Penalty of healthcare providers are imposed in two ways. They
have to pay ransom to the hackers to get their breached data
back or to restore their hacked system [21] and they also pay
the government privacy penalty for failing to safeguard patient
information [28].

3 Analysis of the risks related to Health Infor-

mation Systems

If we analyze the increase trend of healthcare data breach around the
globe, it becomes quite clear that the main reason of the breaches is
the sell value of complete health records. What makes medical data
so unique is that it often contains most of the information hackers
are looking for such as credit card information, and Social Security
and bank account numbers giving them a one-stop stealing strategy.
Fraudsters use this data to create fake IDs to buy medical equipment or
drugs that can be resold, or they combine a patient number with a false
provider number and file made-up claims with insurers. Sometimes the
cyber criminals use this data to blackmail a patient with good social
status. For example, F1 racing legend Michael Schumachers and pop
legend Michael Jacksons medical records were hacked.

If we look at Table 1, we can see that, all big breaches in health-
care servers are cause of hacking or IT incident though there are other
causes available in the U.S. Govt. reporting form i.e., Theft, Unau-
thorized Access/Disclosure, Lossor unknown cause. So the owner of
the healthcare servers should pay high attention to develop a secure
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framework to protect their health information servers from hacking or
improper IT involvements.

Another important thing to notice is that, a healthcare company
is looser in many ways after a successful breach. It has to pay money
to both the hackers and the government. This situation will eventu-
ally increase healthcare cost and decrease better healthcare delivery.
Policymaker should think about this.

If the stored health data are de-identified in every place from health
information system software to backups and also in health data ware-
houses, then the risk of data breach can be significantly reduced. Be-
cause there is almost no sell value of de-identified health records. An-
other positive thing of de-identification is if a data breach occurs, pri-
vacy of individual patient will not be affected.

4 Some general recommendations to reduce

the chance of health data breaches

a. At the very least, healthcare companies should back up all their
important health data regularly so that, in emergency situations,
hard drives can be cleaned and restored to their previous states.
PHIs in database backups must also be encrypted.

b. Internal HIS software should be screened for loopholes that could
be way in of hackers. All third party software should be up-
dated with latest patch and service packs. No free software from
unknown or un-trusted source should ever be downloaded or in-
stalled.

c. Doctors and nurses should be more careful when handling PHI of
patients. They should encrypt these records in their own laptops
and pen drives. After working in the workstations, they must
always sign out from their accounts when they have finished in-
putting patient information or viewed patients reports.

d. Health-care consumers should be smarter. The more the patients
will query healthcare providers about how they are securing PHI,
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the more attention the providers will pay to enhance security and
privacy of patients PHI.

e. It is more effective to integrate privacy and security into health
apps, devices, and services from the start. For any piece of infor-
mation collection and storage, the following should be considered:

i. Minimize the amount of personal information collected

ii. Decide how long the information needs to be stored

iii. Encrypt information when possible

iv. Delete the information earliest

f. Rather than spending a lot of money after breaches, the health-
care organizations should increase their budget for HIS security.
Prevention is better than cure- this proverb should always be
remembered.

g. Medical practitioners need to be more cautious of email attach-
ments and shouldnt include health information in e-mail unless
encryption is used. If encryption is not available, confidentiality
statement needs to be included like below at the top of the e-mail:

Notice: Privacy & Confidentiality of Information

This communication may contain non-public, confidential,
or legally privileged information intended for the sole use of
the designated recipients. If you are not the intended recip-
ient, or have received this communication in error, please
notify the sender immediately by reply email at xxx@xxx.xx
or by telephone at +xxx-xxxxxxxx, and delete all copies of
this communication, including attachments, without read-
ing them or saving them to disk. If you are the intended
recipient, you must secure the contents in accordance with
all applicable state or federal requirements related to the
privacy and confidentiality of information, including the
HIPAA/ EU Data Protection Directive Privacy guidelines.
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5 Specific Recommendations for Deployment

of National Health Data Warehouse

No information system can be assumed to be completely protected
from all kind of criminal and cyber attacks. Security can be more
vulnerable in the case of large scale, national level health information
systems where Internet communication has to be maintained for the
sake of easy data collection from far-most parts of the country. So
integrated health information systems should be designed in such a
way that:

• There is enough data to maintain record linkage so that doctors,
researchers can get useful insight from the system.

• If data breach occurs, individual patients privacy will be safe-
guarded.

Record linkage is the process of identifying record pairs from different
information systems which belong to the same real world entity. Given
two repositories of records, the record-linkage process consists of de-
termining all pairs that are similar to each other. Record linkage is
essential when joining datasets based on entities that may or may not
share a common identifier such as national id or social security num-
ber [29], [30]. For discovering effective knowledge such as correlations
among diseases from medical dataset it is very essential to maintain
record linkage. On the other hand, identifiable health data have high
risk to patient privacy and make the health information systems secu-
rity vulnerable to hackers [31], [32] For development of national level
health data warehouse our recommendations from security and privacy
point of view are:

1. No Medical record can be stored in any level, from diagnostic
centers to National Health Data Warehouse, with personal iden-
tifiable attributes of the patients.

2. To facilitate knowledge discovery process of the Healthcare re-
searchers, sufficient record-linkage data have to be kept in medical
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records by replacing personal identifiable attributes with unique
code using suitable computer cryptographic technique.

3. A data-protection strategy has to be implemented that will cover
data everywhere it is stored, and at every stage, from creation
and processing, to storage, backup and transmission.

4. Proper security measures have to be taken and tested before con-
necting the national health data warehouse with Internet.

5. Proper security measures have to be taken and tested before de-
ploying the national health data warehouse in the public cloud.

We propose the following flow chart that will significantly reduce cyber
attack in the national health data warehouse and also retain the privacy
of the patients after any data breach incident shown in Fig. 6.

6 Conclusions

Widespread use of digital health data could bring positive changes to
the healthcare system in a various ways, as these data are the foun-
dational piece to softwares and technologies that could advance health
care delivery radically. Having every patient’s data stored digitally, in
a national platform creating an easy transfer and comparison of data
among providers, insurers, and researchers, will allow recognition of
interesting medical patterns, development of personalized and predic-
tive medicine, reductions in medical errors, better disease management,
predicting and preventing disease outbreaks, elimination of insurance
fraud, identification of low cost treatments and many more. However
integration of protected health information has high risk to patients’
privacy and makes such systems vulnerable to hackers. In this paper,
we have provided a state of the art review of security and privacy risks
of integrated healthcare information system. We have analyzed cur-
rent security and privacy threats and provided some recommendations
to reduce health data breaches. We have also provided some guidelines
for developing national scale integrated health information systems.
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Figure 6. Flow chart of security and privacy management of National
health data Warehouse
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