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#### Abstract

The paper presents a way to build flexible navigation tools over a big dataset of well structured data models. The mechanism is underpinned by a search engine that is used to slice and dice the database. By applying a series of consecutive groupings, the result of a search query can be organized in a hierarchical structure and browsed using traditional user interface controls.


## 1 Introduction

Building successful user interfaces (UI) requires a good understanding of the end user needs. As the data model of an application evolves with the addition of new objects and relationships, it's hard to create a sustainable UI because of the user's ever changing requirements. To alleviate the issue we should devote more time to the initial development phase: the software architecture. Nevertheless, it's not always possible to encompass all aspects at the beginning. Moreover, the requirements may change at a later stage when the software is already delivered and launched.

The approach presented in [1] works well for websites due to simple data models that were used. As the number of entities in a model increase, there is a need to quickly seek a desired object basing on different criteria. It may happen that the user knows the chain of interrelated objects that are connected to the object he is looking for, and would like to easily spot it by "jumping" from one object to another.

Any information system that deals with a vast amount of data should feature a search engine. Our idea is to leverage the search engine and build the navigation system on the fly. In the next section we introduce the data model we used for our application. Then we discuss the search engine implementation, and finally we present the idea of a "navigation widget" that is powered by the search engine.

## 2 The Data Model

The Events Data Model elaborated by HURIDOCS [2] is depicted in Figure 1.


Figure 1. Events Data Model.

An Event is a complex thing, it is comprised of several entities: intervention, information and act. Acts are further comprised of victims, perpetrators. Trying to build an interface for editing an Event seems to be a tedious task and it might happen that due to the diverse number of sub-entities (interventions, acts) and complementary tasks (adding a new person or uploading a file), it might get cumbersome and a hard nut to crack for simple users. The proposed solution is to work with only one entity at a time and provide a suitable "contextual skeleton"
for the user. In other words, we try to split a complex problem into smaller, but simpler ones, thus applying the divide and conquer design paradigm. (See [3] for an in depth discussion about the UI part).

By looking at the model in Figure 1, one can notice that if to exclude the person entity, the remaining structure has only 1 to Many relationships, i.e.: An event has many intervention, information and act entities. An act has many involvement entities. It allows us to display an event as a tree. In Figure 2 one can see the "Death Threats Against Monsignor Alvaro Ramazzini" event with all its acts, victims, perpetrators, information and other entities. We can think about this tree as a "contextual skeleton": the user will be able to edit a single entity from the tree, but he will always know to which parent entities it belongs (is it a victim or a perpetrator and to which act and event it belongs).


Figure 2. A hierarchical representation of an Event.

Let's assume that the data entry aspect is solved [3] and we have
a quite big database of such events (some real world databases have more than 20,000 events). We need a mechanism to easily browse this dataset, but we can't know beforehand how a user might want to browse the collection. In the next section we describe a search engine that will power our navigation mechanism: imagine that you'll be able to browse events in different ways: by date (an entity attribute), by type of act (a relationship), by method of violence, etc.

## 3 The Search Engine

There are different types of entities in the system, thus creating a search query will start by selecting what kind of entities to return (Events, Acts, Information). But it doesn't mean that it will be impossible to search for one type of entity and have attributes of another type in search results. For example, it will be possible to search for acts and display the Event.Title. Because of the 1 to Many nature of the event data model (an event has many acts, an act has many involvements, but an act CAN'T belong to many events), one can uniquely identify the parent entity. It means that if there are Involvements in search results, one can also display Act.TypeOfAct and Event.Title. Conversely, one can't search for Events and display Act.TypeOfAct in search resutls, because an event has Many acts.

In conclusion, you need to search for the deepest type of entity that appears in search conditions if you need to display its attributes in search results. It may sound a bit abstract for now, practical examples provided in the next section will clarify things.

### 3.1 Simple search

A simple search query consists of:
a) Type of entity to fetch results from (Events, Acts, Interventions etc.). We'll refer to it as ResultEntity.
b) A set of search conditions coupled by logical operators: AND, OR, AND NOT, OR NOT. A search condition may refer to a
type of entity (let's call it EntityX) that is a parent or child for ResultEntity. This rule is transitive. i.e. the relationship is not required to be direct, it's ok if EntityX is a parent of a parent of ResultEntity or vice versa: EntityX is a child of a child of ResultEntity.
c) A set of attributes from ResultEntity and all its parent entities to display in search results.

The search query illustrated in Figure 3 has 2 conditions, the first one refers to the Event entity and the second refers to the Act entity.

Event.EventTitle contains threat
OR Act.InitialDate is before 09/10/2009

Figure 3. A simple search query.

Following the rule "you need to search for the deepest type of entity that appears in search conditions", the user needs to select the Act entity as ResultEntity if he needs to display the Act.TypeOfAct attribute in search results. If he selects Events as ResultEntity, the search will work, but one will not be able to display Act attributes.

You should be aware that search results depend on the ResultEntity, and sometimes even the correctness (validity) of a query changes. Let's see this in practice. Take the example from Figure 3. Suppose we have two events in the database and we need to display only the title of the event in search results:

## Event1

Title: "threat against somebody"
Acts: no acts

## Event2

Title: "a threat to the party leadership"
Act1

```
TypeOfAct: Violations of the right to life
InitialDate: 01/05/2008
```

If ResultEntity $=$ Event, the results will be fetched from the event collection and one will get both events. If ResultEntity $=$ Act, one will get results from the act collection. Because Event1 doesn't have any acts, it will not be listed at all in the EventAct relationship table, thus only Event2 will be in search results. It should be stressed once again: a search condition is evaluated/performed against the ResultEntity database table. It means that a search condition's entity MUST be linked to the ResultEntity.

Let's examine a situation when the validity of a search query depends on ResultEntity, Figure 4.

```
Event.EventTitle contains threat
AND Act.InitialDate is before 21/07/2009 -
AND Incident.MethodOfYiolence is Wounding
AND Information.DateOfSourceMaterial is before 27/05/2009 च
```

Figure 4. A simple search with incompatible search conditions.

If ResultEntity $=$ Event, everything is ok.
If ResultEntity $=$ Act or Incident, then we get into trouble.
Let's assume ResultEntity $=$ Act. Because an Act is not linked by a parent/child relationship to an Information entity (see the rule in point (b) above), we can't uniquely identify an Information entity for an Act and vice versa. Technically speaking, the results we get from the fourth search condition do not contain an Act column, so it is not possible to join these results with results from other search conditions (we don't have a common entity by which to link two results sets).

### 3.2 Complex search

Imagine that we encapsulate a simple search into a block, we'll call it a search block. By applying logical operators (AND, OR, AND NOT,

OR NOT) we can create a complex search query that consists of several blocks, see Figure 5.

```
Event.EventTitle contains threat
    R Event.EventTitle contains alarm
AND Act.TypeOfAct is Violations against personal integrity * * P
            AND Incident.AgeAtTimeOfYictimization is greater then 20
                AND Incident.AgeAtTimeOfYictimization is less then 30|
AND Incident.MethodOfYiolence is not Beating
```

Figure 5. A complex search query.

Because each block has its own ResultEntity, we need to use the least common denominator Entity before joining the result sets. The system can automatically infer it, but as one can see in Figure 6, sometimes the user may need to set it manually.


Figure 6. Normalization of search blocks.

In Figure 6 the ResultEntity is Incident and Involvement correspondingly. The least common denominator is the Act entity, and the system will determine it automatically. But what if we need to display only the title of found events? Since the overall ResultEntity of these two blocks is Act, the search results will contain act entities. Surely, we can display the event's title, but the same event will appear many times because there are many acts per event. Let's run the search query on a database that contains just one event:

## Event1

```
Act1
    Incident1
            MethodOfViolence = Beating
            Victim = PersonX
        Involvement1
            DegreeOfInvolvement = Planned the act
            TypeOfPerpetrator = Police
            Perpetrator = PersonY
Act2
        Incident2
            MethodOfViolence = Wounding
            Victim = PersonZ
        Involvement2
            DegreeOfInvolvement = Directly carried out the act
            TypeOfPerpetrator = Paramilitary forces
```

The first block returns Incident1 and Incident2, the second block returns Involvement1 and Involvement2. Joining two results sets will give us Act1 and Act2. So, if we need to display only event attributes in search results, we'll get Event1 listed twice. In order to remove duplicates, the user is required to manually select the NormalizationEntity. In our case, it will be the Event entity.

Remark: since NormalizationEntity applies to a block, it means it applies to a simple search. As a result, the definition of a simple search query will be expanded to include the (d) point: NormalizationEntity.

A query that doesn't have a NormalizationEntity is invalid. In Figure 7 the first search condition returns Person entities while the second one returns Events. These are top level entities that miss the parent/child relationship.

### 3.3 Person roles in search conditions

The following example illustrates how to search for acts that have victims from one of the specified countries.

The same applies to other entities:

```
Person.PlaceOfBirth is Peru
AND Event.HuridocsIndex is Amnesty
```

Figure 7. Invalid search query.

```
Act.TypeOfAct is Psychological assault, harassment *
AND Incident.Yictim.PlaceOfBirth is Costa Rica
    OR Incident.Victim.PlaceOfBirth is Peru
```

Figure 8. Using person roles in search conditions.

- Intervention.InterveningPary.[PersonAttribute]
- Intervention.Victim. [PersonAttribute]
- Involvement.Perpetrator. [PersonAttribute]
- etc


### 3.4 Query Infeasibility

The proposed search mechanism is not able to perform all kinds of searches you might have in mind, but we've tried to find a trade off between ease of use and power. As a last resort, one can write a bunch of SQL queries and PHP scripts to perform a complex and exotic search query. Here is an example of an unfeasible query: Show me those events that have more than 3 acts and where one of the victims is also a perpetrator.

## 4 The Navigation Mechanism

Having a powerful search engine capable of querying different types of entities at the same time and returning fields of different entities in the same row, we are able to introduce the concept of Navigation Widget.

What if we start grouping the flat list comprised of found rows by several columns? The output will be a hierarchy, where each level is
a "folder" that is actually an entity attribute. Once a complex search query is created, the user can specify a list of entity attributes used to group the results and save the query and attribute list as a hierarchical result container, such container we call Navigation Widget. The user can create an unlimited number of widgets, and the system will automatically display them as top level folders. Figure 9 illustrates three widgets: "By date", "By type of act", "[Event Widget]". The second folder "By type of act" is a two level navigation widget. Starting from the third level the system displays the event entities.


Figure 9. Navigation folders in event's tree.

A small Win32 application was developed that displays a collection of events along with attributes from child entities (see Figure 10). The application is available for download from http://openevsys.burlaca.com/. The user can drag\&drop columns on the header and group search results, and he can group by as many columns as he wishes. The described approach depicts the way navigation folders are created. The
system may have two types of widgets:

- global: the administrator creates a widget that is automatically visible by all other users and they will not be able to modify/remove it;
- local: a user creates his own widgets that are not visible by others.


Figure 10. Grouping search results to create navigation folders.

## 5 Conclusions

Rapid Application Development tools became very flexible and powerful nowadays. Nevertheless, a developer has to rethink the User Interface when the underlying data model changes. The approach described in this paper implies considerable development efforts to implement the search engine, but the flexibility in managing an ever changing data model greatly reduces maintenance costs.

The approach is not universal in a sense that it can't be applied to an arbitrary data model, i.e. the search engine implementation may change.

For future work there are two directions: a) expand search engine capabilities to process different types of data models b) apply other paradigms in navigation mechanisms, e.g., the pivot tables concept as a complement to the hierarchical grouping.
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# Three models for gene assembly in ciliates: a comparison 
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#### Abstract

We survey in this paper the main differences among three variants of an intramolecular model for gene assembly: the general, the simple, and the elementary models. We present all of them in terms of sorting signed permutations and compare their behavior with respect to: (i) completeness, (ii) confluence (with the notion defined in three different setups), (iii) decidability, (iv) characterization of the sortable permutations in each model, (v) sequential complexity, and (vi) experimental validation.
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## 1 Introduction

Gene assembly in ciliates has been subject of intense research in the last few years, both regarding the molecular details driving it, as well as the theoretical implications of some mathematical models proposed for it, see $[7,10,25,17,16,26,1,20]$.

Ciliates form an ancient and rich group of eukaryotes. There are about 8000 species of ciliates currently known. Two characteristics which are common for all ciliates distinguish them from other groups of unicellular eukaryotes. First, they all have "cilia", organs used for motility and for feeding. Second, they all have two types of nuclei presented in each organism. Almost all RNA-transcriptions happen in

[^0]macronuclei (somatic nuclei) during the life of a ciliate. The DNAmolecules in the micronuclei (germline nuclei) seem to remain silent until the sexual reproduction begins (see [24]).

The genetical information is stored in different ways on micro- and macronuclear molecules. The macronuclear genes are contiguous sequences of nucleotides. The micronuclear genes however, are split into coding blocks (called MDSs), shuffled and separated by noncoding blocks (called IESs). This shuffling and inversion of MDSs is especially visible in a species of ciliates called stichotrichs. Macronuclear molecules are known to be the shortest DNA in Nature, ranging in the Sterkiella nova organisms between 200bp and 3700bp with an average of 2200 bp in length (see [11, 5, 6, 23, 24, 27]). Macronuclear molecules consist mainly of coding sequences. On the other hand, coding sequences occupy as little as $2-5 \%$ of the micronuclear molecules of the length about $10^{7} \mathrm{bp}$ (in Sterkiella nova, see [5, 23]).

At some point during sexual reproduction, ciliates destroy all macronuclei and develop new ones from the micronuclei. In the process they must excise non-coding sequences and assemble correctly all coding blocks of the micronuclear genes. This process is called gene assembly. For a brief introduction to the biology of ciliates, especially to the gene assembly process we refer to [7].

Two molecular models have been proposed for gene assembly in ciliates. The intermolecular model $[17,16]$ and the intramolecular model $[10,25]$ suggest splicing of gene fragments via short nucleotide sequences called pointers. Each pointer at the end of an MDS repeats at the beginning of the MDS which follows it in the assembled gene. Recent results [1, 20] suggest that some template molecules may assist the correct alignment of the recombining molecules. The intermolecular model suggests that two molecules may participate in the recombination, while the intramolecular model considers folding and recombination within a single molecule.

We focus in this paper on the intramolecular model (called in the sequel the general model) and on two of its variants: the simple model, introduced in [15] and the elementary model, introduced in [14].

The general model consists of three molecular operations, Id, hi,


Figure 1. Illustration of the Id , hi, dlad molecular operation showing in each case: (i) the folding, (ii) the recombination, (iii) the result. Courtesy of Tero Harju.
dlad, see $[10,25]$. The three operations are illustrated in Figure 1 where in each case we show the folding of the molecule on itself, the recombination that takes place and the subsequent result. A characteristic of this model is that all three operations operate on a single molecule that folds on itself in a specific way. One thus says that the model is intramolecular.

Note that the three intramolecular operations allow in their general formulation that the MDSs participating in an operation may be located anywhere along the molecule. Arguing on the principle of parsimony, a simplified model was introduced in [15], asking that all operations are applied 'locally'. This simple model consists of the same three molecular operations as the general model, requiring however that there is at most one coding block involved in each of the three operations. This idea was then further developed into two separate models, both using the terminology of simple gene assembly. In the first one, that we will refer to in here as the elementary model, introduced in [13, 14], the model was further restricted so that only micronuclear, but not composite, MDSs could be manipulated by the molecular operations. Consequently, once two or more micronuclear

MDSs are combined into a larger composite MDS, they can no longer be moved along the sequence. The second model, that we will refer to as the simple model [18], allowed that both micronuclear, as well as composite MDSs may be manipulated in each of the three molecular operations.

However minor the difference between the frameworks of the simple and the elementary models may seem, it does have a great impact on the characteristics of each model. We survey in this paper the main known results on the simple and elementary gene assembly, comparing them also with the corresponding properties of the general model with respect to: (i) completeness, (ii) confluence (with the notion defined in three different setups), (iii) decidability, (iv) characterization of the sortable permutations in each model, (v) sequential complexity, and (vi) experimental validation. For this, we introduce in this paper a permutation-based presentation of the general model. We discuss in particular the question of model validation and consider the assembly of all currently known ciliate gene patterns, see [4]. We also present several open problems in this area.

The results in this paper have been previously published in $[8,14$, 18, 19] using non-uniform (and even conflicting) terminology and notation. In here we give the topic a uniform presentation, fix the terminology and discuss in some details differences among the three models of interest.

## 2 Mathematical preliminaries

For a finite alphabet $A=\left\{a_{1}, \ldots, a_{n}\right\}$, we denote by $A^{*}$ the free monoid generated by $A$ and call any element of $A^{*}$ a word. For any $v \in A^{*}$, we denote $\operatorname{dom}(v)=\{a \in A \mid a$ occurs in $v\}$.

Let $\bar{A}=\left\{\bar{a}_{1}, \ldots, \bar{a}_{n}\right\}$, where $A \cap \bar{A}=\emptyset$. For $p, q \in A \cup \bar{A}$, we say that $p, q$ have the same signature if either $p, q \in A$, or $p, q \in \bar{A}$ and we say that they have different signatures otherwise. For any $u \in(A \cup \bar{A})^{*}, u=x_{1} \ldots x_{k}$, with $x_{i} \in A \cup \bar{A}$, for all $1 \leq i \leq k$, we denote $\|u\|=\left\|x_{1}\right\| \ldots\left\|x_{k}\right\|$, where $\|a\|=\|\bar{a}\|=a$, for all $a \in A$. We also denote $\bar{u}=\bar{x}_{k} \ldots \bar{x}_{1}$, where $\overline{\bar{a}}=a$, for all $a \in A$. We say, that $u$
is uniformly signed, if either $x_{i} \in A$ for all $1 \leq i \leq k$, or $x_{i} \in \bar{A}$ for all $1 \leq i \leq k$.

For strings $u, v$ over $\Sigma$, we say that $u$ is a substring of $v$, denoted by $u \leq v$, if $v=x u y$, for some strings $x, y$. We say that $u$ is a subsequence of $v$, denoted by $u \leq_{s} v$, if $u=a_{1} a_{2} \ldots a_{m}, a_{i} \in \Sigma \cup \bar{\Sigma}$ and $v=v_{0} a_{1} v_{1} a_{2} v_{2} \ldots a_{m} v_{m}$, for some strings $v_{i}, 0 \leq i \leq m$, over $\Sigma$.

A permutation $\pi$ over $A$ is a bijection $\pi: A \rightarrow A$. Fixing the order relation ( $a_{1}, a_{2}, \ldots, a_{m}$ ) over $A$, we often denote $\pi$ as the word $\pi\left(a_{1}\right) \ldots \pi\left(a_{m}\right) \in A^{*}$. A signed permutation over $A$ is a string $\psi \in$ $(A \cup \bar{A})^{*}$, where $\|\psi\|$ is a permutation over $A$. We say that a signed permutation $\pi$ is (circularly) sorted if it is of either of the following forms:
(i) $\pi=a_{k} a_{k+1} \ldots a_{n} a_{1} \ldots a_{k-1}$, for some $k \geq 1$. In this case, we say that $\pi$ is an orthodox sorted permutation.
(ii) $\pi=\overline{a_{k-1}} \ldots \overline{a_{1}} \overline{a_{n}} \ldots \overline{a_{k+1}} \overline{a_{k}}$, for some $k \geq 1$. In this case, we say that $\pi$ is an inverted sorted permutation.

In both cases, if $k=1$, then we say that $\pi$ is a linear sorted permutation; otherwise, we say that it is circular.

A sorted block in the signed permutation $\pi$ is a substring of $\pi$ either of the form $a_{i} a_{i+1} \ldots a_{j}$, or of the form $\overline{a_{j}} \ldots \overline{a_{i+1}} \overline{a_{i}}, 1 \leq i \leq j \leq$ $n$, where $a_{i-1} a_{i}, \overline{a_{i}} \overline{a_{i-1}}, a_{j} a_{j+1}, \overline{a_{j+1}} \overline{a_{j}}$ are not substrings of $\pi$. By $S(\pi)$ we denote the total number of sorted blocks in $\pi$. Clearly, the permutation is cyclically sorted if we have $S(\pi) \leq 2$.

The notion of structure of a permutation will be useful in the paper. To define it, we first introduce the morphism $\xi_{i}:(A \cup \bar{A})^{*} \rightarrow(A \cup \bar{A})^{*}$, for any $1 \leq i \leq|A|$ :

$$
\xi_{i}\left(a_{j}\right)= \begin{cases}\lambda & \text { if } j=i ; \\ a_{j} & \text { if } j<i ; \\ a_{j-1} & \text { if } j>i ;\end{cases}
$$

where $a_{j} \in A \cup \bar{A}$.
Consider the mapping $\sigma_{i}:(A \cup \bar{A})^{*} \rightarrow(A \cup \bar{A})^{*}$, where for any string $u \in(A \cup \bar{A})^{*}, \sigma_{i}(u)$ is defined as follows:
(a) $\sigma_{i}(u)=u$, if $a_{i} a_{i+1} \not \leq u$, with $a_{i}, a_{i+1} \in A$, or $a_{i+1} a_{i} \not \leq u$, with $a_{i}, a_{i+1} \in \bar{A}$, and
(b) $\sigma_{i}(u)=\xi_{i}(u)$ otherwise.

Then, the structure of a string is the mapping $\sigma:(A \cup \bar{A})^{*} \rightarrow$ $(A \cup \bar{A})^{*}$, such that $\sigma(u)=\left(\sigma_{1} \circ \sigma_{2} \circ \ldots \circ \sigma_{|A|-1} \circ \sigma_{|A|}\right)(u)$. Note that the structure of a sorted permutation $\pi$ is either $\sigma(\pi)=a_{1}$, or $\sigma(\pi)=a_{2} a_{1}$, where $a_{1}, a_{2} \in A$, or $\sigma(\pi)=a_{1} a_{2}$, where $a_{1}, a_{2} \in \bar{A}$.

Example 1. Consider a sorted permutation $\pi=34512$. We find its structure $\sigma(\pi)$ as follows:

$$
\begin{array}{ll}
\pi_{5}=\sigma_{5}(\pi)=\pi & \pi_{2}=\sigma_{2}\left(\pi_{3}\right)=\pi_{3} \\
\pi_{4}=\sigma_{4}\left(\pi_{5}\right)=\xi_{4}\left(\pi_{5}\right)=3412 & \pi_{1}=\sigma_{1}\left(\pi_{2}\right)= \\
\pi_{3}=\sigma_{3}\left(\pi_{4}\right)=\xi_{3}\left(\pi_{4}\right)=312 & =\xi_{1}\left(\pi_{2}\right)=21 \\
& \sigma(\pi)=\pi_{1}=21
\end{array}
$$

## 3 Gene assembly as a sorting of signed permutations

As discussed in $[18,13,14]$, a natural formalization of the simple and elementary operations is through rewriting rules for signed permutations. A given gene is represented as a signed permutation by denoting the sequence and the orientation of its MDSs and assembling the gene is modeled through the sorting of the associated permutation. As shown in Definitions 1, 2, 3, the formalization of the molecular models in terms of sorting permutations is somewhat intricate: a high number of cases needs to be considered. For the general model, a more concise formalization can be done in terms of signed double occurrence (also called legal) strings, see [7]. The two main advantages of the legal string framework are: (i) it abstracts from denoting the sequence of gene blocks to denoting only the sequence of pointers (and in the process it ignores the two markers); (ii) it models gene assembly as a process of consecutive pointer removals, based on the observation that the assembled gene contains no pointers.

The simple model makes crucial use of the two markers. Consequently, this model can only be formalized through extended legal strings that denote the pointers, as well as the markers of the gene, as done in [3]. The resulting model is equivalent with the permutationbased model for simple operations but more concise for the same reasons (i)-(ii) discussed above.

In the case of the elementary model however, it is crucial that all pointers and markers are indicated throughout the gene assembly, rather than being removed as in the (extended) legal string framework. The main reason is that the elementary model distinguishes between the original (micronuclear) gene blocks and the larger (composite) blocks that are being formed throughout the process of assembly. It is an open problem whether a more concise formalizations may be introduced also for the elementary model.

In the following we consider a presentation based on signed permutations for all three models. This presentation in the case of the general model appears to be given here for the first time, although an equivalent presentation in terms of MDS descriptors was reported before, see [7]. As observed also in the case of simple and elementary operations, it is a characteristic of permutation-based models for gene assembly that the Id operation is not explicitly modeled. Instead, it is just assumed that two consecutive blocks are going to be spliced together in a bigger composite block at some arbitrary point, independently of the other operations applied to the permutation.

### 3.1 Modeling of the general operations

Consider a gene pattern formalized as a signed permutation over alphabet $\Pi_{n}=\{1,2, \ldots, n\}$. We formalize the general operations over signed permutations as follows:

Definition 1. i. For each $1 \leq p<n$, hi ${ }_{p}$ is defined as follows:

$$
\begin{aligned}
\operatorname{hi}_{p}(x p y(\overline{p+1}) z) & =x p(p+1) \bar{y} z \\
\operatorname{hi}_{p}(x \bar{p} y(p+1) z) & =x \bar{y} p(p+1) z \\
\text { hi }_{p}(x(p+1) y \bar{p} z) & =x \bar{y}(\overline{p+1}) \bar{p} z \\
\text { hi }_{p}(x \overline{(p+1)} y p z) & =x(\overline{p+1}) \bar{p} \bar{y} z
\end{aligned}
$$

where $x, y, z$ are signed strings over $\Pi_{n}$. We denote $\mathrm{Hi}=\left\{\mathrm{hi}_{i} \mid\right.$ $1 \leq i<n\}$.
ii. For each $1 \leq p, q<n$, where $|p-q|>1, \operatorname{dlad}_{p, q}$ is defined as follows:

$$
\begin{aligned}
\operatorname{dlad}_{p, q}\left(x p^{\prime \prime} u q^{\prime \prime} v p^{\prime} w q^{\prime} z\right) & =x w q^{\prime} q^{\prime \prime} v p^{\prime} p^{\prime \prime} u z \\
\operatorname{dlad}_{p, q}\left(x p^{\prime \prime} u q^{\prime} v p^{\prime} w q^{\prime \prime} z\right) & =x w v p^{\prime} p^{\prime \prime} u q^{\prime} q^{\prime \prime} z \\
\operatorname{dlad}_{p, q}\left(x p^{\prime} u q^{\prime \prime} v p^{\prime \prime} w q^{\prime} z\right) & =x p^{\prime} p^{\prime \prime} w q^{\prime} q^{\prime \prime} v u z \\
\operatorname{dlad}_{p, q}\left(x p^{\prime} u q^{\prime} v p^{\prime \prime} w q^{\prime \prime} z\right) & =x p^{\prime} p^{\prime \prime} w v u q^{\prime} q^{\prime \prime} z
\end{aligned}
$$

where $p^{\prime}=p, p^{\prime \prime}=p+1$, or $p^{\prime}=(\overline{p+1}), p^{\prime \prime}=\bar{p}$, and $q^{\prime}=q, q^{\prime \prime}=$ $q+1$, or $q^{\prime}=(\overline{q+1}), q^{\prime \prime}=\bar{q}$, and $x, u, v, w, z$ are signed strings over $\Pi_{n}$. In all these cases, we also denote $\operatorname{dlad}_{q, p}=\operatorname{dlad}_{p, q}$.
For each $1<p<n$, we define $\operatorname{dlad}_{p-1, p}$ and $\operatorname{dlad}_{p, p-1}$ as follows:

$$
\begin{aligned}
\operatorname{dlad}_{p-1, p}\left(x p^{\prime \prime \prime} u p^{\prime \prime} w p^{\prime} z\right) & =x w p^{\prime} p^{\prime \prime} p^{\prime \prime \prime} u z \\
\operatorname{dlad}_{p-1, p}\left(x p^{\prime \prime} v p^{\prime} w p^{\prime \prime \prime} z\right) & =x w p^{\prime} p^{\prime \prime} p^{\prime \prime \prime} z \\
\operatorname{dlad}_{p-1, p}\left(x p^{\prime} u p^{\prime \prime \prime} v p^{\prime \prime} z\right) & =x p^{\prime} p^{\prime \prime} p^{\prime \prime \prime} v u z
\end{aligned}
$$

where $p^{\prime}=p-1, p^{\prime \prime}=p, p^{\prime \prime \prime}=p+1$, or $p^{\prime \prime \prime}=(\overline{p+1}), p^{\prime \prime}=\bar{p}$, $p^{\prime}=(\overline{p-1}), x, u, v, w, z$ are signed strings over $\Pi_{n}$. We denote Dlad $=\left\{\operatorname{dlad}_{i, j} \mid 1 \leq i, j<n, i \neq j\right\}$.
Example 2. Consider the permutation $\pi_{1}=2 \overline{5} 1 \overline{4} 376$. We sort it by hi and dlad as follows:

$$
\begin{array}{ll}
\mathrm{hi}_{5}(2 \overline{5} 1 \overline{4} 376)=2 \overline{7} \overline{3} 4 \overline{1} 56 & \text { hi }_{4}(\overline{4} \overline{7} \overline{3} \overline{2} \overline{1} 56)=1237456 \\
\text { hi }_{2}(2 \overline{7} \overline{3} 4 \overline{1} 56)=2374 \overline{1} 56 & \text { dlad }_{3,6}(1237456)=1234567 \\
\text { hi }_{1}(2374 \overline{4} 56)=\overline{4} \overline{7} \overline{3} \overline{2} \overline{1} 56 &
\end{array}
$$

### 3.2 Modeling of the simple operations

Simple operations are a restriction of the general operations [9, 7]: they rearrange pieces of DNA containing at most one MDS, be that micronuclear, or composite.

Definition 2. The molecular model of simple hi and simple dlad can be formalized as follows.
i. For each $1 \leq p<n$, $\mathrm{sh}_{p}$ is defined as follows:

$$
\begin{gathered}
\operatorname{sh}_{p}(x p \ldots(p+i)(\overline{p+k}) \ldots(\overline{p+i+1}) y)= \\
=x p \ldots(p+i)(p+i+1) \ldots(p+k) y, \\
\operatorname{sh}_{p}(x(\overline{p+i}) \ldots \bar{p}(p+i+1) \ldots(p+k) y)= \\
=x p \ldots(p+i)(p+i+1) \ldots(p+k) y, \\
\operatorname{sh}_{p}(x(p+i+1) \ldots(p+k)(\overline{p+i}) \ldots \bar{p} y)= \\
=x(\overline{p+k}) \ldots(\overline{p+i+1})(\overline{p+i}) \ldots \bar{p} y, \\
\operatorname{sh}_{p}(x(\overline{p+k}) \ldots(\overline{p+i+1}) p \ldots(p+i) y)= \\
=x(\overline{p+k}) \ldots(\overline{p+i+1})(\overline{p+i}) \ldots \bar{p} y,
\end{gathered}
$$

where $k>i \geq 0$ and $x, y$ are signed strings over $\Pi_{n}$. We denote Sh $=\left\{\operatorname{sh}_{i} \mid 1 \leq i \leq n\right\}$.
ii. For each $p, 2 \leq p \leq n-1, \operatorname{sd}_{p}$ is defined as follows:

$$
\begin{aligned}
& \operatorname{sd}_{p}(x p \ldots(p+i) y(p-1)(p+i+1) z)= \\
& =x y(p-1) p \ldots(p+i)(p+i+1) z, \\
& \operatorname{sd}_{p}(x(p-1)(p+i+1) y p \ldots(p+i) z)= \\
& \quad=x(p-1) p \ldots(p+i)(p+i+1) y z \\
& \operatorname{sd}_{\bar{p}}(x(\overline{p+i+1})(\overline{p-1}) y(\overline{p+i}) \ldots \bar{p} z)= \\
& \quad=x(\overline{p+i+1})(\overline{p+i}) \ldots \bar{p}(\overline{p-1}) y z \\
& \operatorname{sd}_{\bar{p}}(x(\overline{p+i}) \ldots \bar{p} y(\overline{p+i+1})(\overline{p-1}) z)= \\
& =x y(\overline{p+i+1})(\overline{p+i}) \ldots \bar{p}(\overline{p-1}) z,
\end{aligned}
$$

where $i \geq 0$ and $x, y, z$ are signed strings over $\Pi_{n}$. We denote $\mathrm{Sd}=\left\{\operatorname{sd}_{i}, \operatorname{sd}_{\bar{i}} \mid 1 \leq i \leq n\right\}$.

Example 3. Consider the following signed permutation $\pi_{1}=5 \overline{4} \overline{7} 6 \overline{3} \overline{1} \overline{2}$. It can be sorted by the following composition of simple operations

$$
\begin{array}{ll}
\operatorname{sh}_{6}(\pi)=5 \overline{4} \overline{7} \overline{6} \overline{3} \overline{1} \overline{2}, & \operatorname{sh}_{4} \circ \operatorname{sd}_{\overline{2}} \circ \operatorname{sh}_{6}(\pi)=\overline{5} \overline{4} \overline{7} \overline{6} \overline{3} \overline{2} \overline{1}, \\
\operatorname{sd}_{\overline{2}} \circ \operatorname{sh}_{6}(\pi)=5 \overline{4} \overline{6} \overline{3} \overline{2} \overline{1}, & \operatorname{sd}_{\overline{4}} \circ \operatorname{sh}_{4} \circ \operatorname{sd}_{\overline{2}} \circ \operatorname{sh}_{6}(\pi)= \\
& =\overline{7} \overline{6} \overline{5} \overline{4} \overline{3} \overline{2} \overline{1} .
\end{array}
$$

### 3.3 Modeling of the elementary operations

The elementary model is a restriction of the simple model: elementary intramolecular operations rearrange only micronuclear MDSs. This leads to the following formalization for elementary operations.
Definition 3. i. For each $p \geq 1$, eh ${ }_{p}$ is defined as follows:

$$
\begin{aligned}
& \operatorname{eh}_{p}(x p \overline{(p+1)} z)=x p(p+1) z \\
& \operatorname{eh}_{p}(x \bar{p}(p+1) z)=x p(p+1) z \\
& \operatorname{eh}_{p}(x(p+1) \bar{p} z)=x(\overline{p+1}) \bar{p} z \\
& \operatorname{eh}_{p}(x(\overline{p+1}) p z)=x(\overline{p+1}) \bar{p} z,
\end{aligned}
$$

where $x, z$ are signed strings over $\Pi_{n}$. We denote $\mathrm{Eh}=\left\{\mathrm{eh}_{p} \mid\right.$ $1 \leq p \leq n\}$.
ii. For each $p, 2 \leq p \leq n-1, \operatorname{ed}_{p}$ is defined as follows:

$$
\begin{aligned}
& \operatorname{ed}_{p}(x p y(p-1)(p+1) z)=x y(p-1) p(p+1) z \\
& \operatorname{ed}_{p}(x(p-1)(p+1) y p z)=x(p-1) p(p+1) y z \\
& \operatorname{ed}_{p}(x \bar{p} y \overline{(p+1)} \overline{(p-1)} z)=x y \overline{(p+1)} \bar{p} \overline{(p-1)} z \\
& \operatorname{ed}_{p}(\overline{(p+1)} \overline{(p-1)} y \bar{p} z)=x \overline{(p+1)} \bar{p} \overline{(p-1)} y z
\end{aligned}
$$

where $x, y, z$ are signed strings over $\Pi_{n}$. We denote $\mathrm{Ed}=\left\{\operatorname{ed}_{p} \mid\right.$ $1<p<n\}$.
Note that $\mathrm{Eh} \subset \mathrm{Sh} \subset \mathrm{Hi}$ and $\mathrm{Ed} \subset \mathrm{Sd} \subset$ Dlad.
Example 4. Assume the signed permutation $\pi=315 \overline{2} 46$. It can be sorted by a composition of elementary operations as follows

$$
\operatorname{ed}_{5}(\pi)=31 \overline{2} 456, \quad \quad \mathrm{ed}_{3} \circ \mathrm{eh}_{1} \circ \mathrm{ed}_{5}(\pi)=123456
$$

$\mathrm{eh}_{1} \circ \mathrm{ed}_{5}(\pi)=312456$,

### 3.4 Sorting strategies: terminology

A composition of operations $\Phi=\phi_{k} \circ \phi_{k-1} \circ \ldots \phi_{2} \circ \phi_{1}$, where all operations are from either $\mathrm{Hi} \cup$ Dlad, or $\mathrm{Sh} \cup \mathrm{Sd}$, or $\mathrm{Eh} \cup \mathrm{Ed}$ is called a strategy. A composition $\Phi=\phi_{k} \circ \phi_{k-1} \circ \ldots \phi_{2} \circ \phi_{1}$ of operations is called a sorting strategy for $\pi$, if $\Phi(\pi)$ is a (circularly) sorted permutation. If $\phi \in(\mathrm{Hi} \cup \mathrm{Dlad})$ for all $1 \leq i \leq k$, we say that $\Phi$ is a general sorting strategy. If $\phi \in(\mathrm{Sh} \cup \mathrm{Sd})$ for all $1 \leq i \leq k$, we say that $\Phi$ is a simple sorting strategy. If $\phi \in(\mathrm{Eh} \cup \mathrm{Ed})$ for all $1 \leq i \leq k$, we say that $\Phi$ is an elementary sorting strategy. We say that an unsorted signed permutation $\pi$ is blocked if no (simple, elementary) operation is applicable to it. We say that $\Phi$ is an unsuccessful strategy for $\pi$, if $\Phi(\pi)$ is blocked. If there are no sorting strategies for $\pi$, then we say that $\pi$ is an unsortable permutation.

## 4 Comparison of the three models

In this section we compare the general, simple and elementary intramolecular models for gene assembly by different criteria:

- completeness: whether any gene pattern may be assembled or not;
- confluence, defined in three different ways:
(i) whether there are permutations having both successful and unsuccessful strategies,
(ii) whether different assembly strategies starting from the same gene pattern lead to assembled genes with the same structure,
(iii) if different assembly strategies starting from the same gene pattern lead to the same assembled gene;
- decidability of assembly: whether it is possible to decide effectively if a given gene pattern can be assembled or not;
- characterization of gene patterns that can be assembled (starting from certain characteristics of a given gene pattern we can conclude whether the gene pattern can be assembled);
- sequential complexity is constant: whether all assembly strategies apply the same number of intramolecular operations;
- model validation: whether it is consistent with biological data.


### 4.1 Completeness

It was shown in $[9,7]$ that the general model is complete, i.e., it assembles any gene pattern. The result was proved in terms of MDSdescriptors. To prove it for signed permutations, one may take two different approaches.

On one hand, one may observe that the set of signed permutations and that of MDS descriptors are in an one-to-one correspondence. Moreover, for a signed permutation $\pi$, if $\psi(\pi)$ is its corresponding MDS descriptor, then for any operation $f \in \mathrm{Hi} \cup$ Dlad, $\psi(f(\pi))=f(\psi(\pi))$. The completeness result for signed permutations then follows easily from the corresponding result for MDS descriptors.

On the other hand, one may give a direct proof of the completeness, by essentially mimicking the proof in the case of MDS descriptors. The essential observation in this case is that for any $\phi \in \mathrm{Hi} \cup$ Dlad and any signed permutation $\pi$, the number of sorted blocks of $\phi(\pi)$ is smaller than that of $\pi$ (i.e., $S(\phi(\pi))<S(\pi)$ ). One needs to observe then that a signed permutation $\pi$ is sorted if and only if $S(\pi) \leq 2$ and $\pi$ is uniformly signed.

Theorem 1. All signed permutations are sortable over $\mathrm{Hi} \cup$ Dlad.
Note however that the simple and the elementary models are not complete, as shown by the following example.

Example 5. Consider the permutation $\pi=321$. We cannot apply either eh or sh operations as all pointers have the same signature, and there is no applicable ed or sd operation either. On the other hand, $\pi$ is successful in the general model: $\operatorname{dlad}_{1,2}(\pi)=123$.

### 4.2 Confluence

We consider the notion of confluence in three different setups, so as to reflect the success of different assembly strategies, the resulting gene structure, or the resulting gene pattern. These aspects are discussed below stressing the differences between the three models for gene assembly.

Consider first the most common notion of confluence, requiring that the result of all assemblies of a given input is the same. Equivalently, all strategies for a given signed permutation are confluent. It is easy to see that neither of the three models for gene assembly is confluent in this sense. For this, consider the permutation $\pi=2413$. Then $\operatorname{dlad}_{2,1}(\pi)=$ $\operatorname{sd}_{2}(\pi)=\operatorname{ed}_{2}(\pi)=4123$, while dlad ${ }_{2,3}(\pi)=\operatorname{sd}_{3}(\pi)=\operatorname{ed}_{3}(\pi)=2341$. Note that this observation does not contradict earlier invariant results of $[8,21]$, see also $[7]$, where it was proved that the result of all assembly strategies of a given gene/string is always the same. The difference comes from considering a so-called boundary Id operation that would be applied as a last step in both strategies above to yield a circular string 1234 (that may also be denoted as 2341,3412 , or 4123 , or even their inverses). In the permutation-based presentation, we have chosen to consider only standard linear permutations, rather than circular ones. The non-confluence result above is a direct consequence of this choice. We discuss more aspects of this matter in Section 5.

The example above shows that all three models are nondeterministic in the sense that different sorting strategies may lead to different results. A natural question is then whether a given signed permutation may have both successful, as well as unsuccessful strategies in any of the three models. Consider then the following notion of confluence. We say that the general (simple, elementary, resp.) model is confluent if there are no signed permutations having both successful and unsuccessful strategies.

It follows from Theorem 1 that the general model is indeed confluent in the sense above. As shown in [18], the simple model is also confluent. However, the elementary model is not confluent. To see it, consider the permutation $\pi=24135$. Then $\operatorname{ed}_{3}(\pi)=23415$ is a blocked
permutation, while $\mathrm{ed}_{2} \circ \mathrm{ed}_{4}(\pi)=12345$, a sorted permutation.
It was proved in $[8,21]$, see also [2], that for any gene pattern, either all general assembly strategies assemble it to a linear molecule, or all of them assemble it to a circular one. Consequently, even though if the assembly process is non-deterministic, the results of all possible assemblies of a given gene pattern have the same structure. I.e., the results of all sorting strategies applicable to a permutation have the same structure. As such, the same result holds also for all sorting strategies in the simple and in the elementary models. The question may however be asked also for the unsuccessful strategies. In this context, we say that a model for gene assembly is confluent if, for any signed permutation, all its sorting strategies lead to permutations having the same structure. Based on the considerations above, it follows easily that the general model is confluent in this sense, while the elementary model is not (since a permutation may have both successful and unsuccessful elementary strategies). Interestingly, it was proved in [18] that the simple model is in fact confluent in this sense.

Example 6. Consider permutation $\pi=623514$. There are only two simple strategies applicable to $\pi: \pi_{1}=\operatorname{sd}_{2}(\pi)=651234$ and $\pi_{2}=$ $\operatorname{sd}_{4}(\pi)=623451$. These strategies are unsuccessful, and there are no other simple strategies applicable to $\pi$. Permutation $\pi$ cannot be sorted by simple operations. Note however, that permutations $\pi_{1}$ and $\pi_{2}$ have the same structure $\sigma\left(\pi_{1}\right)=321=\sigma\left(\pi_{2}\right)$.

The following table captures the behavior of the three models for gene assembly with respect to the three notions of confluence above. Interestingly, none of these notions distinguishes the simple and the general model. One property that does distinguish between the two is the completeness, valid only for the general model.

### 4.3 Deciding the sortability problem

For the simple and elementary models, which are not complete, deciding the sortability of a given signed permutation is an interesting problem. Based on the confluence results in the previous section, it

Three models for gene assembly in ciliates: a comparison

|  | Success | Same result | Same structure |
| :---: | :---: | :---: | :---: |
| General | confluent | not confluent | confluent |
| Simple | confluent | not confluent | confluent |
| Elementary | not confluent | not confluent | not confluent |

Table 1. The results of considering confluence with regard to the three aspects are summarized here.
turns out that the problem is easy for the simple model: for any signed permutation, either all its sorting strategies are successful, or they are all unsuccessful. As such, to decide the sortability problem, it is enough to find an arbitrary strategy (e.g., using a straightforward procedure having quadratic time complexity) and answer 'yes'/'no', depending on whether or not that strategy is successful.

For the elementary model the problem of the eh-sortability of a signed permutation is easy.

Theorem 2 ([14]). The signed permutation $\pi$ is eh-sortable if and only if either
(i) $\|\pi\|=k(k+1) \ldots n 12 \ldots(k-1)$ and for some $1 \leq i \leq k-1$, $k \leq j \leq n$ we have $i, j$ unsigned, or
(ii) $\|\pi\|=(k-1) \ldots 21 n \ldots(k+1) k$, and for some $1 \leq i \leq k-1$, $k \leq j \leq n$ we have $i$, $j$ signed.

The problem of the ed-sortability turns out to be technically more involved, since a signed permutation may have both successful, and unsuccessful strategies. A complete characterization of the ed-sortable signed permutation has been given in $[13,14,22]$. The main notions used in the result are those of dependency graphs and forbidden elements. We only present here these notions for unsigned permutation; in the case of signed permutation, the setup is technically more complex, see [14]. Note also that an efficient decision procedure for the sortability problem is only known for unsigned permutation, see [22].

## Dependency graphs in the elementary model

Dependency graphs suggest in which order elementary operations should be used to assemble a given gene pattern. Let $\pi$ be an unsigned permutation with $\operatorname{dom}(\pi)=\{1,2, \ldots, n\}$. We associate to it a dependency graph $\Gamma_{\pi}=\left(V_{\pi}, E_{\pi}\right)$, where $V_{\pi}=\operatorname{dom}(\pi)$, and

$$
\begin{aligned}
E_{\pi}= & \{(1,1),(n, n)\} \cup\left\{(i, i) \mid(i+1)(i-1) \leq_{s} \pi\right\} \cup \\
& \cup\left\{(j, i) \mid(i-1) j(i+1) \leq_{s} \pi\right\} .
\end{aligned}
$$

Intuitively, an edge $(j, i)$ in $\Gamma_{\pi}$ shows that in any sorting strategy for $\pi$, the operation ed ${ }_{j}$ should be used first, in order for ed $_{i}$ to become applicable. If there is a loop $(i, i)$ in $\Gamma_{\pi}$, then ed ${ }_{i}$ cannot be applied in any strategy applicable to $\pi$. We refer to [14] for a proof of these observations.

Example 7. Consider the unsigned permutation $\pi=62841071359$. Its associated dependency graph $\Gamma_{\pi}=\left(V_{\pi}, E_{\pi}\right)$ is shown in Figure 2.

We have loops $(1,1),(5,5),(6,6),(10,10)$ in the dependency graph, and so, the operations $\mathrm{ed}_{1}, \mathrm{ed}_{5}, \mathrm{ed}_{6}$ and $\mathrm{ed}_{10}$ cannot be applied in any strategy applicable to $G$. We have cycle 838 in $\Gamma_{\pi}$ and so, neither operation $\mathrm{ed}_{3}$, nor operation $\mathrm{ed}_{8}$ can be applied in any strategy applicable to $\pi$. The dependency graph $\Gamma_{\pi}$ suggests the following order of operations to be applied in any sorting strategy of $\pi$ : $\mathrm{ed}_{2}$ should be applied before $\mathrm{ed}_{7}$, and $\mathrm{ed}_{4}$ should be applied before ed 9 . Indeed, for instance, strategy $\mathrm{ed}_{9} \circ \mathrm{od}_{4} \circ \mathrm{ed}_{7} \circ \mathrm{ed}_{2}(\pi)$ sorts $\pi: \mathrm{ed}_{9} \circ \mathrm{ed}_{4} \circ \mathrm{ed}_{7} \circ \mathrm{ed}_{2}(\pi)=67891012345$.

## Forbidden elements and ed- sortability of unsigned permutations

For a signed permutation $\pi$, we say that $p \in \operatorname{dom}(\pi)$ is forbidden in $\pi$ if and only if there exists no composition of eh and ed operations applicable to $\pi$ with $p$ in the domain of one of them. We denote $U_{\pi}$ the set of all forbidden elements of $\pi$. It was proved in [14] that $p \in U(\pi)$ if and only if
(i) $p$ is on a cycle of $\Gamma_{\pi}$ or


Figure 2. The dependency graph associated to $\pi=62841071359$.
(ii) there is a path from $q$ to $p$ in $\Gamma_{\pi}$, for some $q$ on a cycle of $\Gamma_{\pi}$ or
(iii) there exists $r>1$ such that there are paths from $r-1$ to $p$ and from $r$ to $p$ in $\Gamma_{\pi}$.

The following result gives the ed-sortability of unsigned permutations.

Theorem 3 ([14]). The unsigned permutation $\pi$ is ed-sortable if and only if $\left.\pi\right|_{U_{\pi}}$ is sorted.

Finding an efficient method for the eh, ed-sortability of a signed permutation remains an open problem.

### 4.4 Characterization of sortable permutations

The following theorem characterizes ed-sortable unsigned permutations. A similar, albeit technically more involved, characterization exists also for signed permutations, see [14].

Theorem 4 ([14]). Let $\pi$ be a unsigned permutation. Then $\pi$ is Edsortable if and only if there exists a partition $\{1,2, \ldots, n\}=D \cup U$, such that the following conditions are satisfied:
(i) $\left.\pi\right|_{U}$ is sorted;
(ii) The subgraph induced by $D$ in $G_{\pi}$ is acyclic;
(iii) If $(p, q) \in G_{\pi}$ with $q \in D$, then $p \in D$;
(iv) For any $p \in D,(p-1)(p+1) \leq_{s} \pi$;
(v) For any $p \in D,(p-1),(p+1) \in U$.

For simple operations we do not have a characterization of sortable permutations for the moment. For general operations the question is moot since all signed permutations are sortable.

### 4.5 Sequential complexity

We focus now on the length of various sorting strategies of a given signed permutation, where the length is defined as the number of operations in the strategy. Consider first the general model and let $\pi_{1}=15 \overline{2} \overline{4} 36$. One can sort it by applying dlad $_{1,5} \circ \mathrm{hi}_{2}$, or by applying $\mathrm{hi}_{2} \circ \mathrm{hi}_{3} \circ \mathrm{hi}_{1}$. These two sorting strategies are of different length, and use a different combination of operations.

Somewhat surprisingly, the situation is different in the simple model and by consequence, also in the elementary model. It was established in [19] (using a string-based formalism) that any two sorting strategies for a given signed permutation have the same assembly length.

Theorem 5 ([19]). Let $\pi$ be a signed permutation and $\phi, \psi$ be two simple sorting strategies for $\pi$. Then $\phi$ and $\psi$ have the same sequential assembly length. Moreover, they have the same number of sh and the same number of sd operations.

The differences between the general model and the two restricted models go beyond Theorem 5. E.g., when choosing operations in the simple model, we may always just choose the first available operation as the number of operations required in the end remains the same. If the operations were given different weights or costs, then the general model may have optimal and sub-optimal sorting strategies. We refer to [12] for a detailed discussion on various measures of complexity for gene assembly.

Three models for gene assembly in ciliates: a comparison

|  | General | Simple | Elementary |
| :---: | :---: | :---: | :---: |
| Completeness | complete | not complete | not complete |
| Confluence (Success) | confluent | confluent | not confluent |
| Confluence (Structure) | confluent | confluent | not confluent |
| Confluence (Result) | not confluent | not confluent | not confluent |
| Deciding Sortability | yes: trivial | yes: confluence | open for eh + ed |
| Characterizing <br> sortable permutations | trivial | open | yes |
| Sequential Complexity <br> constant | no | yes | yes |
| Model Validation | valid | valid | not valid |

Table 2. Summary for general, simple and elementary intramolecular models

### 4.6 Model validation

A database of known sequences of micronuclear and macronuclear ciliate genes can be found in [4]. Based on the completeness result for the general model, it is clear that all the gene patterns have an assembly strategy in the general model. As it turns out however, the elementary model cannot account for the assembly of some of the gene patterns in [4].

Example 8. Actin I gene in it Sterkiella nova is represented by the permutation $\pi=346579 \overline{2} 18$. It is easy to check that there is no elementary sorting strategy applicable to $\pi$. However, we can sort $\pi$ by applying the simple sorting strategy

$$
\operatorname{sh}_{1} \circ \operatorname{sh}_{2} \circ \operatorname{sd}_{8} \circ \operatorname{sd}_{5}(\pi)=\overline{9} \overline{8} \overline{7} \overline{6} \overline{5} \overline{4} \overline{3} \overline{2} \overline{1}
$$

Below we will outline all the available scrambled gene patterns in [4], together with one simple sorting strategy. Genes that are not scrambled in their micronuclear form or the ones that have missing MDSs will not be included.

Actin I, Sterkiella n. : $\pi=346579 \overline{2} 18$;

$$
\operatorname{sh}_{1} \circ \operatorname{sh}_{2} \circ \operatorname{sd}_{8} \circ \operatorname{sd}_{6}(\pi)=\overline{987654321}
$$

## M. Langille, I. Petre, V. Rogojin

Actin I, Sterkiella h. : $\pi=34657910 \overline{2} 18$;

$$
\mathrm{sh}_{1} \circ \operatorname{sh}_{2} \circ \operatorname{sd}_{8} \circ \operatorname{sd}_{6}(\pi)=\overline{10} \overline{987654321}
$$

Actin I, Stylonychia p. : $\pi=346578 \overline{2} 1$;

$$
\operatorname{sh}_{1} \circ \operatorname{sh}_{2} \circ \operatorname{sd}_{6}(\pi)=\overline{87654321}
$$

## $\alpha$ Telomere Binding Protein, Sterkiella n. :

$$
\begin{aligned}
& \pi=1357911246810121314 \\
& \operatorname{sd}_{10} \circ \operatorname{sd}_{8} \circ \operatorname{sd}_{6} \circ \operatorname{sd}_{4} \circ \mathrm{sd}_{2}(\pi)= \\
& \\
& =1234567891011121314
\end{aligned}
$$

DNA Polymerase $\alpha$, Paraurostyla weissei:

$$
\begin{aligned}
& \pi=\overline{44} \overline{42} \overline{40} \overline{38} \overline{36} \overline{34} \overline{32} \overline{30} \overline{28} \overline{26} \overline{24} \overline{22} \overline{20} \overline{18} \overline{16} \overline{14} \overline{12} \overline{10} \overline{8} \\
& \overline{6} 123457911131517192123252729313335373941 \\
& 4345464748
\end{aligned}
$$

The signed permutation sorting strategy for this gene is just $\mathrm{sh}_{1}$ repeated 40 times.

### 4.7 Summary

Table 2 summarizes properties of general, simple and elementary models considered in this paper.

## 5 Discussion and open problems

There has been significant interest in the last few years in the so-called simple operations for gene assembly, both for their biological appeal as a minimal, parsimonious model, but also for the properties of their mathematical formalization. The term simple has been used in connection with two different versions of the model. In this survey we review
these two models and fix the proper terminology. We also compare the mathematical properties of these two models with those of the general model.

For reasons detailed already in Section 3 we chose in this paper to follow a permutation-based presentation, rather than a string-based one. Indeed, a string-based presentation that would be more concise than the permutation-based one is still missing for the elementary model. Our choice of using permutations rather than strings has one direct consequence that we mentioned already in Section 4.2. Rather than eliminating all pointers as in the legal string and ending up with linear, or circular strings, we always end up with sorted linear permutations, where the term 'sorted' is extended to cover also permutations such as 3412 . We call such a permutation circularly sorted, see Section 2. For this reason, a permutation such as 2413 may be sorted to two seemingly different results: either 2341, or 4123 . Clearly, the two results correspond to the same circular string in the framework of legal strings. This ambiguity leads nevertheless to some open problems of independent interest. E.g., given a permutation that may be sorted circularly, enumerate efficiently all the circularly sorted permutations it can be sorted to. Similarly, the permutation $2 \overline{13}$ may be sorted to either 231 or $\overline{213}$. One may also ask about the properties of those permutations that have sortings both to an unsigned permutation, as well as to a signed one. The properties of the three models may even be different in this respect.

There are two currently open problems related to the simple model: the linear decidability of the sortability problem and computing the number of sortable permutations of length $n$. It is however possible that these two problems are intertwined and an answer to one may at least partly solve the other.

Decidability. It was shown in [18] that it is possible to decide whether a permutation is sortable or unsortable in the simple model by applying available operations in an arbitrary order until the permutation is blocked or sorted. This gives us a quadratic method for deciding. Our first open problem is related to the optimality of this
method: is there a procedure to decide in linear time the sortability problem in the simple model?

For the elementary model, finding an efficient decision procedure for $\{$ eh, ed $\}$-sortability problem is also open.

Sortable permutations of length $n$. As we pointed out also in this paper, not all permutations may be sorted using the simple operations. This differs from the general model which has been shown to be complete. Thus, an interesting problem is computing how many permutations of length $n$ are sortable in the simple/elementary models. As a related problem, it should even be interesting to see whether the ratio of sortable signed permutations tends to 0 when $n$ tends to infinity. Both problems are open also in the case of unsigned permutations.
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# All proper colorings of every colorable $B S T S(15)$ 

Jeremy Mathews, Brett Tolbert


#### Abstract

A Steiner System, denoted $S(t, k, v)$, is a vertex set $X$ containing $v$ vertices, and a collection of subsets of $X$ of size $k$, called blocks, such that every $t$ vertices from $X$ are in exactly one of the blocks. A Steiner Triple System, or $S T S$, is a special case of a Steiner System where $t=2, k=3$ and $v=1$ or 3 ( $\bmod 6$ ) $[7]$. A Bi-Steiner Triple System, or BSTS, is a Steiner Triple System with the vertices colored in such a way that each block of vertices receives precisely two colors. Out of the $80 \operatorname{BSTS}(15) \mathrm{s}$, only 23 are colorable [1]. In this paper, using a computer program that we wrote, we give a complete description of all proper colorings, all feasible partitions, chromatic polynomial and chromatic spectrum of every colorable $\operatorname{BSTS}(15)$.


## 1 Introduction

A hypergraph is a generalized graph where an edge, called a hyperedge, can contain more than two vertices. A mixed hypergraph contains two kinds of hyperedges, $C$-edges and $D$-edges. A coloring of a mixed hypergraph is proper if every $C$-edge has at least two vertices mapped to the same color while every $D$-edge has at least two vertices mapped to different colors [5]. A Steiner Triple System, denoted by $\operatorname{STS}(v)$ where $v$ is the number of vertices, is a special case of a Steiner System in which its blocks are made up of exactly three vertices and no two blocks can share a pair of vertices [7]. Here we consider STSs on 15 vertices as bi-hypergraphs, which are mixed hypergraphs such that

[^1]the $\mathbf{C}$ family of $C$-edges and the $\mathbf{D}$ family of $D$-edges coincide, or equivalently $\mathbf{C}=\mathbf{D}$. We call these bi-hypergraphs Bi-Steiner Triple Systems of order $15(B S T S(15))$ and we consider every block of three vertices to be both a $C$-edge and a $D$-edge. Since each block of a $B S T S(15)$ contains exactly three vertices, two of those vertices must be mapped to the same color and the third vertex must be mapped to a different color to satisfy both the $C$-edge and $D$-edge requirements. Therefore, each block of a $\operatorname{BSTS}(15)$ must be mapped to precisely two colors. The lower chromatic number of a mixed hypergraph is the minimum number of colors for which there exists a proper coloring, and it is denoted by $\chi$ [5]. The upper chromatic number of a mixed hypergraph is the maximum number of colors for which there exists a strict proper coloring, and it is denoted by $\bar{\chi}[5]$. Of the 80 nonisomorphic $\operatorname{BSTS}(15) \mathrm{s}, 23$ contain $\operatorname{BSTS}(7)$ as a subdesign and those $23 B S T S(15)$ s are colorable [1]. They are numbered in [1] as no. $1-22$ and no. 61. For these $23 \operatorname{BSTS}(15) \mathrm{s}$, the upper and lower chromatic numbers are equal. They all have $\chi=\bar{\chi}=4[2][3]$. This means that all colorable $\operatorname{BSTS}(15)$ s are only colorable on exactly four colors. The chromatic spectrum of a mixed hypergraph is an integer vector, $R(H)$ whose components are $r_{1}, r_{2}, \ldots, r_{k}$, where $r_{i}$ is the number of different feasible partitions into $i$ color classes [5]. It is known that $\operatorname{BSTS}(15) \mathrm{s}$ are only colorable on 4 colors, so $r_{i}=0$, when $i \neq 4$. Only $r_{4}$ will have a value other than 0 , so we can generalize and say the following:
$$
R(B S T S(15))=\left(0,0,0, r_{\bar{\chi}}, 0,0,0,0,0,0,0,0,0,0,0\right)[5]
$$
since $\chi=\bar{\chi}=4$. Using a computer program that we wrote, we were able to find and display all proper colorings of every colorable $\operatorname{BSTS}(15)$. Also we were able to display all feasible partitions and the permutations of colors of every $\operatorname{BSTS}(15)$, which when multiplied together gives the number of all proper colorings. In this paper, we show all proper colorings, all feasible partitions, the chromatic polynomial, and the chromatic spectrum of all colorable $B S T S(15) \mathrm{s}$.

## 2 Method

The chromatic polynomial of a mixed hypergraph is simply a polynomial in $\lambda$ which gives the number of proper $\lambda$-colorings of a colorable mixed hypergraph, where $\lambda$ is the number of available colors [5]. If we let $r_{i}(H)$ denote the number of feasible partitions of the mixed hypergraph into $i$ color classes or sets, and we let $\lambda^{(i)}$ denote the falling factorial of $\lambda$, then we have the following equality:

$$
P(H, \lambda)=\sum_{i=\chi(H)}^{\bar{\chi}(H)} r_{i}(H) \lambda^{(i)}[5] .
$$

To construct the chromatic polynomial for each colorable $\operatorname{BSTS}(15) \mathrm{s}$, we need to alter the above equation to specify for $\operatorname{BSTS}(15)$ s. If we let a colorable $B S T S(15)$ be our $H$, the chromatic polynomial will give the number of proper $\lambda$-colorings of that colorable $\operatorname{BSTS}(15)$, where $\lambda \geq 4$ since 4 colors are required for a proper $\lambda$-coloring of a colorable $B S T S(15)$. So we adjust the fundamental equality of mixed hypergraph coloring accordingly to accommodate the $\operatorname{BSTS}(15) \mathrm{s}$. First, [2, 3] showed that $\chi=\bar{\chi}=4$ in all colorable $\operatorname{BSTS}(15) \mathrm{s}$; therefore, $\sum_{i=\chi(H)}^{\bar{\chi}(H)}$ is not needed. We simply say that $i=4$ so now $r_{\chi}(H)=r_{\bar{\chi}}(H)=r_{4}(H)$. Therefore, these adjustments yield the following:

$$
P(B S T S(15), \lambda)=r_{4}(B S T S(15)) \lambda^{(i)} .
$$

We also know that $\operatorname{BSTS}(15)$ s are colorable if and only if they contain $\operatorname{BSTS}(7)$ as a subsystem or subdesign [4]. There are 21 feasible partitions in $\operatorname{BSTS}(7)[6,8]$ and there are four cases of $(7,3,1)$ subdesigns in various colorable $\operatorname{BSTS}(15)$ s. A $(7,3,1)$-subdesign is a subsystem on 7 vertices where each block contains 3 vertices and each vertex appears precisely once with every other vertex in a block. $\operatorname{BSTS}(7)$ is the same as the finite projective plane of order 2, called the Fano Plane [7]. In all 23 cases of colorable $\operatorname{BSTS}(15) \mathrm{s}$, there exist(s):

1. 1 case in which a colorable $B S T S(15)$ has $15(7,3,1)$-subdesigns,
2. 1 case in which a colorable $B S T S(15)$ has $7(7,3,1)$-subdesigns,
3. 5 cases in which a colorable $B S T S(15)$ has $3(7,3,1)$-subdesigns, and
4. 16 cases in which a colorable $B S T S(15)$ has $1(7,3,1)$-subdesign.
[1]

This covers all colorable $B S T S(15)$ s. Let the number of $(7,3,1)$ subdesigns in a $B S T S(15)$ be denoted by $s$. The number of feasible partitions in a particular colorable $B S T S(15)$ is equal to the number of feasible partitions in $B S T S(7)$ which is 21 using three colors, times the number of $(7,3,1)$-subdesigns in the $B S T S(15)$, or equivalently, $r_{4}=21 s$. We will show this in the next section. Now we can write the fundamental equality of colorable $B S T S(15)$ s as the following:

Proposition 1. The number of proper $\lambda$-colorings of a colorable BSTS(15) is a polynomial with the following form:

$$
P(B S T S(15), \lambda)=21 s\left(\lambda^{(4)}\right)
$$

Now we will look at all colorable $B S T S(15)$ s and arrive at each of their minimum number of proper colorings, their number of feasible partitions, and their chromatic spectrums.

## 3 Theorem and Proof

Theorem 1. When $\lambda=4$, the minimum number of proper colorings, the number of feasible partitions, and the minimum number of permutations of each partition of each colorable BSTS(15) can be obtained by the following equality:

$$
P(B S T S(15), 4)=21 s(4!)
$$

Proof. Let $s$ denote the number of $(7,3,1)$-subdesigns in a particular colorable $B S T S(15)$. It is known that the number of feasible partitions of $B S T S(7)$ is 21 [6]. By an exhaustive search of all possible colorings using a program that we wrote and by applying the splittingcontraction algorithm [8] as defined in [5], the feasible partitions of $B S T S(7)$ are the following:


Therefore, for any number of $(7,3,1)$-subdesigns in a colorable $B S T S(15)$, the number of the subdesigns times the number of feasible partitions of the subdesign will equal the number of feasible partitions of the colorable $\operatorname{BSTS}(15)$. In the 4 cases of $(7,3,1)$-subdesigns mentioned earlier, the number of proper colorings, the number of feasible partitions, and the permutations of colors of each partition have been calculated by a computer program we wrote. The number of proper colorings, the number of feasible partitions, and the number of permutations of colors of each partition from the program for each of $(1-4)$ above are as follows:

1. 7560 proper colorings, 315 feasible partitions, and 24 permutations of colors of each partition;
2. 3528 proper colorings, 147 feasible partitions, and 24 permutations of colors of each partition;
3. 1512 proper colorings, 63 feasible partitions, and 24 permutations of colors of each partition; and
4. 504 proper colorings, 21 feasible partitions, and 24 permutations of colors of each partition.

This will also give us the chromatic spectrum. This is a simple proof by cases:

Case 1. $15(7,3,1)$-subdesigns

$$
P(B S T S(15), 4)=21 s(4!)=21(15)(24)=315(24)=7560
$$

This shows that the minimum number of proper colorings for $\operatorname{BSTS}(15)$ no. 1 is 7560 . It also gives the number of feasible partitions as $21(15)=315$. The vertices of $B S T S(7)$ are mapped to this $B S T S(15)$, while keeping the same colorings and having the other eight vertices of this $B S T S(15)$ mapped to the fourth color. The vertices of $B S T S(7)$ are mapped to the vertices of $B S T S(15)$ no. 1 in the following way:
$B S T S(7):$
$B S T S(15):$ first 21 partitions
$B S T S(15):$ second 21 partitions
$B S T S(15):$ third 21 partitions
$B S T S(15):$ fourth 21 partitions
$B S T S(15):$ fifth 21 partitions
$B S T S(15):$ sixth 21 partitions
$B S T S(15):$ seventh 21 partitions
$B S T S(15):$ eighth 21 partitions
$B S T S(15):$ ninth 21 partitions
$B S T S(15):$ tenth 21 partitions
$B S T S(15):$ eleventh 21 partitions

| 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 3 | 6 | 7 | 5 |
| 8 | 3 | 10 | 11 | 9 |
| 12 | 3 | 14 | 15 | 13 |
| 8 | 5 | 12 | 13 | 9 |
| 10 | 5 | 14 | 15 | 11 |
| 10 | 7 | 12 | 13 | 11 |
| 8 | 7 | 14 | 15 | 9 |
| 8 | 6 | 12 | 14 | 10 |
| 9 | 6 | 13 | 15 | 11 |
| 9 | 7 | 12 | 14 | 11 |
| 8 | 7 | 13 | 15 | 10 |


| $B S T S(15): ~ t w e l f t h ~ 21 ~ p a r t i t i o n s ~$ | 3 | 4 | 9 | 7 | 13 | 14 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B S T S(15):$ thirteenth 21 partitions | 3 | 4 | 8 | 7 | 12 | 15 | 11 |
| $B S T S(15):$ fourteenth 21 partitions | 3 | 5 | 8 | 6 | 13 | 14 | 11 |
| $B S T S(15):$ fifteenth 21 partitions | 3 | 5 | 9 | 6 | 12 | 15 | 10 |

Therefore, the above vertices in this $B S T S(15)$ are mapped to the same colors as in $B S T S(7)$ and the other eight vertices are mapped to the fourth color. This is minimum because $\lambda=4$ is the minimum number of available colors needed to properly color any colorable $B S T S(15)$. This also shows that the number of feasible partitions is equal to the number of partitions in $\operatorname{BSTS}(7)$ multiplied by the number of times the $(7,3,1)$-subdesign appears in the $B S T S(15)$, which is $21(15)=315$ feasible partitions; therefore, the chromatic spectrum of this $B S T S(15)$ is:

$$
R(B S T S(15), 4)=(0,0,0,315,0,0,0,0,0,0,0,0,0,0,0)
$$

Case 2. $7(7,3,1)$-subdesigns

$$
P(B S T S(15), 4)=21 s(4!)=21(7)(24)=147(24)=3528
$$

This shows that the minimum number of proper colorings for $B S T S(15)$ no. 2 is 3528 . It also gives the number of feasible partitions as $21(7)=147$. The vertices of $B S T S(7)$ are mapped to this $B S T S(15)$, while keeping the same colorings and having the other eight vertices of this $B S T S(15)$ mapped to the fourth color. The vertices of $B S T S(7)$ are mapped to the vertices of $B S T S(15)$ no. 2 in the following way:

```
BSTS(7):
BSTS(15): first 21 partitions
BSTS(15): second 21 partitions
BSTS(15): third 21 partitions
BSTS(15): fourth 21 partitions
BSTS(15): fifth 21 partitions
BSTS(15): sixth 21 partitions
BSTS(15): seventh 21 partitions
```

| 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 4 | 3 | 6 | 7 | 5 |
| 1 | 2 | 8 | 3 | 10 | 11 | 9 |
| 1 | 2 | 12 | 3 | 14 | 15 | 13 |
| 1 | 4 | 8 | 5 | 12 | 13 | 9 |
| 1 | 4 | 10 | 5 | 14 | 15 | 11 |
| 1 | 6 | 10 | 7 | 12 | 13 | 11 |
| 1 | 6 | 8 | 7 | 14 | 15 | 9 |

Therefore, the above vertices in this $\operatorname{BSTS}(15)$ are mapped to the same colors as in $\operatorname{BSTS}(7)$ and the other eight vertices are mapped to the fourth color. This is minimum because $\lambda=4$ is the minimum number of available colors needed to properly color any colorable $\operatorname{BSTS}(15)$. This also shows that the number of feasible partitions is equal to the number of partitions in $\operatorname{BSTS}(7)$ multiplied by the number of times the $(7,3,1)$-subdesign appears in the $\operatorname{BSTS}(15)$, which is $21(7)=147$ feasible partitions; therefore, the chromatic spectrum of this $\operatorname{BSTS}(15)$ is:

$$
R(B S T S(15), 4)=(0,0,0,147,0,0,0,0,0,0,0,0,0,0,0)
$$

Case 3. $3(7,3,1)$-subdesigns

$$
P(B S T S(15), 4)=21 s(4!)=21(3)(24)=63(24)=1512
$$

This shows that the minimum number of proper colorings for $\operatorname{BSTS}(15) \mathrm{s}$ no. $3-7$ is 1512 . It also gives the number of feasible partitions as $21(3)=63$. The vertices of $\operatorname{BSTS}(7)$ are mapped to this $B S T S(15)$, while keeping the same colorings and having the other eight vertices of this $\operatorname{BSTS}(15)$ mapped to the fourth color. The vertices of $B S T S(7)$ are mapped to the vertices of $B S T S(15)$ no. $3-7$ in the following way:

| $B S T S(7):$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $B S T S(15) s:$ | first 21 partitions | 1 | 2 | 4 | 3 | 6 | 7 | 5 |
| $B S T S(15) s:$ | second 21 partitions | 1 | 2 | 8 | 3 | 10 | 11 | 9 |
| $B S T S(15) s:$ third 21 partitions | 1 | 2 | 12 | 3 | 14 | 15 | 13 |  |

Therefore, the above vertices in these $B S T S(15)$ s are mapped to the same colors as in $\operatorname{BSTS}(7)$ and the other eight vertices are mapped to the fourth color. This is minimum because $\lambda=4$ is the minimum number of available colors needed to properly color any colorable $B S T S(15)$. This also shows that the number of feasible partitions is
equal to the number of partitions in $B S T S(7)$ multiplied by the number of times the ( $7,3,1$ )-subdesign appears in the $\operatorname{BSTS}(15)$, which is $21(3)=63$ feasible partitions; therefore, the chromatic spectrum of these $B S T S(15)$ s is:

$$
R(B S T S(15), 4)=(0,0,0,63,0,0,0,0,0,0,0,0,0,0,0)
$$

Case 4. $1(7,3,1)$-subdesign

$$
P(B S T S(15), 4)=21 s(4!)=21(1)(24)=21(24)=504
$$

This shows that the minimum number of proper colorings for $B S T S(15)$ s no. $8-22$ and no. 61 is 504 . It also gives the number of feasible partitions as $21(1)=21$. The vertices of $B S T S(7)$ are mapped to these $B S T S(15)$, while keeping the same colorings and having the other eight vertices of this $B S T S(15)$ mapped to the fourth color. The vertices of $B S T S(7)$ are mapped to the vertices of $B S T S(15)$ no. 8-22 and no. 61 in the following way:

```
BSTS(7): 
```

Therefore, the above vertices in these $B S T S(15)$ s are mapped to the same colors as in $B S T S(7)$ and the other eight vertices are mapped to the fourth color. This is minimum because $\lambda=4$ is the minimum number of available colors needed to properly color any colorable $B S T S(15)$. This also shows that the number of feasible partitions is equal to the number of partitions in $B S T S(7)$ multiplied by the number of times the $(7,3,1)$-subdesign appears in the $\operatorname{BSTS}(15)$, which is $21(1)=21$ feasible partitions; therefore, the chromatic spectrum of these $B S T S(15)$ s is:

$$
R(B S T S(15), 4)=(0,0,0,21,0,0,0,0,0,0,0,0,0,0,0)
$$

Thus, all cases have been satisfied and all 23 colorable $\operatorname{BSTS}(15)$ s have been covered. Also, the $(2 v+1)$ construction as described in [6] follows.

## 4 How the Program Works

This program was designed in C++ and contains several sub-programs and functions. We created files that were added to the source code of the program. We also created incidence matrices for each colorable $B S T S(15)$ as text files in the source code. We added display functions for all relevant data to check our results and to double check the computer results.

We started by creating headers that would find partitions and collect them not counting different permutations of colors. The main program calls the incidence matrix that is specified in a subprogram and displays it along with each block of vertices. The program then prompts the user to enter the number of colors that are to be used and then the number of colorings the user wishes to find (first 10 or first 200 for example, or the user can enter -1 for all colorings). If the user wants to find all proper colorings, the program runs an exhaustive search of all possible colorings from a string of all 0 s to a string of all 3s. If a coloring is proper, then the coloring is displayed and counted; and if it is not a proper coloring, then that coloring is skipped. Also, if the coloring is proper, then that feasible partition is stored. After all proper colorings have been found and displayed and counted, the monitor prompts the user to press any key to see the feasible partitions displayed and counted and the number of colorings of each partition. All of the different permutations of colors of the partitions that were stored from the proper colorings are grouped together by the computer and only the first permutation of colors is displayed. For example, 011222233333333 would be displayed and 122333300000000 would not be displayed because it is a permutation of the same partition where vertex 1 is mapped to one color, vertices 2,3 are mapped to one color,
vertices $4-7$ are mapped to one color, and vertices $8-15$ are mapped to one color. When complete, the user can see the $\operatorname{BSTS}(7)$ subsystem(s) and its coloring, and the expansion of colors to the remaining eight vertices. We were able to use this program to check the accuracy of our hypothesis and our results; and by displaying all of the relevant data on the monitor, we were able to check the accuracy of the computer results.

## 5 Concluding Remarks

This paper shows two things: 1. the minimal number of colorings over all feasible sets of colors, the number of feasible partitions, and the chromatic polynomial and chromatic spectrum for every colorable $B S T S(15)$; and 2. that computer science can be an invaluable part of research in mathematics. Of course, the findings on the number of proper colorings, the number of feasible partitions, and the number of permutations of colors of each partition can be generalized for any number of colors in a set of available colors by the equality in Proposition 1. It is true that all colorable $\operatorname{BSTS}(15)$ s are colorable only with 4 colors, but if you have 5 colors in the set of available colors, then you can choose to use some subset of colors from $1,2,3,4,5$ such as colors $1,2,3,4$, or colors $1,2,3,5$, or colors $2,3,4,5$, etc. The generalization would simply be to change $\lambda$ in the fundamental equality of colorable $B S T S(15)$ s to whatever number of colors are available in the set of available colors. If we take the above example of 5 available colors on the $\operatorname{BSTS}(15)$ with $15(7,3,1)$-subdesigns, we have:

Example 1. $P(\operatorname{BSTS}(15), \lambda)=21 s\left(\lambda^{(4)}\right)=21(15)\left(5^{(4)}\right)=315(120)=$ 37, 800

This shows that the number of proper colorings with 5 colors available to use is 37,800 . This, of course, is not minimum. We still have $21(15)=315$ feasible partitions and $\left(5^{(4)}\right)=120$ permutations of colors of each partition. The chromatic spectrum would be:

$$
R(B S T S(15))=(0,0,0,315,0,0,0,0,0,0,0,0,0,0,0)
$$

since the number of feasible partitions would not change. There would simply be more permutations of colors of each partition.

We strongly believe that working with someone in a different field can help find answers and solutions to problems that have yet to be solved. We both benefited from working with one another on this project. When one may have strength in one area but very little development in another area, the other can bring balance in the areas needed. Also, the amount that you learn in the other's field is incredible. Working together also gives additional viewpoints and ideas that one may not think of on his or her own.

This paper leads obviously into the discussion of the 57 uncolorable $B S T S(15)$ s and their induced and/or partial colorable $B S T S(15)$ s. How many vertex deletions or edge deletions are needed to obtain an induced or partial colorable $B S T S(15)$ ? Is this result universal for all uncolorable $B S T S(15)$ s? Much research is still needed in the area of uncolorable $B S T S(15) \mathrm{s}$.
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# Convexity preserving interpolation by splines of arbitrary degree 
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#### Abstract

In the present paper an algorithm of $C^{2}$ interpolation of discrete set of data is given using splines of arbitrary degree, which preserves the convexity of given set of data.
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## 1 Introduction

It is well known that problems concerning nonnegativity, monotonicity, or convexity preserving interpolation have received considerable attention, because of their interest in computer aided design and in other practical applications [1]. Problem of construction of interpolating curve which preserves the convexity of the initial discrete set of data still remains in the focus of investigators [2]. In what follows an algorithm preserving the convexity of given set of data is presented.

## 2 Interpolating splines of arbitrary degree

Let us assume that the mesh $\Delta: a=x_{0}<x_{1}<\ldots<x_{n}=b$ is given on the interval $[a, b]$ and $f_{i}=f\left(x_{i}\right), i=0(1) n$, are the corresponding data points. Problem of construction of an interpolation function $S$, such that interpolation conditions $S\left(x_{i}\right)=f_{i}, i=0(1) n$, are held and $S \in C^{2}[a, b]$, is considered.

[^2]Let us introduce splines as follows: on $\left[x_{i}, x_{i+1}\right]$

$$
\begin{align*}
S(x)= & f_{i}+\left(f_{i+1}-f_{i}\right) t+ \\
& +\frac{h_{i}^{2} M_{i}(1-t)\left((1-t)^{\alpha_{i}}-1\right)}{\alpha_{i}\left(\alpha_{i}+1\right)}+\frac{h_{i}^{2} M_{i+1} t\left(t^{\alpha_{i}}-1\right)}{\alpha_{i}\left(\alpha_{i}+1\right)} \tag{1}
\end{align*}
$$

where the following notations are used:

$$
t=\left(x-x_{i}\right) / h_{i}, h_{i}=x_{i+1}-x_{i}, S^{\prime \prime}\left(x_{i}\right)=M_{i}
$$

The $\alpha_{i}$ is a free parameter of the splines (1) and has to satisfy the condition $\alpha_{i}>1$.

From (1) for the first derivative of spline we get:

$$
\begin{align*}
S^{\prime}(x) & =\delta_{i}^{(1)}- \\
& -\frac{h_{i}\left(M_{i}\left(\left(\alpha_{i}+1\right)(1-t)^{\alpha_{i}}-1\right)-M_{i+1}\left(\left(\alpha_{i}+1\right) t^{\alpha_{i}}-1\right)\right)}{\alpha_{i}\left(\alpha_{i}+1\right)}, \tag{2}
\end{align*}
$$

where

$$
\delta_{i}^{(1)}=\left(f_{i+1}-f_{i}\right) / h_{i},
$$

and for the second derivative, respectively:

$$
\begin{equation*}
S^{\prime \prime}(x)=M_{i}(1-t)^{\alpha_{i}-1}+M_{i+1} t^{\alpha_{i}-1} . \tag{3}
\end{equation*}
$$

Obviously, at the knots of the mesh the second derivative is the continuous one.

For the first derivative at the knots of the mesh we have

$$
S^{\prime}\left(x_{i}-\right)=\delta_{i-1}^{(1)}+\frac{h_{i-1} M_{i-1}}{\alpha_{i-1}\left(\alpha_{i-1}+1\right)}+\frac{h_{i-1} M_{i}}{\alpha_{i-1}+1}
$$

and

$$
S^{\prime}\left(x_{i}+\right)=\delta_{i}^{(1)}-\frac{h_{i} M_{i}}{\alpha_{i}+1}-\frac{h_{i} M_{i+1}}{\alpha_{i}\left(\alpha_{i}+1\right)} .
$$

Requiring the continuity of the first derivative of the spline at the knots of the mesh we obtain the following system of linear algebraic equations:

$$
\begin{equation*}
c_{i} M_{i-1}+a_{i} M_{i}+b_{i} M_{i+1}=\delta_{i}^{(2)}, i=1(1) n-1, \tag{4}
\end{equation*}
$$

where

$$
\begin{gathered}
c_{i}=\frac{h_{i-1}}{\alpha_{i-1}\left(\alpha_{i-1}+1\right)}, \\
a_{i}=\frac{h_{i-1}}{\alpha_{i-1}+1}+\frac{h_{i}}{\alpha_{i}+1}, \\
b_{i}=\frac{h_{i}}{\alpha_{i}\left(\alpha_{i}+1\right)},
\end{gathered}
$$

and

$$
\delta_{i}^{(2)}=\delta_{i}^{(1)}-\delta_{i-1}^{(1)} .
$$

The system (4), presented above, is the undetermined one. Since the system (4) provides only $n-1$ linear equations in $n+1$ parameters $M_{i}$, it follows that two additional linearly independent conditions are needed in order to have a determined system of equations.

In what follows we'll consider that the end conditions of the type $M_{0}=f_{0}^{\prime \prime}$ and $M_{n}=f_{n}^{\prime \prime}$ are used as additional conditions.

In fact, it is easy to prove that the system of equations (4) has the diagonally dominant matrix of coefficients, therefore the solution of this system exists and it is the unique one for fixed parameters of the spline.

## 3 Convexity preserving algorithm

In this section it is considered that the initial set of data is the convex one, namely,

$$
\delta_{i}^{(2)} \geq 0, i=1(1) n-1 .
$$

From the formulae (3) it immediately follows, that in order to preserve the convexity of initial data the solution of the system (4) has to be the nonnegative one.

So, let's choose the value of free parameter as it follows:

$$
\begin{equation*}
\alpha_{i} \geq \max \left(\frac{2 \delta_{i}^{(2)}}{\delta_{i+1}^{(2)}}, \frac{2 \delta_{i+1}^{(2)}}{\delta_{i}^{(2)}}\right) \tag{5}
\end{equation*}
$$

There is no problem to prove that in this case the solution of the system (4) is the nonnegative one.

This conclusion is based on the fact that for the coefficients of the matrix of linear algebraic equations (4) the following relations are valid:

$$
\frac{c_{i}}{a_{i-1}}<\frac{1}{2}
$$

and

$$
\frac{b_{i}}{a_{i+1}}<\frac{1}{2}
$$

In this case we get that

$$
\delta_{i}^{(2)}-\frac{c_{i} \delta_{i-1}^{(2)}}{a_{i-1}}-\frac{b_{i} \delta_{i+1}^{(2)}}{a_{i+1}} \geq 0
$$

As a result, taking into account [3] it can be concluded that the solution of the system (4) is the nonnegative one. As a result the spline, constructed using condition (5), preserves the convexity of the initial set of data.

## 4 Conclusions

In fact not only the problem of convexity preserving interpolation represents the interest, but also the problem of construction of interpolants which have the same number of inflection points as the initial set of data and preserve the convexity or concavity of data.
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# Determining best-case and worst-case times of unknown paths in time workflow nets 
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#### Abstract

In this paper we present a method aimed for determining bestcase and worst-case times between two arbitrary states in a time workflow net. The method uses a discrete subset of the state space of the time workflow net and archives the results, which are integers.


## 1 Introduction

Time workflow nets (TWN) were developed to provide a suitable method to model, simulate, and analyze the behavior of time dependent systems, business processes. Best-case execution times (BCET) and worst-case execution times (WCET) are a necessary step in the development and validation process for hard real-time systems. Realtime systems need to satisfy stringent timing constraints, induced by the systems aims. We consider time workflow nets, those only which allow the modelling of time delay and deadlines for the execution of activities in the workflow process. This paper will mainly focus on modelling the control flow perspective. Thus the perspective workflow process definitions are formulated in order to specify which tasks need to be executed and in what order. If a worst-case input for the task were known, then there are reliable guarantees that processes always terminate. However the worst-case input is not known and it is hard to be determined.

In a workflow management system there is a delay beetween the moment when an activity becomes enabled and the moment when the

[^3]activity is executed for a certain resource. For each transition $t$ in the time workflow net there is a static interval $\left[a_{t}, b_{t}\right]$ associated to it. The times $a_{t}, b_{t}$ are relative to the moment at which $t$ was last enabled. Assuming that $t$ was last enabled at the global time $\tau$, then $t$ may fire only during the interval $\left[a_{t}+\tau, b_{t}+\tau\right]$ and must fire the latest at the time $b_{t}+\tau$. This is a method of incorporating time into Petri Nets, introduced by Merlin [7] and studied in [1, 2, 8, 9, 10].

One of the most important problems, in the above mentioned nets, is to determine the deadlines for a sequence of system processes, i.e., to compare the longest duration of a transition sequence with a given limit. Such considerations are important for determining the best-case execution times and the worst-case execution times.

As a rule, the method used to estimate execution times bounds in practice consist in measuring the end-to-end execution time of the task for a subset of the possible executions, called test cases. This determines the minimal observed and the maximal observed execution times. Generally speaking, through these methods we are able to obtain an overestimation of the BCET and underestimation of the WCET, therefore we cannot consider them safe. Our aim is to propose an algorithm able to estimate the execution times in a safe way.

This paper is organized as follows: In Section 2 we introduce the basic notions and definitions for time workflow nets; In Section 3 we present the reachability graph of the time workflow nets, which can be used for computing the shortest and the longest path between two arbitrary states in the TWN; In the last section the algorithm for execution times estimation is proposed. The way it functions is illustrated by an example.

## 2 Basic notions and definitions

Definition 2.1 A Petri net $P N=(P, T, F, W)$ is a Workflow net iff:

1. PN has two additional places $i$ and $o$, "start" place $i$, "destination" place o.
2. If we add a transition $t^{*}$ to $P N$ which connects o with $i$ then the resulting Petri net is strongly connected.

There are distinct methods of incorporating time in Petri nets: associating time delay to transition, associating time delay to places, associating time delay with arcs, associating time delays or time intervals to different types of objects of the net, associating stochastic time. Further we consider only Petri nets [5] which have deterministic time associated to transitions, in the form of time intervals, defined by Merlin [7] in 1972 and studied in [1, 2, 8, 9, 10].

We define a time workflow net in following way:
Definition 2.2 A Time workflow net is a tuple $\Sigma=(P, T, F, W, I)$ where $P N=(P, T, F, W)$ is the workflow net (also called skeleton net), $I: T \rightarrow Q_{0}^{+} \times Q_{0}^{+}$is a time function which associates timed intervals with transitions and $I_{1}(t) \leq I_{2}(t)$, where $I(t)=\left(I_{1}(t), I_{2}(t)\right)$, for each transition $t \in T$.

A global clock is associated with the time workflow net, which begins to work as soon as the first token appears in the net. After time association, the workflow net will work in the following way: from the moment when a transition $t$ is enabled, the tokens from the input locations are stored for $I_{2}(t)-I_{1}(t)$ time units, and after this time elapses the transition fires putting tokens in their output places. For transitions in conflict, the first transition that fires is the one which has the latest time interval smaller.

For the definition of a state and of a change of state of a net we will follow [3, 6]:

Definition 2.3 Let $\Sigma=(P, T, F, W, I)$ be a time workflow net and $J$ : $T \rightarrow Q_{0}^{+} \cup\{\sharp\} . S=(m, J)$ is the state of the net $\Sigma$ iff:

1. $m$ is a marking in skeleton net,
2. if $t \in T$ and $t^{-} \leq m$, then $J(t) \leq I_{2}(t)$,
3. if $t \in T$ and $t^{-} \not \leq m$, then $J(t)=\sharp$,
where $t^{-}(p)=W(p, t)$ is arc weight from place $p$ to transition $t$.
We understand the notion of state in the following way. Let $S=$ $(m, J)$ be a state. Each transition $t$ in the net has a watch. The watch doesn't work $(J(t)=\sharp)$ at the marking $m$ if $t$ is disabled at $m$. If $t$ is enabled at $m$, then the watch of $t$ shows the time $J(t)$ that has elapsed since $t$ was last enabled.

Let $\Sigma=(P, T, F, W, I)$ be a time workflow net. The state $S_{0}:=$ $\left(i, J_{0}\right)$ with $i$ the initial marking of the time workflow net (the marking which has a single token in place $i$ ) and $J_{0}(t)=\left\{\begin{array}{lll}0, & \text { if } & t^{-} \leq m, \\ \sharp, & \text { if } & t^{-} \not \leq m\end{array}\right.$ is considered to be the initial state of the time workflow net. The states in a time workflow net can change due to transition firings or time elapsing.

Definition 2.4 $A$ transition $t$ is enabled at the state $S=(m, J)$, denoted by $S \rightarrow$, iff

1. $t^{-} \leq m$;
2. $I_{1}(t) \leq J(t)$.

Thus, a transition is enabled in a time workflow net $\Sigma$, if $t$ is enabled in the skeleton net (the timeless net) and the time specifications are satisfied, i.e $t$ has been enabled for a sufficient amount of time. The resulting state is defined as follows:

Definition 2.5 $A$ transition $t$ enabled at the state $S=(m, J)$, will fire inducing state $S^{\prime}=\left(m^{\prime}, J^{\prime}\right)$, denoted by $S \rightarrow S^{\prime}$ defined thus:

1. $m \prime=m+\triangle t$;
2. 

$$
J^{\prime}(t)= \begin{cases}\sharp, & t^{-} \not \leq m^{\prime} \\ J(t), & t^{-} \leq m^{\prime} \wedge t^{-} \leq m^{\prime} \wedge F_{t} \cap F_{t}^{\prime}=0 \\ 0, & \text { otherwise }\end{cases}
$$

where $\Delta t=W(t, p)-W(p, t)$.

The resulting state $\left(m^{\prime}, J^{\prime}\right)$ has a marking $m^{\prime}$ which results by firing of transition $t$ in the skeleton net and a time vector $J^{\prime}$. The values of the vector for the not enabled transitions in the marking are undefined $\sharp$. If a transition was enabled in the old marking, and it is still enabled in the new marking, and it is not in conflict with the just fired transition, then it keeps the values of its local clock $J^{\prime}(t)=J(t)$. Otherwise, if a transition has just become enabled in the new marking, then its local clock $J^{\prime}(t)=0$.

Definition 2.6 Let $\Sigma=(P, T, F, W, I)$ be a time workflow net. The state $S=(m, J)$ changes into the state $S^{\prime}=\left(m^{\prime}, J^{\prime}\right)$ by the time duration $\tau \in Q$, denoted by $S \xrightarrow{\tau} S^{\prime}$ iff $m^{\prime}=m$ and the time duration $\tau$ is possible i.e. for any $t \in T$ with $J(t) \neq \sharp$, we have $\left.J(t)+\tau \leq I_{2}(t)\right)$ and $J^{\prime}(t)=\left\{\begin{array}{lll}J(t)+\tau, & \text { if } & t^{-} \leq m, \\ \sharp, & \text { if } & t^{-} \neq m .\end{array}\right.$

The sequence of transitions and time durations $\sigma=\tau_{0}, t_{0}, \tau_{1}, t_{1}, \ldots$ $\tau_{n-1}, t_{n-1}$ is executable in the net $\Sigma$ iff there exist the states $S_{0}, S_{0}^{\prime}, S_{1}$, $S_{1}^{\prime}, \ldots S_{n-1}^{\prime}, S_{n}$ so that: $S_{0} \xrightarrow{\tau_{0}} S_{0}^{\prime} \xrightarrow{t_{0}} S_{1}, \ldots S_{n-1} \xrightarrow{\tau_{n-1}} S_{n-1}^{\prime} \xrightarrow{t_{n-1}} S_{n}$. That sequence shortly can also be noted by $S_{0}[\sigma\rangle S_{n}$. The transitiontime sequence $\sigma$ is called an execution sequence in the net $\Sigma$. State $S^{\prime}$ is reachable from the state $S$ if there is a transition-time sequence $\sigma$ so that $S[\sigma\rangle S^{\prime} . R S\left(\Sigma, S_{0}\right)$ or $\left[S_{0}\right\rangle$ denotes the set of all reachable states of a net $\Sigma$ and $R_{\Sigma}(S)$ denotes the set of all reachable states from the state $S$.

In Figure 1, the initial state is $((1,0,0,0,0,0)(0, \sharp, \sharp, \sharp))$. Marking $(1,0,0,0,0,0)$ is the initial marking of the skeleton net. The time vector has value 0 corresponding to transition $t_{1}$ enabled in the initial marking and the values $\#$ for the rest of the transitions which are disabled. Since $t_{1}$ is enabled at marking $i$ and the time constraints are also satisfied, transition $t_{1}$ can fire in the initial state of the net $\Sigma$. The resulting state is $S_{0} \xrightarrow{t_{1}} S_{1}=((0,1,1,0,0,0)(\sharp, 0,0, \sharp))$. The state $S_{1}$ has the marking $m_{1}=(0,1,1,0,0,0)$ and the time vector $J_{1}=(\sharp, 0,0, \sharp)$ with value 0 corresponding to the transitions $t_{2}$ and $t_{3}$, enabled in the marking $m_{1}$ in the skeleton net, and value $\sharp$ corresponding to the disabled transitions in the skeleton net. In the case of the time con-
straints, i.e. in the conditions $I_{1}\left(t_{2}\right) \geq J_{1}\left(t_{2}\right)$ and $I_{1}\left(t_{3}\right) \geq J_{1}\left(t_{3}\right)$ in state $S_{1}$ the transitions $t_{2}$ and $t_{3}$ cannot fire. So, state $S_{1}$ can change into another state in the net $\Sigma$ only by time elapsing. For instance, the following state change is possible in the net $\Sigma: S_{1} \xrightarrow{3.7} S_{2}$, where $S_{2}=((0,1,1,0,0,0)(\sharp, 3.7,3.7, \sharp))$. We notice that the marking of the skeleton net remains unchanged, and results in a new time vector $J_{2}$ with updated time values for the transitions $t_{2}$ and $t_{3}$. The time duration 6.1 is not possible in state $S_{1}$ because the transition $t_{2}$, which, if enabled, must fire in 5 units of time. Now, both $t_{2}$ and $t_{3}$ can fire at state $S_{2}$. If $t_{2}$ fires, then we have $S_{2} \xrightarrow{t_{2}} S_{3}=((0,0,1,1,0,0)(\sharp, \sharp, 3.7, \sharp))$. Now, the time duration 1.3 is possible at state $S_{3}$ and a new state appears: $S_{3} \xrightarrow{1.3} S_{4}=((0,0,1,1,0,0)(\sharp, \sharp, 5, \sharp))$. Thus the state-transitiontimes sequence results in: $S_{0} \xrightarrow{t_{1}} S_{1} \xrightarrow{3.7} S_{2} \xrightarrow{t_{2}} S_{3} \xrightarrow{1.3} S_{4}$. The sequence $t_{1}, 3.7, t_{2}, 1.3$ is an execution sequence in the net $\Sigma$.


Figure 1. A time workflow net

## 3 Reachability graph of the time workflow net

The state space of a time workflow net is the set of all reachable states of the skeleton net, starting from $i$. Because of the markings, reachable in the net, this set is discrete, and it may be infinite. On the other hand, this set may be infinite because of the time of transitions. Thus, the set of all reachable states for a fix marking is infinite (and densely ordered) in general. Nevertheless, it is possible to pick up some "essential" states
only, so that quantitative and qualitative analysis is possible. In [10] is shown, that essential states are integer states.

Definition 3.1 The graph $R G(\Sigma, i)$ is called the reachability graph of the TWN $\Sigma$ from initial state $i$ iff its vertices are the reachable integerstates and its edges are defined by the triples $\left(S, t, S^{\prime}\right)$ and $\left(S, \tau, S^{\prime}\right)$, where $S \xrightarrow{t} S^{\prime}$ or $S \xrightarrow{\tau} S^{\prime}$, respectively.

The reachable integer-states are those states from the state space, which have clocks that are (of enabled transitions) integers only and can be reached from the initial state $S_{0}$ through any number of transition firings or time durations. The reachability graph of the time workflow net $\Sigma$ is the transition relation $\rightarrow$ restricted to its reachable integerstates. This graph is finite iff the set of the reachable markings of the time workflow net is finite. This set is finite, if the set of reachable markings of the skeleton net is finite.

Using the parametric description of transition sequence [7] minimal and maximal length of time of the execution sequence can be evaluated. The maximal and minimal length of time is an integer and it can be reached by firing in integer-states. Thus, when the TWN is bounded, a sequence with maximal/minimal length of time can be found for given source-state and sink-state.

For time workflow net above the reachability graph consists of following reachable integer-states:
$m_{0}=(1,0,0,0,0,0), J_{0}=(0, \sharp, \sharp, \sharp)^{T}, J_{0}^{*}=(10, \sharp, \sharp, \sharp)^{T}$,
$m_{1}=(0,1,1,0,0,0), J_{1}=(\sharp, 0,0, \sharp)^{T}, J_{1}^{*}=(\sharp, 2,2, \sharp)^{T}, J_{1}^{* *}=$ $(\sharp, 5,5, \sharp)^{T}$,
$m_{2}=(0,0,1,1,0,0), J_{2}=(\sharp, \sharp, 2, \sharp)^{T}, J_{2}^{*}=(\sharp, \sharp, 3, \sharp)^{T}, J_{2}^{* *}=$ $(\sharp, \sharp, 6, \sharp)^{T}$,
$m_{3}=(0,0,0,1,1,0), J_{3}=(\sharp, \sharp, \sharp, 0)^{T}, J_{3}^{*}=(\sharp, \sharp, \sharp, 4)^{T}, J_{3}^{* *}=$ $(\sharp, \sharp, \sharp, 8)^{T}$,
$m_{4}=(0,0,0,0,0,1), J_{4}=(\sharp, \sharp, \sharp, \sharp)^{T}$,
$S_{8}=\left(m_{0}, J_{0}^{*}\right), S_{9}=\left(m_{1}, J_{1}^{* *}\right), S_{10}=\left(m_{2}, J_{2}^{* *}\right), S_{11}=\left(m_{3}, J_{3}^{* *}\right)$,


Figure 2. Reachability graph

## 4 Determining BCET and WCET

Methods from graph theory may be applied to determine best-case and worst-case execution times while constructing the reachability graph.

Determining the best-case execution leads directly to the wellknown problem of the shortest path. Since reachability graph has nonnegative times only, all common shortest path algorithms are applicable, e.g. Dijkstra's algorithm or Bellman-Ford algorithm [4].

Determining worst-case execution is similar to the critical path problem, sometimes called longest path problem.

The problem can be formulated as follows:
For a given directed weighted graph $R G=(V, E)$, find the lengh $l$ of a longest path from a source vertex $v_{s}$ to a goal vertex $v_{d}$ so that $v_{d}$ is contained by most ones as a last vertex.

Actually we mean, that the length $l$ is infinite, if there exists a cycle reachable starting on $v_{s}$ before passing $v_{d}$ and, otherwise, $l$ is the sum of the weights of the longest path.

To determine worst-case execution, we propose the following algorithm $A_{1}$ :

1. Remove from the graph $R G$ all edges $\left(v_{d}, v_{j}\right)$, i.e. all edges that are directed from $v_{d}$.
2. For each edge $\left(v_{i}, v_{j}\right) \in R G$ with the weight $w_{i}$ assign a new weight $w_{i}^{-}=-w_{i}$. Edges, labeled by transitions names, obtain the weight 0 .
3. Procedure Bellman-Ford $(V, E, s)^{* *} s$ is a source node for each $v \in V(R G)$ do

$$
\begin{aligned}
& d[v] \longleftarrow \infty \\
& p[v] \longleftarrow N I L \quad * * p[v] \text { is predecessor node of } \mathrm{v} \\
& d[s] \longleftarrow 0 \\
& \text { for } i \longleftarrow 1 \text { to } n-1 \quad{ }^{* *} n=|V(R G)| \\
& \text { for each edge }(u, v) \in E(R G) \text { do } \\
& \text { if } d[u]+w(u, v)<d[v] \text { then } \\
& p[v] \longleftarrow u \\
& d[v] \longleftarrow d[u]+w(u, v) \\
& \text { for each edge }(u, v) \in E(R G) \text { do } \\
& \text { if } d[u]+w(u, v)<d[v] \text { then }{ }^{* *} \text { check for negative weight } \\
& \text { cycles } \\
& \text { return } F A L S E \\
& \text { return TRUE }
\end{aligned}
$$

If algorithm returns false, then $l$ is infinite. Otherwise, $l=-d\left(v_{d}\right)$. The complexity of this algorithm is dominated by the complexity of the Bellman-Ford algorithm, i.e. it is $O(|V| \cdot|E|)$. A correctness of $A_{1}$ is easy to be seen after the removal of all output edges from goal vertex. No path is possible, which contains goal vertex at another position than a final vertex. Obviously, the shortest path in the negative weighted graph corresponds to the longest path in the initial graph.

We computed a worst-case and a best-case execution times with the help of INA tool [11] for the example from the Figure 1. Our algorithm identified 11 states. The worst-case execution time of the service from source node $i$ to target node $o$ is 24 units of time. A maximal path is $i \Longrightarrow p_{2} \Longrightarrow p_{4} \Longrightarrow o$. The best-case execution time of service from source node $i$ to target node $o$ is 6 units of time. A minimal path is $i \Longrightarrow p_{1} \Longrightarrow p_{3} \Longrightarrow o$.

## 5 Conclusions

In this paper we presented a new approach aimed at determining bestcase and worst-case times between two states in a TWN in polynomial time and demonstrated the application of our method for a certain time workflow net.
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# Determining best-case and worst-case times of unknown paths in time workflow nets 

Inga Camerzan


#### Abstract

In this paper we present a method aimed for determining bestcase and worst-case times between two arbitrary states in a time workflow net. The method uses a discrete subset of the state space of the time workflow net and archives the results, which are integers.


## 1 Introduction

Time workflow nets (TWN) were developed to provide a suitable method to model, simulate, and analyze the behavior of time dependent systems, business processes. Best-case execution times (BCET) and worst-case execution times (WCET) are a necessary step in the development and validation process for hard real-time systems. Realtime systems need to satisfy stringent timing constraints, induced by the systems aims. We consider time workflow nets, those only which allow the modelling of time delay and deadlines for the execution of activities in the workflow process. This paper will mainly focus on modelling the control flow perspective. Thus the perspective workflow process definitions are formulated in order to specify which tasks need to be executed and in what order. If a worst-case input for the task were known, then there are reliable guarantees that processes always terminate. However the worst-case input is not known and it is hard to be determined.

In a workflow management system there is a delay beetween the moment when an activity becomes enabled and the moment when the

[^4]activity is executed for a certain resource. For each transition $t$ in the time workflow net there is a static interval $\left[a_{t}, b_{t}\right]$ associated to it. The times $a_{t}, b_{t}$ are relative to the moment at which $t$ was last enabled. Assuming that $t$ was last enabled at the global time $\tau$, then $t$ may fire only during the interval $\left[a_{t}+\tau, b_{t}+\tau\right]$ and must fire the latest at the time $b_{t}+\tau$. This is a method of incorporating time into Petri Nets, introduced by Merlin [7] and studied in [1, 2, 8, 9, 10].

One of the most important problems, in the above mentioned nets, is to determine the deadlines for a sequence of system processes, i.e., to compare the longest duration of a transition sequence with a given limit. Such considerations are important for determining the best-case execution times and the worst-case execution times.

As a rule, the method used to estimate execution times bounds in practice consist in measuring the end-to-end execution time of the task for a subset of the possible executions, called test cases. This determines the minimal observed and the maximal observed execution times. Generally speaking, through these methods we are able to obtain an overestimation of the BCET and underestimation of the WCET, therefore we cannot consider them safe. Our aim is to propose an algorithm able to estimate the execution times in a safe way.

This paper is organized as follows: In Section 2 we introduce the basic notions and definitions for time workflow nets; In Section 3 we present the reachability graph of the time workflow nets, which can be used for computing the shortest and the longest path between two arbitrary states in the TWN; In the last section the algorithm for execution times estimation is proposed. The way it functions is illustrated by an example.

## 2 Basic notions and definitions

Definition 2.1 A Petri net $P N=(P, T, F, W)$ is a Workflow net iff:

1. PN has two additional places $i$ and $o$, "start" place $i$, "destination" place o.
2. If we add a transition $t^{*}$ to $P N$ which connects o with $i$ then the resulting Petri net is strongly connected.

There are distinct methods of incorporating time in Petri nets: associating time delay to transition, associating time delay to places, associating time delay with arcs, associating time delays or time intervals to different types of objects of the net, associating stochastic time. Further we consider only Petri nets [5] which have deterministic time associated to transitions, in the form of time intervals, defined by Merlin [7] in 1972 and studied in [1, 2, 8, 9, 10].

We define a time workflow net in following way:
Definition 2.2 A Time workflow net is a tuple $\Sigma=(P, T, F, W, I)$ where $P N=(P, T, F, W)$ is the workflow net (also called skeleton net), $I: T \rightarrow Q_{0}^{+} \times Q_{0}^{+}$is a time function which associates timed intervals with transitions and $I_{1}(t) \leq I_{2}(t)$, where $I(t)=\left(I_{1}(t), I_{2}(t)\right)$, for each transition $t \in T$.

A global clock is associated with the time workflow net, which begins to work as soon as the first token appears in the net. After time association, the workflow net will work in the following way: from the moment when a transition $t$ is enabled, the tokens from the input locations are stored for $I_{2}(t)-I_{1}(t)$ time units, and after this time elapses the transition fires putting tokens in their output places. For transitions in conflict, the first transition that fires is the one which has the latest time interval smaller.

For the definition of a state and of a change of state of a net we will follow [3, 6]:

Definition 2.3 Let $\Sigma=(P, T, F, W, I)$ be a time workflow net and $J$ : $T \rightarrow Q_{0}^{+} \cup\{\sharp\} . S=(m, J)$ is the state of the net $\Sigma$ iff:

1. $m$ is a marking in skeleton net,
2. if $t \in T$ and $t^{-} \leq m$, then $J(t) \leq I_{2}(t)$,
3. if $t \in T$ and $t^{-} \not \leq m$, then $J(t)=\sharp$,
where $t^{-}(p)=W(p, t)$ is arc weight from place $p$ to transition $t$.
We understand the notion of state in the following way. Let $S=$ $(m, J)$ be a state. Each transition $t$ in the net has a watch. The watch doesn't work $(J(t)=\sharp)$ at the marking $m$ if $t$ is disabled at $m$. If $t$ is enabled at $m$, then the watch of $t$ shows the time $J(t)$ that has elapsed since $t$ was last enabled.

Let $\Sigma=(P, T, F, W, I)$ be a time workflow net. The state $S_{0}:=$ $\left(i, J_{0}\right)$ with $i$ the initial marking of the time workflow net (the marking which has a single token in place $i$ ) and $J_{0}(t)=\left\{\begin{array}{lll}0, & \text { if } & t^{-} \leq m, \\ \sharp, & \text { if } & t^{-} \not \leq m\end{array}\right.$ is considered to be the initial state of the time workflow net. The states in a time workflow net can change due to transition firings or time elapsing.

Definition 2.4 $A$ transition $t$ is enabled at the state $S=(m, J)$, denoted by $S \rightarrow$, iff

1. $t^{-} \leq m$;
2. $I_{1}(t) \leq J(t)$.

Thus, a transition is enabled in a time workflow net $\Sigma$, if $t$ is enabled in the skeleton net (the timeless net) and the time specifications are satisfied, i.e $t$ has been enabled for a sufficient amount of time. The resulting state is defined as follows:

Definition 2.5 $A$ transition $t$ enabled at the state $S=(m, J)$, will fire inducing state $S^{\prime}=\left(m^{\prime}, J^{\prime}\right)$, denoted by $S \rightarrow S^{\prime}$ defined thus:

1. $m \prime=m+\triangle t$;
2. 

$$
J^{\prime}(t)= \begin{cases}\sharp, & t^{-} \not \leq m^{\prime} \\ J(t), & t^{-} \leq m^{\prime} \wedge t^{-} \leq m^{\prime} \wedge F_{t} \cap F_{t}^{\prime}=0 \\ 0, & \text { otherwise }\end{cases}
$$

where $\Delta t=W(t, p)-W(p, t)$.

The resulting state $\left(m^{\prime}, J^{\prime}\right)$ has a marking $m^{\prime}$ which results by firing of transition $t$ in the skeleton net and a time vector $J^{\prime}$. The values of the vector for the not enabled transitions in the marking are undefined $\sharp$. If a transition was enabled in the old marking, and it is still enabled in the new marking, and it is not in conflict with the just fired transition, then it keeps the values of its local clock $J^{\prime}(t)=J(t)$. Otherwise, if a transition has just become enabled in the new marking, then its local clock $J^{\prime}(t)=0$.

Definition 2.6 Let $\Sigma=(P, T, F, W, I)$ be a time workflow net. The state $S=(m, J)$ changes into the state $S^{\prime}=\left(m^{\prime}, J^{\prime}\right)$ by the time duration $\tau \in Q$, denoted by $S \xrightarrow{\tau} S^{\prime}$ iff $m^{\prime}=m$ and the time duration $\tau$ is possible i.e. for any $t \in T$ with $J(t) \neq \sharp$, we have $\left.J(t)+\tau \leq I_{2}(t)\right)$ and $J^{\prime}(t)=\left\{\begin{array}{lll}J(t)+\tau, & \text { if } & t^{-} \leq m, \\ \sharp, & \text { if } & t^{-} \neq m .\end{array}\right.$

The sequence of transitions and time durations $\sigma=\tau_{0}, t_{0}, \tau_{1}, t_{1}, \ldots$ $\tau_{n-1}, t_{n-1}$ is executable in the net $\Sigma$ iff there exist the states $S_{0}, S_{0}^{\prime}, S_{1}$, $S_{1}^{\prime}, \ldots S_{n-1}^{\prime}, S_{n}$ so that: $S_{0} \xrightarrow{\tau_{0}} S_{0}^{\prime} \xrightarrow{t_{0}} S_{1}, \ldots S_{n-1} \xrightarrow{\tau_{n-1}} S_{n-1}^{\prime} \xrightarrow{t_{n-1}} S_{n}$. That sequence shortly can also be noted by $S_{0}[\sigma\rangle S_{n}$. The transitiontime sequence $\sigma$ is called an execution sequence in the net $\Sigma$. State $S^{\prime}$ is reachable from the state $S$ if there is a transition-time sequence $\sigma$ so that $S[\sigma\rangle S^{\prime} . R S\left(\Sigma, S_{0}\right)$ or $\left[S_{0}\right\rangle$ denotes the set of all reachable states of a net $\Sigma$ and $R_{\Sigma}(S)$ denotes the set of all reachable states from the state $S$.

In Figure 1, the initial state is $((1,0,0,0,0,0)(0, \sharp, \sharp, \sharp))$. Marking $(1,0,0,0,0,0)$ is the initial marking of the skeleton net. The time vector has value 0 corresponding to transition $t_{1}$ enabled in the initial marking and the values $\#$ for the rest of the transitions which are disabled. Since $t_{1}$ is enabled at marking $i$ and the time constraints are also satisfied, transition $t_{1}$ can fire in the initial state of the net $\Sigma$. The resulting state is $S_{0} \xrightarrow{t_{1}} S_{1}=((0,1,1,0,0,0)(\sharp, 0,0, \sharp))$. The state $S_{1}$ has the marking $m_{1}=(0,1,1,0,0,0)$ and the time vector $J_{1}=(\sharp, 0,0, \sharp)$ with value 0 corresponding to the transitions $t_{2}$ and $t_{3}$, enabled in the marking $m_{1}$ in the skeleton net, and value $\sharp$ corresponding to the disabled transitions in the skeleton net. In the case of the time con-
straints, i.e. in the conditions $I_{1}\left(t_{2}\right) \geq J_{1}\left(t_{2}\right)$ and $I_{1}\left(t_{3}\right) \geq J_{1}\left(t_{3}\right)$ in state $S_{1}$ the transitions $t_{2}$ and $t_{3}$ cannot fire. So, state $S_{1}$ can change into another state in the net $\Sigma$ only by time elapsing. For instance, the following state change is possible in the net $\Sigma: S_{1} \xrightarrow{3.7} S_{2}$, where $S_{2}=((0,1,1,0,0,0)(\sharp, 3.7,3.7, \sharp))$. We notice that the marking of the skeleton net remains unchanged, and results in a new time vector $J_{2}$ with updated time values for the transitions $t_{2}$ and $t_{3}$. The time duration 6.1 is not possible in state $S_{1}$ because the transition $t_{2}$, which, if enabled, must fire in 5 units of time. Now, both $t_{2}$ and $t_{3}$ can fire at state $S_{2}$. If $t_{2}$ fires, then we have $S_{2} \xrightarrow{t_{2}} S_{3}=((0,0,1,1,0,0)(\sharp, \sharp, 3.7, \sharp))$. Now, the time duration 1.3 is possible at state $S_{3}$ and a new state appears: $S_{3} \xrightarrow{1.3} S_{4}=((0,0,1,1,0,0)(\sharp, \sharp, 5, \sharp))$. Thus the state-transitiontimes sequence results in: $S_{0} \xrightarrow{t_{1}} S_{1} \xrightarrow{3.7} S_{2} \xrightarrow{t_{2}} S_{3} \xrightarrow{1.3} S_{4}$. The sequence $t_{1}, 3.7, t_{2}, 1.3$ is an execution sequence in the net $\Sigma$.


Figure 1. A time workflow net

## 3 Reachability graph of the time workflow net

The state space of a time workflow net is the set of all reachable states of the skeleton net, starting from $i$. Because of the markings, reachable in the net, this set is discrete, and it may be infinite. On the other hand, this set may be infinite because of the time of transitions. Thus, the set of all reachable states for a fix marking is infinite (and densely ordered) in general. Nevertheless, it is possible to pick up some "essential" states
only, so that quantitative and qualitative analysis is possible. In [10] is shown, that essential states are integer states.

Definition 3.1 The graph $R G(\Sigma, i)$ is called the reachability graph of the TWN $\Sigma$ from initial state $i$ iff its vertices are the reachable integerstates and its edges are defined by the triples $\left(S, t, S^{\prime}\right)$ and $\left(S, \tau, S^{\prime}\right)$, where $S \xrightarrow{t} S^{\prime}$ or $S \xrightarrow{\tau} S^{\prime}$, respectively.

The reachable integer-states are those states from the state space, which have clocks that are (of enabled transitions) integers only and can be reached from the initial state $S_{0}$ through any number of transition firings or time durations. The reachability graph of the time workflow net $\Sigma$ is the transition relation $\rightarrow$ restricted to its reachable integerstates. This graph is finite iff the set of the reachable markings of the time workflow net is finite. This set is finite, if the set of reachable markings of the skeleton net is finite.

Using the parametric description of transition sequence [7] minimal and maximal length of time of the execution sequence can be evaluated. The maximal and minimal length of time is an integer and it can be reached by firing in integer-states. Thus, when the TWN is bounded, a sequence with maximal/minimal length of time can be found for given source-state and sink-state.

For time workflow net above the reachability graph consists of following reachable integer-states:
$m_{0}=(1,0,0,0,0,0), J_{0}=(0, \sharp, \sharp, \sharp)^{T}, J_{0}^{*}=(10, \sharp, \sharp, \sharp)^{T}$,
$m_{1}=(0,1,1,0,0,0), J_{1}=(\sharp, 0,0, \sharp)^{T}, J_{1}^{*}=(\sharp, 2,2, \sharp)^{T}, J_{1}^{* *}=$ $(\sharp, 5,5, \sharp)^{T}$,
$m_{2}=(0,0,1,1,0,0), J_{2}=(\sharp, \sharp, 2, \sharp)^{T}, J_{2}^{*}=(\sharp, \sharp, 3, \sharp)^{T}, J_{2}^{* *}=$ $(\sharp, \sharp, 6, \sharp)^{T}$,
$m_{3}=(0,0,0,1,1,0), J_{3}=(\sharp, \sharp, \sharp, 0)^{T}, J_{3}^{*}=(\sharp, \sharp, \sharp, 4)^{T}, J_{3}^{* *}=$ $(\sharp, \sharp, \sharp, 8)^{T}$,
$m_{4}=(0,0,0,0,0,1), J_{4}=(\sharp, \sharp, \sharp, \sharp)^{T}$,
$S_{8}=\left(m_{0}, J_{0}^{*}\right), S_{9}=\left(m_{1}, J_{1}^{* *}\right), S_{10}=\left(m_{2}, J_{2}^{* *}\right), S_{11}=\left(m_{3}, J_{3}^{* *}\right)$,


Figure 2. Reachability graph

## 4 Determining BCET and WCET

Methods from graph theory may be applied to determine best-case and worst-case execution times while constructing the reachability graph.

Determining the best-case execution leads directly to the wellknown problem of the shortest path. Since reachability graph has nonnegative times only, all common shortest path algorithms are applicable, e.g. Dijkstra's algorithm or Bellman-Ford algorithm [4].

Determining worst-case execution is similar to the critical path problem, sometimes called longest path problem.

The problem can be formulated as follows:
For a given directed weighted graph $R G=(V, E)$, find the lengh $l$ of a longest path from a source vertex $v_{s}$ to a goal vertex $v_{d}$ so that $v_{d}$ is contained by most ones as a last vertex.

Actually we mean, that the length $l$ is infinite, if there exists a cycle reachable starting on $v_{s}$ before passing $v_{d}$ and, otherwise, $l$ is the sum of the weights of the longest path.

To determine worst-case execution, we propose the following algorithm $A_{1}$ :

1. Remove from the graph $R G$ all edges $\left(v_{d}, v_{j}\right)$, i.e. all edges that are directed from $v_{d}$.
2. For each edge $\left(v_{i}, v_{j}\right) \in R G$ with the weight $w_{i}$ assign a new weight $w_{i}^{-}=-w_{i}$. Edges, labeled by transitions names, obtain the weight 0 .
3. Procedure Bellman-Ford $(V, E, s)^{* *} s$ is a source node for each $v \in V(R G)$ do

$$
\begin{aligned}
& d[v] \longleftarrow \infty \\
& p[v] \longleftarrow N I L \quad * * p[v] \text { is predecessor node of } \mathrm{v} \\
& d[s] \longleftarrow 0 \\
& \text { for } i \longleftarrow 1 \text { to } n-1 \quad{ }^{* *} n=|V(R G)| \\
& \text { for each edge }(u, v) \in E(R G) \text { do } \\
& \text { if } d[u]+w(u, v)<d[v] \text { then } \\
& p[v] \longleftarrow u \\
& d[v] \longleftarrow d[u]+w(u, v) \\
& \text { for each edge }(u, v) \in E(R G) \text { do } \\
& \text { if } d[u]+w(u, v)<d[v] \text { then }{ }^{* *} \text { check for negative weight } \\
& \text { cycles } \\
& \text { return } F A L S E \\
& \text { return TRUE }
\end{aligned}
$$

If algorithm returns false, then $l$ is infinite. Otherwise, $l=-d\left(v_{d}\right)$. The complexity of this algorithm is dominated by the complexity of the Bellman-Ford algorithm, i.e. it is $O(|V| \cdot|E|)$. A correctness of $A_{1}$ is easy to be seen after the removal of all output edges from goal vertex. No path is possible, which contains goal vertex at another position than a final vertex. Obviously, the shortest path in the negative weighted graph corresponds to the longest path in the initial graph.

We computed a worst-case and a best-case execution times with the help of INA tool [11] for the example from the Figure 1. Our algorithm identified 11 states. The worst-case execution time of the service from source node $i$ to target node $o$ is 24 units of time. A maximal path is $i \Longrightarrow p_{2} \Longrightarrow p_{4} \Longrightarrow o$. The best-case execution time of service from source node $i$ to target node $o$ is 6 units of time. A minimal path is $i \Longrightarrow p_{1} \Longrightarrow p_{3} \Longrightarrow o$.

## 5 Conclusions

In this paper we presented a new approach aimed at determining bestcase and worst-case times between two states in a TWN in polynomial time and demonstrated the application of our method for a certain time workflow net.
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# Determination of inflexional group using P systems 

Svetlana Cojocaru, Elena Boian


#### Abstract

The aim of this article is to describe the process of determining the inflectional group using P systems with replications. In this process firstly the sets of endings of the same length are constructed, to which inflectional models are put into correspondence. Based on these endings the inflectional model for arbitrary word is determined.


## Introduction

Natural Language Processing (NLP) is one of the areas that requires high performance computing. In order to solve problems in this domain, it needs to operate with resources containing millions of entries, so there is a logical temptation to apply approaches based on parallelism. Such attempts have been undertaken since the '80s, and have an ample development in coming decades [1, 2].

An important direction in NLP is creation of computational linguistic resources. In [3] we presented the solution of one of the problems that contributes to resources enrichment: automatic inflection. The proposed solution was applied for the Romanian language. Thanks to this process, we received over 40 word forms for each verb, 24 new words for each adjective, etc. Our solution was based on the use of $P$ systems with replication and applied for the case when inflectional model is known a priori. As a rule, there are classification dictionaries for high inflectional languages, where these models are established. In the case of the Romanian language we use the dictionary [4], containing

[^5]the inflectional models defined for about 30,000 words. In this paper it is shown how the inflection model for an arbitrary word can be determined. Knowing this information we are able to perform automatically the inflectional process. Analogously to $[3,5]$ for illustration we will use examples from the Romanian language, but the proposed method can be applied also to other natural languages with similar inflectional mechanisms.

From the beginning we must note that in general case an algorithmic solution to this problem is not possible. The first obstacle is the determining of part of speech: there are a lot of examples of homonyms which denote different parts of speech (e.g.: abate - masculine noun (engl. abbot) and verb (engl. to divert).

Let us restrict the formulation of the problem: is it possible to ascertain inflectional model knowing the part of speech? The answer is negative in this case too.

For confirmation there is a list of examples which prove that we can not determine the inflectional model without invoking the etymological or phonetic information.

This assertion can be illustrated by analysing feminine noun masă. Following the meaning of the furniture object we form the plural mese (engl. tables) using the inflectional model with vowel alternation " $a \rightarrow e$ ". But if the meaning is mass [6], plural mase will be produced without vowel alternation. The origin of this phenomenon is etymological: the first case is of the Latin origin mensa, and the second - the French word masse) [6].

But the problem can be tackled in other mode: we can establish certain criteria that allow us to conclude in the term of word structure analysis, if it is possible to determine the inflectional model or not, and in the case of "yes", to determine which is namely the respective model. Otherwise speaking, we try to formulate the criterion under which we can say that inflectional process is performed automatically and can indicate the appropriate inflectional model.

## 1 Problem of inflectional model determination for an arbitrary word

The specific character of the investigated area (natural language) is reflected in the fact that many of the objects and concepts it operates, cannot be the subject to strict formalisation. Therefore we will try to distinguish certain classes in which this formalisation is possible.

So let the word-lemma be known in its graphical representation (i.e., the data without phonetic, etymological notes, etc.). Also let the part of speech be known, and for nouns - the gender. We divide the words into three categories: irregular, absolutely regular and partially regular.

For all parts of speech the fact of belonging to the irregular class is determined by the fact of their belonging to a set of words known a priori. To simplify the statement we exclude from the examination the set of irregular words, their presence (or absence) does not affect the generality of the algorithm. We consider absolutely regular words, to which a single inflectional model corresponds and we note by $A$ the set of their endings. We call partially regular those words, to which two or more inflectional models correspond. The set of their endings we denote by $P$. In the following we establish the criteria for belonging to these two classes (and corresponding inflectional models). The algorithm described in [7] determines these criteria in sequential mode. We propose to obtain these criteria in parallel mode using massive parallelism which is characteristic to membrane $P$ systems [8].

Inflectional group determination will be made in two steps:

- building the sets of endings of the same length, to which the inflectional models are being put into correspondence;
- determination of the inflectional group in correspondence with the built sets of endings.


## 2 Construction of sets of endings

Let $L$ be the set of all words of a language. We come from the assumption (valid for majority of natural languages) that there is a classifica-
tion dictionary $D \subseteq L$, so that to any $\omega \in D$ it puts into correspondence an inflectional model $\nu$, where $\nu$ is a positive integer. We will present dictionary $D$ as a union of words classified by parts of speech (and gender, for nouns), $D=\cup(C)_{i=1}^{5}$, where $C$ is one of the sets of words, which belong to the open classes [3] (for Romanian these are the adjectives, verbs, nouns: masculine, feminine, neuter). For each $C_{i}$ the dictionary $D$ puts into correspondence the finite set of inflectional models $N_{i}=\left\{\nu_{1}, \ldots, \nu_{n_{k}}\right\}$, such that for $\forall \omega \in C_{i}$ there is at least a $\nu \in N_{i}$. We will separately operate with each of these classes.

Let $C$ be one of these classes. The idea of algorithm to build the sets of endings is the following. For each word $\omega \in C$, to which the inflectional model $\nu_{m} \in N$ corresponds ( $N$ is the set of integers of inflectional models for words in $C$ ), there are built the endings with decreasing lengths from $|\omega|$ to 1 . The pairs $\left(\gamma_{i}, \nu_{m}\right)$ are formed, where $\gamma_{i}$ is a substring of length $i$ of the word $\omega,(1 \leq i \leq|\omega|)$. The pairs, constructed thus, are compared and filtered. The filtration process is carried out in the following way: out of each two elements $\left(\gamma_{i}, \nu_{m}\right)$, $\left(\eta_{i}, \nu_{n}\right)$, we keep only one, if $\gamma_{i}=\eta_{i}$ and $\nu_{m}=\nu_{n}$, where $\gamma_{i}$ is a substring of length $i$ of the word $|\omega|$, and $\eta_{i}$ is a substring of length $i$ of the word $\psi$ (i.e. only noncoincident pairs are kept).

If for all the pairs in which $\gamma_{i} \neq \eta_{i}$ the equality $\nu_{m}=\nu_{n}$ takes place, then the pairs $\left(\gamma_{i}, \nu_{m}\right)$ and $\left(\eta_{i}, \nu_{n}\right)$ are elements of the set $A$ of the endings corresponding to absolutely regular words.

If $\gamma_{i}=\eta_{i}$ and $\nu_{m} \neq \nu_{n}$, then the ending $\eta_{i}$ indicates a substring of the word $\psi$ partially regular from the set $P$, to which several inflectional models $\nu_{m}, \nu_{n}, \ldots$ correspond.

We denote by $L_{\max }=\max \{|\omega|\}, \omega \in C$, maximum of the length of words in $C$.

This algorithm can be realised using the following membrane system $\Pi_{1}$.

$$
\Pi_{1}=\left(O, \Sigma, \mu, R_{0}, R_{i}, A, P\right)
$$

where $i=1, \ldots, L_{\max }$,
$O$ is the alphabet of symbols, $\lambda$ is an empty element, $\lambda \in O$.
$\Sigma \subseteq O$ - Romanian alphabet,
$\mu$ - membrane structure which is defined as:
$\mu=\left[\begin{array}{llllllll}0\end{array}\left[_{A}\right]_{A}\left[\begin{array}{lllll}L_{\max } & {\left[\begin{array}{llll}L_{\max -1} & \cdots & {[1} & ]_{1} \\ \cdots\end{array}\right]_{L_{\max -1}}}\end{array}\right]_{L_{\max }} \quad\left[\begin{array}{l}P\end{array}\right]_{P}\right]_{0}$,
$R_{0}:\left\{\left(\omega, \nu_{m}\right) \rightarrow\left(\omega, \nu_{m}\right)^{1}\|\ldots\|\left(\omega, \nu_{m}\right)^{i}\|\ldots\|\left(\omega, \nu_{m}\right)^{|\omega|}, 1 \leq i \leq|\omega|\right.$,
$\omega \in C,|\omega| \leq L_{\text {max }}$,
$\left(\omega, \nu_{m}\right)^{i} \rightarrow\left(\left(\omega, \nu_{m}\right)^{i}, i n_{i}\right)$, for $\left.i=1, \ldots,|\omega|,|\omega| \leq L_{\max }\right\} ;$
$R_{i}:\left\{\left(\omega, \nu_{m}\right)^{i} \rightarrow\left(\gamma_{i}, \nu_{m}\right)\right.$, for $i=1, \ldots,|\omega|,|\omega| \leq L_{\max }$, where $\omega=$
$\omega_{l} \gamma_{i},\left|\gamma_{i}\right|=i, i=1 \ldots|\omega|$,
$\left.\left(\gamma_{i}, \nu_{m}\right) \rightarrow \lambda\right|_{\exists\left(\eta_{i}, \nu_{n}\right): \gamma_{i}=\eta_{i} \& \nu_{m}=\nu_{n}}, i=1, \ldots,|\omega|,|\omega| \leq L_{\text {max }}$,
$\psi=\psi_{l} \eta_{i},\left|\eta_{i}\right|=i, i=1 \ldots,|\psi|,|\psi| \leq L_{\text {max }}, \omega, \psi \in C$,
$\left(\gamma_{i}, \nu_{m}\right) \rightarrow\left(\gamma_{i}, \nu_{m}, \nu_{n}, \ldots\right.$,
$\left.\ldots, \nu_{n_{k}}\right)\left.\right|_{\exists\left(\eta_{i}^{1}, \nu_{n_{1}}\right),\left(\eta_{i}^{2}, \nu_{n_{2}}\right), \ldots,\left(\eta_{i}^{\left.n_{k}, \nu_{n_{k}}\right)}::_{i}=\eta_{i}^{1}=\eta_{i}^{2}=\ldots=\eta_{i}^{n_{k}} \& \nu_{m} \neq \nu_{n}\right.}$,
$i=1, \ldots,|\omega|,|\omega| \leq L_{\text {max }}, i=1 \ldots,|\psi|,|\psi| \leq L_{\text {max }}$, for $\forall k=$
$1, \ldots, j$,
$\left.\left(\gamma_{i}, \nu_{m}\right) \rightarrow\left(\left(\gamma_{i}, \nu_{m}\right)\right.$, out $\left._{A}\right)\right|_{\forall \eta_{i}: \eta_{i} \neq \gamma_{i}}, i=1, \ldots,|\omega|,|\omega| \leq L_{\max }$,
$i=1 \ldots,|\psi|,|\psi| \leq L_{\max }$,
$\left(\gamma_{i}, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right) \rightarrow$
$\left.\left(\left(\gamma_{i}, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right)\right.$, out $\left.P_{P}\right)\right|_{\exists \eta_{i}^{1}, \eta_{i}^{2}, \ldots, \eta_{i}^{n_{k}}: \eta_{i}^{1} \neq \gamma_{i} \& \eta_{i}^{2} \neq \gamma_{i} \ldots \& \eta_{i}^{n_{k}} \neq \gamma_{i}}$,
$i=1, \ldots,|\omega|,|\omega| \leq L_{\text {max }}, i=1 \ldots,|\psi|,|\psi| \leq L_{\text {max }}$, for $\forall k=$ $1, \ldots, j\}$.

The membrane $A$ contains objects of type $\left(\gamma_{i}, \nu_{m}\right)$.
The membrane $P$ contains objects of type $\left(\gamma_{i}, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right)$.
The rule $R_{0}$ indicates the replication of objects $\left(\omega, \nu_{m}\right)^{i}$ for $|\omega|$ times. Each object $\left(\omega, \nu_{m}\right)^{i}$ is transferred into the region bounded by the membrane $i(i=1, \ldots|\omega|)$.

The rule $R_{i}$ indicates the following:

- truncation of the word $\omega$ keeping the ending $\gamma_{i}$ of the length $i$,
- elimination of the pair $\left(\gamma_{i}, \nu_{m}\right)$ from the region $i$ in case if there exists the duplicate pair. When such duplicate pair does not exist, the remained object is transferred to the membrane $A$,
- in case if the same ending of length $i$ has in the capacity of pair different numbers of the inflectional models, then the object of the type $\left(\gamma_{i}, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right)$ is formed, which is transferred into the membrane $P$.

Finally in the membrane 0 two resulting membranes $A$ and $P$ are obtained containing criteria for setting inflectional models for absolutely regular and partially regular words.

## 3 Determination of the inflectional group

We will determine the inflexional group for the word $\psi \in C$.
The idea of algorithm for the inflexional group determination is the following.

The substrings $\xi_{i}(1 \leq i \leq|\psi|)$ of the endings with decreasing length from $|\psi|$ to 1 of the word $\psi$ are constructed. Initially we look for a completely regular model, comparing the ending $\xi_{i}\left(\left|\xi_{i}\right|=i\right)$ with the elements $\left(\gamma, \nu_{m}\right) \in A\left(\left|\gamma_{i}\right|=i\right)$. If $\exists \gamma_{i}=\xi_{i}$, then $\nu_{m}$ is the inflectional model number. In case if we did not find an appropriate model in $A$, we look for it in $P$. If $\exists \gamma_{i}=\xi_{i}\left(\gamma_{i}, \nu_{n_{1}}, \nu_{n_{2}}, \ldots, \nu_{n_{k}} \in P\right)$, the word $\psi$ is partially regular and it has to inflect in correspondence with the inflexional models $\nu_{n_{1}}, \nu_{n_{2}}, \ldots, \nu_{n_{k}}$. In the case when $\xi_{i} \neq \gamma_{i}$ for $\forall \gamma_{i}$ from $A$ and $P$ the inflectional model can not be determined automatically and the intervention of user (the expert in linguistics) is needed.

This algorithm will be described by the following membrane system $\Pi_{2}$.

$$
\Pi_{2}=\left(O, \Sigma, \mu, A, P, R_{0}, R_{i}, 0\right)
$$

where $i=1, \ldots, L_{\text {max }}$,
$O$ is the alphabet of symbols, including element "false" $\in \Sigma$,
$\Sigma \subseteq O$ - is the Romanian alphabet. The element "false" will signal about the case when the inflectional model is not found for the word to be inflected.
$\mu$ - membrane structure which is defined as the following:
$\mu=\left[\begin{array}{ll}0 & {[A]_{A}}\end{array}{\left.\left[\begin{array}{llllll}L_{\max } & {\left[\begin{array}{llll}L_{\max -1} & \cdots & {[1} & ]_{1} \\ \cdots & \cdots\end{array}\right]_{L_{\max -1}}}\end{array}\right]_{L_{\max }}\left[\begin{array}{l}{[P}\end{array}\right]_{P}\right]_{0},}^{0}\right.$
$A$ contains the set of pairs of type $\left(\gamma_{i}, \nu_{m}\right)$ own to absolutely regular words $\left(i=1, \ldots,|\omega|,|\omega| \leq L_{\max }, k=1, \ldots,|C|\right)$.
$P$ contains the set of elements of type $\left(\gamma_{i}, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right)$ belonging to partially regular words $\left(i=1, \ldots,|\omega|,|\omega| \leq L_{\max }, k=\right.$ $1, \ldots,|C|)$.

$$
\begin{aligned}
R_{0}: & \left\{\psi \rightarrow\left(\psi, i n_{1}\right)\|\ldots\|\left(\psi, i n_{i}\right)\|\ldots\|\left(\psi, i n_{|\psi|}\right),\right. \\
& \psi \rightarrow\left(\xi_{1}, i n_{1}\right)\|\ldots\|\left(\xi_{i}, i n_{i}\right)\|\ldots\|\left(\xi_{|\psi|}, i n_{|\psi|}\right), \text { where } \psi=\omega_{j} \xi_{i}, \\
& \left.\left|\xi_{i}\right|=i, i=1, \ldots,|\psi|\right\}, \\
R_{i}: & \left\{\left.\xi_{i} \rightarrow\left(\left(\psi, \nu_{m}\right), \text { out } t_{0}\right)\right|_{\exists\left(\gamma_{i}, \nu_{m}\right) \in A: \xi_{i}=\gamma_{i}}, i=1, \ldots|\psi|, i=1, \ldots,|\omega|,\right. \\
& |\psi| \leq L_{\max },|\omega| \leq L_{\max }, \\
& \left.\xi_{i} \rightarrow\left(\left(\psi, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right), \text { out } t_{0}\right)\right|_{\exists\left(\gamma_{i}, \nu_{m}, \nu_{n}, \ldots, \nu_{n_{k}}\right) \in P: \xi_{i}=\gamma_{i}} \\
& i=1, \ldots|\psi|, i=1, \ldots,|\omega|,|\psi|,|\omega| \leq L_{\max }, k=1, \ldots,|C|, \\
& \left.\xi_{i} \rightarrow\left((\text { false }), \text { out }_{0}\right)\right|_{\xi_{i} \neq \gamma_{i}}, \text { for } \forall\left(\gamma_{i}, \nu_{m}\right) \in A \vee\left(\gamma_{i}, \nu_{n_{1}}, \nu_{n_{2}}, \ldots, \nu_{n_{k}}\right. \\
& \in P, i=1, \ldots|\psi|, k=1, \ldots,|C|\} .
\end{aligned}
$$

The rule $R_{0}$ indicates replication for $|\psi|$ times of the endings $\xi_{i}$ $\left(\psi=\omega_{j} \xi_{i},\left|\xi_{i}\right|=i\right)$ which are transferred then to membrane $i(1 \leq i \leq$ $|\psi|)$.

The rule $R_{i}$ forms objects of type $\left(\psi, \nu_{m}\right) \in A$ or $\left(\psi, \nu_{m}, \nu_{n_{1}}, \ldots, \nu_{n_{k}}\right)$ $\in P$ by which one or more inflectional models are assigned to the word $\psi$. The formed objects are transferred to the external membrane.

The appearance of the value "false" in the region 0 means that the number of the inflectional model is not found for the word $\psi \in C$. In this case the inflectional model can not be determined automatically.

## 4 Example of using membrane systems $\Pi_{1}$ and $\Pi_{2}$

Let $D=\{($ grup,1), (grup,2), (dulap,1), (cuvânt,2), (vânt,1), (tractor,3), (muzeu, 41) \}.

Initially $A=\emptyset, P=\emptyset$ (see Fig.1).
We will take as $C$ all the words from $D$, i.e., $C=\{$ grup, dulap, cuvânt, vânt, tractor, muzeu $\}$
(in English: group, wardrobe, word, wind, tractor, museum).
$L_{\max }=7 ; N=\{1,2,3,41\}$.


Figure 1. Initial state of membrane system $\Pi_{1}$.
The Figure 2 illustrates the process of building the sets of endings of the same length of words from $C$, to which the inflectional models $N$ are being put into correspondence.

We obtained the sets $A$ and $P$ with the following components (see Fig.3):

$$
\begin{aligned}
& A=\{(\text { dulap }, 1),(u l a p, 1),(l a p, 1),(a p, 1),(c u v a ̂ n t, 2),(u v a ̂ n t, 2), \\
& \text { (tractor,3), (ractor,3), (actor,3), (ctor,3), (tor,3), (or,3), } \\
& (r, 3),(\text { тuzeu,41), (uzeu,41), (zeu,41), (eu,41), (u,41) \}. }
\end{aligned}
$$



Figure 2. Building the sets of endings of the same length for words from $C$.

$$
\begin{aligned}
& P=\{(\text { grup }, 1, \mathcal{Z}),(r u p, 1, \mathcal{Z}),(u p, 1, \mathcal{Z}),(v a ̂ n t, 1, \mathcal{Z}),(\hat{a} n t, 1, \mathcal{Z}), \\
& \text { ( } n t, 1,2),(p, 1,2),(t, 1,2)\} .
\end{aligned}
$$

The Figure 3 illustrates the process of determining the inflectional group for the word motor (in English: engine) in relation to the built sets of endings.

We obtained that the word motor will be inflected using the inflectional model 3 (Fig. 4).

## Conclusions

On the basis of the classification dictionary $D$ for each part of speech $C$ the sets $A$ and $P$ are constructed, which determine the inflexional models for absolutely and partially regular words. We mention the following.

1. In the general case we can renounce to build the respective sets for each part of speech apart, but in this way the number of partially


Figure 3. Obtaining the sets $A$ and $P$.
regular words would be increased.
2. Both systems $\Pi_{1}$ and $\Pi_{2}$ could be reduced only to the membrane 0 with two membranes $A$ and $P$ contained in it. The inner membranes $i$ were introduced in order to separate the comparing processes, which would allow us to simplify implementation of such mechanisms by a simulator.
3. The experiments, performed for a set of about 2000 base words, showed that in $97 \%$ of cases the inflectional model number can be determined using the systems described above. The $3 \%$, for which the result was marked by "false", present in most cases the irregular words.


Figure 4. Example of using the membrane system $\Pi_{2}$
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# Developing a derivatives generator 

Mircea Petic


#### Abstract

The article intends to highlight the particularities of the derivational morphology mechanisms that will help in lexical resources extension. Some computing approaches for derivational morphology are given for several languages, inclusively for Romanian. This paper deals with some preprocessing particularities, that are needed in the process of automatic generation. Then, generative mechanisms are presented in the form of derivational formal rules separately for prefixation and suffixation. The article ends with several approaches in automatic new generated words validation.
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## 1 Introduction

Romanian derivational morphology represents an important issue in Romanian lexical resources extension. To automate the process of derivation it is necessary: to establish rules that can be applied to stems in order to obtain new derivatives; to establish conditions in which these rules can be applied; if these restrictions do not guarantee the correctness of the generated words - to develop and to implement a validation mechanism.

In consideration of premises, this article pretends to highlight the particularities of the derivational morphology mechanisms that will help in lexical resources extension without any semantic information.

In order to understand the differences and similarities of the approaches used in our research, the article starts with a description
of the known methods used in derivational morphology for Romanian and other languages. Then some preprocessing particularities, that are needed in the process of automatic generation, are described, such as the issues connected with derivatives analysis and the particular features of a lexicon for derivatives generations aims, followed by the short description of the vowel and/or consonant alternation. The generative mechanisms are presented in the form of derivational formal rules separately for prefixation and suffixation. The article ends with several approaches in automatic new generated words validation.

## 2 The derivational process automatization

This section will be a brief overview of automation methods of derivation for different languages. Note that the automation of the derivation process mechanisms can help to solve other problems, such as: generation of morphological families, generation of derivatives with predictable meanings, expanding dictionaries and lexicons, informational retrieval, machine translation, etc [1]. Below, different approaches of the derivational morphology will be described for the following languages: Russian, Italian, Serbian, Arabian, French and Romanian.

Studying the automatization of the derivational process on the examples from different languages, we came to a conclusion that the obvious elements for processing in derivational morphology are vocabulary, lexicon or dictionary. Though it is not the subject of the present compartment. Beside the list of words, there is also another important moment to be discussed. There are two approaches in finding the corresponding derivatives. The first approach provides, that the derivatives are simply described in the lexicons, and being needed they are extracted with the help of some restrictions. The second approach corresponds to generative mechanisms, that form derivatives using constraint rules.

So, the first approach is used in the description of the Italian derivational morphology where generation is fulfilled only with regard to derivatives included into descriptions of all derived words in terms of finite automata. Another example is the system designed for Arabic
morphology involving two kinds of hierarchies: one for morphological forms and the other - for set of rules. In this case all stems and the corresponding information are stored in the lexicon.

The second approach is found in the description of Russian, Serbian and French languages. RUSLO (RUsskoe SLOvoobrazovanie) derivation system, works with Russian words. It can analyse both present and not present (as the jargon and neologisms and/or slang) in the dictionary words. RUSLO solved the problem of generation and analysis of derivatives for Russian language through detailed generative mechanisms of derivation [2]. In the case of Serbian language derivatives were generated in a predictable way. The derivation is considered predictable if the word changes gender (profesor $\rightarrow$ profesorka), or enhances meaning, i.e. generates diminutives (profesorčić) and augments (profesorčina), forms relational adjectives (profesorski) and possessive adjectives (profesorov) as well. The last one in fact is not the case of Romanian language. This process was called regular derivation [3].

GeDeriF is a system for French, which automatically analyses unknown in dictionary words and overgenerates derivatives. The system uses derivational rules for suffixes -able, -ité and -is (-er). These generated derivatives had been checked in Encyclopedia Universalis and terminology review Le Banc de Mots, which was drawn from a variety of sources. Besides this, they made a program that automatically checked the search engine www.yahoo.fr for each of the generated terms. Nevertheless the average of the percentage of correct words is very low [4].

One of the first applications of automatic differentiation system for Romanian language was FAVR in the Mac environment ELU which aimed to complete coverage of the inflectional morphology. Then, prefixes and suffixes were described by means of lexical or grammatical paradigms. In this scope 20 grammar categories have been used. This morphologic description was tested on more than 15.000 lexical entries [5].

## 3 Preprocessing in derivational morphology

As it was emphasized above, the lexicon plays an important role in the process of automatization of the derivational morphology. That is why some particularities concerning lexicons are given below. Another important issues in derivational morphology are the derivatives recognition. In addition the problem of vowel and/or consonant alternations is described by presenting a short picture of the type of alternations with concrete examples.

### 3.1 Lexicon for derivatives generation

Lexicon represents one of the main elements in the process of new derivatives generation. In this case the lexicon is not simply a repository for input of words with syntactic and semantic information (or lemma level), but also prefixes and suffixes are described in it [6].

Another point of view supposes that lexicons should contain not only dictionaries of simple words and their inflections, but also the dictionary of compound words, and dictionary of the finite-state transducers used to recognise unregistered words in the dictionaries [3].

Although for our purposes the best solution is the Dictionary of derivatives [7] containing only the graphical representation and constituent morphemes without any information about their part of speech, though the vast majority are nouns, verbs and adjectives. Electronic version of the dictionary [7] was obtained after it was scanned, the original input OCRized and the corrections made. This electronic version of the dictionary [7] becomes important as it is difficult to establish criteria for validation of new generated derivatives. In addition, it allows detection of derivatives with the appropriate type morphemes (prefix, root and suffix) and is an important electronic resource for research derivational morphology. Basically, the entries in the dictionary [7] are being built based on an uncertain schedule. In this scheme it is not clear where the affixes and the root are. In order to exclude the uncertainty of the electronic version of the dictionary entries, a regular expression representing the structure of derivatives was developed:

```
derivative = (+ morpheme)*.morpheme(-morpheme)*
```

where +morpheme is a prefix, .morpheme is a root and -morpheme is a suffix. An example of an entry in the lexicon is:

```
    antistatal=+anti.stat-al
reprogramabil=+re.programa-bil
```


### 3.2 Automatic derivatives recognition

The majority of the derivational rules are taking into account the consequence of letters referring to words endings or suffixes. Moreover, it is not a good thing to generate several times derivatives with the same prefix. That is why it is important to have a mechanism for derivatives recognition.

As a source for automatic derivatives recognition, a lexicon serves, containing not only graphic representation of the words, but also their part of speech. The lexicon consists of approximately 100000 of words bases, and words can have several entrances for different parts of speech. Besides the lexicon, lists of prefixes with their phonological forms and suffixes were used.

Since not all the words end (begin) with the same suffixes (prefixes), some algorithms were elaborated for enabling the automatic extraction of the derivatives from the lexicon. The elaborated algorithms took into account the fact that being $x, y \in \Sigma^{+}$, where $\Sigma^{+}$is the set of all possible roots, and if $y=x v$ then $v$ is the suffix of $y$ and if $y=u x$ then $u$ is the prefix of $y$. In this context both $y$ and $x$ must be valid words in Romanian language, and $u$ and $v$ are strings that can be affixes for Romanian language. The problem of consonant and/or vowel alternations was neglected in the case of the algorithm of derivatives extraction. This fact does not permit the exact detecting of all derivatives [8].

Being more precise, the following word formation scheme expresses the particularities of prefixation:

$$
\left[\text { prefix }[\text { stem }]_{x}\right]_{x}
$$

where $x$ represents part of speech for stem and derivative. Note that in the process of prefixation the part of speech does not change. In the process of suffixation there are cases of part of speech changing, as it is presented in the following word formation scheme:

$$
\left[[s t e m]_{x} s u f \text { fix }_{y}\right.
$$

Taking into consideration the peculiarities of the Romanian affixes and derivatives the algorithm for automatic derivatives recognition was elaborated that lately was implemented in a program written in Java programming language. This program allows us to follow at every step of the algorithm the partial results listed in the corresponding textual files.

### 3.3 Classification of affixes attachment

We examine some classes of affixes attachment. The situation is that there are more derivatives without alternations, especially in the case of the prefix derivation. The lack of vowel and/or consonant alternations in the process of derivation is observed with the following most frequent prefixes: ne-, re-, pre-, anti-, auto-, supra-, and de- [8].

There are cases when affixes do not need vowel and/or consonant alternations in the process of derivation. Below we will present some of these cases. The attachment of the affixes to the words is done by means of:

- addition of a letter to the end of the root, for example, şurub $\rightarrow$ $\hat{i n s ̧ u r u b a, ~ b o l d ~} \rightarrow \hat{i}$ mboldi, plin $\rightarrow$ împlini ;
- deleting of the final letter in the root, for example, lîn $\breve{\boldsymbol{a}} \rightarrow$ dezlîna, purpură $\rightarrow$ ìmpurpura, puşc $\breve{\boldsymbol{a}} \rightarrow$ ìmpusça;
- changing in the prefix, for example, şoca $\rightarrow \boldsymbol{d e}(s)_{\text {ş }} a \rightarrow$ dȩsoca, pat $\rightarrow$ su(b)pat $\rightarrow$ supat;
- avoiding of the double consonant, for example, spinteca $\rightarrow$ de(s)spinteca $\rightarrow$ despinteca, brat $\rightarrow$ su(b)brat $\rightarrow$ subrat;
- changing of two final letters in the root, for example, zeflemea $\rightarrow$ zeflemitor, încăpea $\rightarrow$ incăрӑtoare,
- changing of the final letter in the root, for example, alinia $\rightarrow$ aliniere, aschio $\rightarrow$ aschietor, cumpăra $\rightarrow$ cumpărător, curăăt $\boldsymbol{i} \rightarrow$ curăt̆ător, delăsa $\rightarrow$ delăsător, depune $\rightarrow$ depunător, faianţă $\rightarrow$ faianţator, fărîma $\rightarrow$ fărîmător, împinge $\rightarrow$ împingător, transcrie $\rightarrow$ transcriitor, can $\breve{a} \rightarrow$ căneală, atrage $\rightarrow$ atrăgătoare, bate $\rightarrow$ bătătoare;
- removing of the last vowel in the root, for example, răschia $\rightarrow$ răşchitor, acri $\rightarrow$ acreală, aduna $\rightarrow$ adunătoare.


### 3.4 Problem of vowel and/or consonant alternation

The problem of derivation consists not only in the detection of the derivational rules for separate affixes, but also in the examination of the concrete consonant and/or vowel alternations for the affixes. It is important that not all affixes need vowel and/or consonant alternations in the process of derivation. The vowel and/or consonant alternations are a subject for research not only in derivational morphology but also in inflectional morphology. Though there are some similarities, for example, ean $\rightarrow$ en ( moldovean - moldoveni - moldovenesc), $o \rightarrow u$ (soră - surori - surioară), oa $\rightarrow o$ (ploaie - ploi - ploiţă), $t \rightarrow t$ (bărba $t$ - bărbaţi - bărbăţie), etc. But the derivational alternations differ from those inflectional, for example: at $\rightarrow$ ăt (argat - argăţesc), ar $\rightarrow e r$, (adevăr - adeveri), $g \rightarrow s$ (împunge - împunsătură), etc.

There are no cases with consonant and/or vowel alternations in the process of derivation with suffixes. It means that there are situations when the derivation is made up with minimum number of alternations and with maximum cases of changes in the root, for example: $a \rightarrow$ ă $a \rightarrow$ ă (balsam - îmbălsăma), $a \rightarrow \breve{a} a \rightarrow \breve{a} a \rightarrow \breve{a}$ (caimacam căimăcămie) etc. Possible vowel and/or consonant alternations are so varied that it is difficult to describe them all in a chapter, but it is possible, at least, to classify them:

- removing of final vowel and changing of final consonant, for example, descreşte $\rightarrow$ descrescătoare, închide $\rightarrow$ închizătoare, increde
$\rightarrow$ increzătoare, promite $\rightarrow$ primiţătoare;
- changing of the vowels in the root, for example, cataramă $\rightarrow$ incătărăma, primăvară $\rightarrow$ desprimăvăra, rădăcin̆ $\rightarrow$ dezrădăcina, platoşă $\rightarrow$ implătoş $\boldsymbol{i}$;
- changing in the root, for example, rîde $\rightarrow$ rîzătoare, recunoaşte $\rightarrow$ recunoscătoare, roade $\rightarrow$ rozătoare, sta $\rightarrow$ stătătoare, sedea $\rightarrow$ şezătoare, vedea $\rightarrow$ văzătoare, şti $\rightarrow$ ştiutor.

On purpose of precision which affixes have alternations in the process of derivation, the digital variant of the derivatives dictionary has been studied. Some of them are illustrated in the Table 1.

Taking into consideration all these observations, it is easier to understand the derivative structure, namely the prefixes, stem and the suffixes of the derivatives. It represents a starting point for the process of automatic derivatives generation.

## 4 Derivatives generation

Besides the problem of derivatives analysis there is a wish to have the possibility to generate new derivatives, taking into account the stem and affix peculiarities. In the process of linguistic resources completion by automatic derivation appear a natural tendency to use the most frequent affixes. In reality, the most productive affixes prove to be problematic because of their irregular behaviour. That is why for the research there have been chosen those affixes that have allowed to establish simpler behaviour rules, as not to appeal to too much exceptions [9]. That is why the examples of prefixation with re-, ne-, in-/im-, and suffixation with -re, -bil, -tor, -toare, -esc/-ească, -iza are described below.

### 4.1 Automatic prefixation

The rule of derivation with the prefix $r e$ - is the following, let $\omega$ be the infinitive of the verb, then the word of the form $\omega \prime=r e \omega$ is also the infinitive of the verb, namely

Table 1. Vowel and/or consonant alternation

| Alter. vow/cons | Root/ Stem | Context of alt. vow/cons | Pref/ Suf | Word Examples |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{a} \rightarrow \mathrm{a}$ | albastru <br> arab <br> cărare <br> dalb | $\begin{gathered} \hline \text { bas - băs } \\ \text { rab - răb } \\ \text { rar- răr } \\ \text { dal - dăl } \end{gathered}$ | $\begin{gathered} \text { el } \\ \text { ească } \\ \text { uşă } \\ \text { ior } \end{gathered}$ | albăstrel arăbească cărăruşă dălbior |
| $\mathrm{a} \rightarrow \breve{\mathrm{ar}}$ | gustare | tar - tăr | ică | gustărică |
| $\mathrm{a} \rightarrow \mathrm{e}$ | iarbă | iar - ier | ăluă | ierbăluă |
| $\begin{aligned} & \mathrm{a} \rightarrow \breve{\mathrm{a}} \\ & \mathrm{a} \rightarrow \mathrm{a} \end{aligned}$ | dandana | $\begin{aligned} & \text { dan - dăn } \\ & \text { dan - dăn } \end{aligned}$ | ie | dăndănaie |
|  | balsam | $\begin{gathered} \text { bal - băl } \\ \text { sam - săm } \end{gathered}$ | $\begin{gathered} \text { îm } \\ \mathrm{a} \end{gathered}$ | îmbălsăma |
| $\begin{aligned} & \mathrm{a} \rightarrow \breve{\mathrm{a}} \\ & \mathrm{a} \rightarrow \mathrm{a} \\ & \mathrm{a} \rightarrow \breve{\mathrm{a}} \end{aligned}$ | calafat | $\begin{aligned} & \text { cal - căl } \\ & \text { laf - lăf } \\ & \text { fat - făt } \end{aligned}$ | ui | călăfătui |
| $\begin{aligned} \mathrm{a} & \rightarrow \breve{\mathrm{a}} \\ \mathrm{at} & \rightarrow \breve{\mathrm{a} t} \end{aligned}$ | Banat | $\begin{gathered} \text { ban - băn } \\ \text { nat - năţ } \end{gathered}$ | ean | bănăţean |
| $\begin{gathered} \mathrm{a} \rightarrow \mathrm{a} \\ \mathrm{t}-\mathrm{c} \end{gathered}$ | baniţă | $\begin{gathered} \text { ban - băn } \\ \text { nit, - nic } \end{gathered}$ | ioară | bănicioară |
| $\begin{aligned} & \mathrm{a} \rightarrow \mathrm{e} \\ & \mathrm{a} \rightarrow \mathrm{a} \end{aligned}$ | iatac <br> iatac | $\begin{aligned} & \text { iat - iet } \\ & \text { tac - tăc } \end{aligned}$ | el | ietăcel |
| at $\rightarrow$ iets | băiat | ăiat - ăiets | andru | băieţandru |

$$
[\omega]_{i n f} \rightarrow\left[r e[\omega]_{i n f}\right]_{i n f}
$$

In this case there are derivatives like (a) filma $\rightarrow$ (a) refilma, (a) genera $\rightarrow$ (a) regenera, etc. As in the previous case, there are no any vowel and/or consonant alternations in this case.

In this context it is observed that the root for the derivative with the prefix re- and suffix -re is the infinitive of the verb. So, let $\omega$ be the infinitive of a verb, then $\omega \prime=r e \omega r e$ is a noun, namely

$$
[\omega]_{i n f} \rightarrow\left[r e[\omega]_{i n f} r e\right]_{N n}
$$

The derivatives would be: (a) întîlni $\rightarrow$ reîntîlnire, (a) verifica $\rightarrow$ reverificare. There are no vowel and/or consonant alternations.

Another known affix, which will permit to generate many derivatives, is the prefix $n e-$. Thus, let $\omega$ be an adjective of the form $\omega \prime=\omega \beta$, where $\beta \in\{$-tor, -bil, -os, -at, -it, -ut, -ind, -ind $\}$, then the derivatives of the form $\omega^{\prime \prime}=n e \omega \beta$ are possible to generate and the resulted derivatives will be also adjectives.

$$
[\omega \beta]_{A d j} \rightarrow\left[n e[\omega \beta]_{A d j}\right]_{A d j}
$$

In this case the obtained derivatives would be: conductor $\rightarrow$ neconductor, nobil $\rightarrow$ nenobil, invidios $\rightarrow$ neinvidios, iubit $\rightarrow$ neiubit, născut $\rightarrow$ nenăscut. In the process of derivation with the prefix nethe vowel and/or consonant alternations are not observed. Though a question appears, what the endings $\beta$ represent. If in some cases it is clear that they are forms of participle or gerund, then the strings tor and bil are lexical suffixes. So an interest appears to the process of derivation with these suffixes.

The derivatives with the prefixes $i m-/ i n-$, as a rule, are adjectives, rarely nouns and verbs. The most numerous derivatives with prefix in-/im- are adjectives formed with the suffix bil, for example, incurabil, inestimabil, etc. So, being the adjectives of the form $\omega \prime=\omega b i l$, they form derivatives of the form $\omega^{\prime \prime}=\omega b i l$, where $\omega \in\{i n-, i m-\}[1]$.

Another well contoured group is that of adjectives derivated with the suffixes -ent and -ant: inaderent, incoerent, independent, etc. Similar, being the adjectives $\omega \prime=\omega \gamma$, they form derivatives $\omega^{\prime \prime}=\beta \omega \gamma$, where $\beta \in\{i n-, i m-\}$ and $\gamma \in\{-e n t,-a n t\}$. In both cases the choice of the $\beta$ depends on the first letter of the adjective $\omega$, and namely in the case when the letter is $b$ or $p$ then $\beta=i m-$, in other cases it is in-.

### 4.2 Automatic suffixation

For the suffix -re there is the following rule: let $\omega$ be the infinitive of a verb, then the word of the form $\omega \prime=\omega r e$ is a noun, namely

$$
[\omega]_{i n f} \rightarrow\left[[\omega]_{i n f} r e\right]_{N n} .
$$

This formal model can generate derivatives such as: citi $\rightarrow$ citire, mînca $\rightarrow$ mîncare, etc. In the process of derivation there are no vowel and/or consonant alternations.

That is because the suffixes -tor and -bil have been studied. Both of them have the same origin. Thus, let $\omega$ be the infinitive of the verb of the form $\omega^{\prime}=\omega \beta$, where $\beta \in\{-a, i\}$, then it is possible to form the derivatives of the form $\omega^{\prime \prime}=\omega \beta \gamma$, where $\gamma \in\{-$ tor, - bil $\}$ is adjective/noun.

This examination includes the verbal lexical simple suffix -iza, which has neologic origin and nowadays is very productive and has very strong relation with the lexical suffixes -ism and -ist. Thus, let $\omega$ be an adjective/noun of the form $\omega \boldsymbol{I}=\omega \beta \gamma$, where $\gamma \in\{-i s m,-i s t\}$, then it is possible to say about the derivatives the following:

1. if $\beta \in\{-a n,-i a n\}$, then the word of the form $\omega / \beta=\omega i z a$ is a verb;
2. of $\beta \in\{-e a n\}$, then the word of the form $\omega / e a n=\omega i z a$ is a verb, where a represents the cut out of the vowel $a$;
3. if $\beta=\mu i c$, where:

- $\mu \in\{-a t,-e t,-o t,-i f\}$, then the word of the form $\omega \prime=$ $\omega \mu i z a$ is a verb;
- $\mu \notin\{-a t,-e t,-o t,-i f\}$, then the word of the form $\omega \prime=$ $\omega \beta i z a$ is a verb;

4. if $\beta \in-u r a ̆$, then the word of the form $\omega \prime=\omega u r \breve{a} i z a$ is a verb, where $\breve{a}$ represents the cut out of the vowel $a$.

Thus, the examples of such derivatives are: alcan $\rightarrow$ alcan $i z a$, european $\rightarrow$ europeniza, dramatic $\rightarrow$ dramatiza, cosmetic $\rightarrow$ cosmet $i z a$, patriotic $\rightarrow$ patriot iza, ştiinţific $\rightarrow$ ştiinţifizza, caricatură $\rightarrow$ caricaturiza, friptură $\rightarrow$ fripturiza [1].

The word gender changing can be achieved by switching to other corresponding suffixes, for example, -tor $\rightarrow$-toare, -esc $\rightarrow$-ească, etc. Thus, it was observed that the gender changing is made with the help of suffixation, not of prefixation one. The lexicon, mentioned above, consists of suffixed derivatives only with -tor, only with -toare and with -tor and -toare at the same time. There are 148 words (nouns and/or adjectives) of the form $\omega^{\prime}=\omega t o r$, which could change into the words of the form $\omega^{\prime \prime}=\omega$ toare. Similarly, there are 42 words (nouns and/or adjectives) of the form $\omega^{\prime}=\omega$ toare which could change into the words of the form $\omega^{\prime \prime}=\omega$ tor. Nevertheless, these 190 words generated in an automatic way should be validated. First of all, words were checked on their presence in RRTLN. 122 from all generated words were present there. The remaining words were checked in the electronic documents of the Internet, and 49 of 68 derivatives have been validated. Thus $95 \%$ of generated words were valid.

The same situation is with the pair of the suffixes -esc and -ească. According to the same lexicon, it consists of 274 of derivatives with suffixes -esc, and 249 with the suffix -ească. Note, that 229 of the derivatives are suffixes both with -esc and -ească. It is natural to assume that the words (nouns and/or adjectives) of the form $\omega^{\prime}=\omega e s c$, could change into the words of the form $\omega^{\prime \prime}=\omega$ ească. Similarly, the words (nouns and/or adjectives) of the form $\omega^{\prime}=\omega$ ească could change into the words of the form $\omega^{\prime \prime}=\omega e s c$. Generating in an automatic way
those derivatives which lack in the case of gender and checking them in an automatic way in the electronic documents, it was established that with the help of RRTLN there were validated 43 words of all 65 generated words. Another 12 of 22 remaining derivatives were validated using a web application based on Google search engine opportunities. So, $84 \%$ of obtained words were validated.

## 5 Problem of derivatives validation

Automatic derivation represents an overgenerating mechanism. That is why validation of generated words is needed.

### 5.1 Models of validation

One of the methods of new word validation consists in manual verification of every new generated derivative as to correspond to semantic and morphologic rules. In the case of the proceeding is performed by a specialist in domain, the specific disadvantages of a manual work appear: considerable resources of time and the possibility to make mistakes. So, this method of validation becomes inefficient [1].

Another method of validation consists of the verification of the derivatives in the existent electronic documents.

### 5.2 Automatic validation

There are different types of electronic documents.
The first idea that appears - to validate words using existent corpora, that represent verified documents - seems to be the best solution. The condition for being the panacea in the new word validation is a representative corpus, with a big number of words from different domains. As there are no representative Romanian corpora, it is not possible to consider it a good idea.

On the other hand there are documents on Internet, that are not verified, that is why they are not credible. In order to make it more precise, the searching on the Internet should be made for the documents
typed only in Romanian language. Besides this, it is necessary that the following be assured: the possibility to exclude word segmentation; the part of speech of the derivatives [9].

This validation tool divides the generated derivatives in three categories. The first one contains words that are not found in Internet. The second consists of the derivatives that appear less than a frequency limit of $n$, in our case $n=1000$. Derivatives that are more frequent that limit $n$, are registered in the third group. This classification pretends that the words, that are listed more than frequency limit of $n$, are surely valid. Those, that are from the second group, can be valid but should be verified by specialists in linguistics. The derivatives, that are not present, could not be valid.

The idea of classification pretends to be a mixt method of validation, because needs only the manual verification for the words from the second category.

## 6 Conclusions

Generation of derivatives is not a trivial problem, because the process does not have a regular mechanism. The solution to store all derivatives of a dictionary is a reasonable one, because these derivatives still will not cover the full diversity of language, being in continuous evolution. From the other hand, the approach to generate constraint derivatives according to constraint rules for derived groups is a mechanism of overgeneration, when the validation phase excludes many wrong formed words. Well defined rules will increase the level of the correct words generation.
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