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Registration of Multimodal Medical Images

H. Costin, Cr. Rotariu

Abstract

Medical images are increasingly being used within healthcare
for diagnosis, planning treatment, guiding treatment and mon-
itoring disease progression. Within medical research (e.g. neu-
roscience research) they are used to investigate disease processes
and understand normal development and ageing. Technically,
medical imaging mainly processes missing, ambiguous, comple-
mentary, redundant and distorted data. In this paper, we pro-
pose a set of MR-CT image registration methods by using spatial
models like rigid, affine and projective transformations. The reg-
istered and fused image contains the properties and details of
both MR and CT images and can efficiently be used in clinical
medicine.

Keywords: medical MR/CT imaging, image registration,
linear transformations.

1 Introduction

Image registration (IR) is a fundamental task in computer vision used
to finding either a spatial transformation (e.g., rotation, translation,
etc.) or a correspondence (matching of similar image entities) among
two (or more) images taken under different conditions (at different
times, using different sensors, from different viewpoints, or a combina-
tion of them), with the aim of overlaying such images into a common
one.

IR methods can be classified in two groups according to the nature
of images: voxel -based IR methods (also called intensity-based), where
the whole image is considered for the registration process; and, on the
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other side, feature-based methods, which consider prominent informa-
tion extracted from the images, being a reduced subset of them. The
latter methods take advantage of the lesser amount of information man-
aged in order to overcome the problems when the images present some
looses to deal with, for example, regardless of changes in the geometry
of the images, radiometric conditions, and appearance of noise and oc-
clusion. The features correspond to geometric primitives (points, lines,
surfaces, etc.) which are invariant to the transformation to be consid-
ered between the input images. Moreover, the latter methods perform
faster than the former ones due to the reduced amount of data they
take into account, at the expense of achieving coarse results.

Likewise, IR is the process of finding the optimal spatial trans-
formation (e.g., rigid, similarity, affine, etc.) achieving the best fit-
ting/overlaying between two (or more) different images named scene
and model images (Figure 1). They both are related with the lat-
ter transformation, measured by a similarity metric function. Such
transformation estimation is interpreted into an iterative optimization
procedure in order to properly explore the search space. Two search ap-
proaches have been considered in the IR literature: (i) matching-based,
where the optimization problem is intended to look for a set of cor-
respondences of pairs of those more similar image entities in both the
scene and the model images; (ii) the transformation parameter-based,
where the strategy is to try to directly explore inside each range of the
transformation parameters. Both strategies can be used with either a
voxel-based or a feature-based approach.

2 Medical imaging

Medical imaging is a vital component of a large number of applica-
tions. Such applications occur throughout the clinical track of events,
i.e. not only within clinical diagnostic settings, but prominently so in
the area of planning, consummation, and evaluation of surgical and
radiotherapeutical procedures.

The imaging modalities employed can be divided into two global
categories: anatomical and functional. Anatomical modalities in-
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clude X-ray, CT (computed tomography), MRI (magnetic resonance
imaging), US (ultrasound), and (video) sequences obtained by various
catheter “scopes”, e.g., by laparoscopy or laryngoscopy. Some promi-
nent derivative techniques are so detached from the original modalities
that they appear under a separate name, e.g., MRA (magnetic res-
onance angiography), DSA (digital subtraction angiography, derived
from X-ray), CTA (computed tomography angiography), and Doppler
(derived from US, referring to the Doppler effect measured).

Functional modalities, i.e., depicting primarily information on the
metabolism of the underlying anatomy, include (planar) scintigra-
phy, SPECT (single photon emission computed tomography), PET
(positron emission tomography), which together make up the nuclear
medicine imaging modalities, and fMRI (functional MRI). With a little
imagination, spatially sparse techniques like, EEG (electroencephalog-
raphy), and MEG (magneto-encephalography) can also be named func-
tional imaging techniques.

Since information gained from two images acquired in the clinical
track of events is usually of a complementary nature, proper integration
of useful data obtained from the separate images is often desired. A
first step in this integration process is to bring the modalities involved
into spatial alignment, a procedure referred to as registration. After
registration, a fusion step is required for the integrated display of the
data involved.

A prominent example concerns radiotherapy treatment, where both
CT and MR can be employed. The former is needed to accurately
compute the radiation dose, while the latter is usually better suited
for precise delineation of tumor tissue. This is the main raison for our
approach – to deploy a (semi)automatic procedure for registration of
MR and CT images.

Besides multimodality registration, important application areas ex-
ist in monomodality registration. Examples include treatment verifica-
tion by comparison of pre- and post-intervention images, comparison
of ictal and inter-ictal (during and between seizures) SPECT images,
and growth monitoring, e.g., using time series of MR scans on tumors,
or X-ray time series on specific bones. Because of the high degree of
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similarity between these images, solving the registration is usually an
order of magnitude easier than in the multimodality applications.

3 The image registration problem

Different taxonomies have been established to classify the IR methods
presented so far, considering different criteria: the image acquisition
procedure, the search strategy, the type of transformation relating the
images, and so forth.

There is not a universal design for an IR method that could be
applicable to all registration tasks, since various considerations on
the particular application must be taken into account. However, IR
methods usually require the four following components (Figure 1):
two input Images, named as Scene Is = {p1, p2, ..., pn} and Model
Im = {p1, p2, ..., pm}, with pi and pj being image points; a registration
transformation f being a parametric function relating the two images;
a similarity metric function F in order to measure a qualitative value
of closeness or degree of fitting between the transformed scene image,
denoted by f ′(Is), and the model image; and an optimizer which looks
for the optimal transformation, f , inside the defined solution search
space.

Hence, the key idea of the IR process is focused on determining the
unknown parametric transformation that relates both images, by plac-
ing them in a common coordinate system bringing the points as close as
possible. Because of the uncertainty underlying such transformation,
the IR task arises as a nonlinear problem that cannot be solved by a
direct method (e.g., resolution of a simple system of linear equations).
It should be solved by means of an iterative procedure searching for
the optimal estimation of f , following a specific search space optimiza-
tion scheme aiming at minimizing the error of a given similarity metric
of resemblance. Classical local optimizers can be used for this task
although their main drawback is that they usually get trapped in a
local minima solution. The main reasons for such behavior are related
to both the nature of the problem to be tackled and the greedy/local
search features of these methods. So, the interest on the application
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of soft-computing and Artificial Intelligence in general to the IR opti-
mization process has increased in the last decade due to their global
optimization nature.

Figure 1. Image registration optimization process.

According to the nature of images, IR methods can be classified as
voxel -based (or intensity-based) and feature-based. While the former
directly operate with the whole raw images, the latter approaches intro-
duce a previous step: before the application of the registration process,
a reduced subset of the most relevant features are extracted from the
images. Since voxel-based methods can deal with a major amount of
image information, they are often considered as fine-tuning registra-
tion processes, while feature-based methods typically achieve a coarser
approximation due to the reduced data they take into account. One
important drawback of voxel-based approaches relies on the commonly
used rectangular window for the correspondence estimation. If the im-
ages are deformed by complex transformations, this type of window
will not be able to cover the same parts of the transformed scene and
model images. Moreover, if the window contains a smooth image region
without any prominent detail, it will probably be incorrectly matched
to other smooth image region in the model image. Nevertheless, the
principal disadvantage of voxel-based methods comes from situations
where there are changes in illumination during the acquisition of the
scene and the model images. In that case, the similarity metric offers
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unreliable measurements and induces the optimization process to be
trapped in local minima. With the intention of avoiding many of the
drawbacks related to voxel-based methods, the second IR approach is
based on the extraction of prominent geometric primitives (features)
from the images. The proper comparison of feature sets will be possible
using a reliable feature detector that confronts the accurate extraction
of invariant features, that is, regardless of changes in the geometry of
the images, radiometric conditions, and appearance of noise. There are
many different features that can be considered, for example, region fea-
tures, line features, and point features, among which corners are widely
used due to their invariance to the image geometry.

3.1 Transformations

We can classify IR methods according to the registration transforma-
tion model used to relate both the scene and the model images. The
first category of transformation models includes linear transformations,
which preserves the operations of vector addition and scalar multipli-
cation, being a combination of translation, rotation, global scaling, and
shear components. The most common linear transformations are rigid,
similarity, affine, projective, and curved. Linear transformations are
global in nature, thus not being able to model local deformations. The
second category of transformation models includes “elastic” or “non-
rigid” transformations. These transformations allow local warping of
image features, thus providing support for local deformations.

3.2 Similarity metric

One of the most important components of any IR method is the sim-
ilarity metric. This is considered as a function F that measures the
goodness of a given registration solution, that is, of a registration trans-
formation f . The final performance of any IR method will depend on
its accurate estimation. Each solution is evaluated by F applying such
transformation f to one of the two images, usually to the scene image
(f(Is)). Next, the degree of closeness or fitting between the transformed
scene and the model images, Ψ(·) must be determined,
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F (Is, Im, f) = Ψ(f(Is), Im). (1)

There are many approaches trying to estimate such function Ψ(·)
depending on the dimensionality (2D or 3D) and the nature of the
considered images. For example:

(a) voxel-based approach: sum of squared differences, normalized
cross-correlation (i.e., correlation coefficient or phase correlation),
and mutual information;

(b) feature-based approach: feature values-based metrics (i.e., regis-
tration based on the curvature) and distance between correspond-
ing geometric primitives.

It is useful to mention that the F function is affected by both the
discretization of images and the presence of noise, causing worse esti-
mations and favoring the IR method to get trapped in local minima.

3.3 Search space strategies

The IR process performs an iterative exploration to obtain that opti-
mal transformation f (introduced in Figure 1). So, the closer f to the
unknown global optimum, the better the fitting (measured by the sim-
ilarity metric F ) between scene and model. The optimization process
considered to obtain those solutions can be deterministic or stochastic
(either a global or a local one). Although the final registration problem
solution consists of the right values for the parameters which determine
f , we can distinguish two different strategies to solve the problem, each
of them working in a different solution space: (i) the first approach
searches in the matching space to obtain a set of correspondences of
pairs of the most similar image entities in both the scene and the model
images, from which the registration transformation is derived; and (ii)
the second directly makes a search in the space of the f parameters
guided by the F function, called transformation parameters space.

Concerning the CT — MR images registration topic, some valu-
able attempts were made in the past. Some full image content based
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methods using cross-correlation were proposed in [14], using the entire
image, where the CT grey values are remapped in a local linear fash-
ion to improve correspondence with the MR image. In [28] there are
used invasive fiducial markers, which are compared to the segmented
surface registration. Various authors used surface based registrations
in comparisons to other methods. Hemler [17] compared it to a frame
based method, and optimization of the cross-correlation of remapped
grey values. Besides the above mentioned cross-correlation methods,
other full image content based methods were proposed in [6] and used
clustering of the joint histogram to find the optimal transformation.

In recent years, the application of several well-known evolutionary
algorithms (EAs) to the IR optimization process has introduced an out-
standing interest in order to solve those problems due to their global
optimization techniques nature. The first attempts to solve IR using
evolutionary computation [4] can be found in the early eighties, when
Fitzpatrick et al. [16] proposed such approach based on a genetic al-
gorithm for the 2D case and applied it to angiographic images. Since
then, several evolutionary approaches have been proposed to solve the
IR problem [8].

4 Proposed method of MR-CT image registra-
tion using linear transformations

4.1 Spatial Transformation Models

Spatial transformation models play a central role in any medical image
registration procedure. These models impose mathematical constraints
on the types of geometric distortions that can be imposed during the
process of registration. The registration process cannot be accom-
plished without some type of spatial transformation model. A variety
of linear models can be used, ranging from rigid-body transformations
that preserve all internal angles and distances to perspective models
that distort all distances and angles while preserving colinearity. All
linear spatial transformations can be expressed using matrix notation.
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Rigid-Body Model

For medical imaging, the most constrained spatial transformation
model is the rigid-body model. This model asserts that distances and
internal angles within the images cannot be changed during registra-
tion. As the name implies, this model assumes that the object behaves
in the real world as a rigid body, susceptible to global rotations and
translations, but internally immutable. This model is well suited to
objects such as individual bones, which cannot be deformed. To a
reasonable approximation, this model is also applicable to the brain,
which is encased in bones that protect it from forces that might lead
to deformations.

Medical images often consist of voxels that differ in the realworld
distances that they represent along the x-, y-, and z-axes. For exam-
ple, it is common for the slice thickness in magnetic resonance imaging
data to be larger than the size of individual pixels within each slice.
If ignored, these anisotropics in voxel size will clearly lead to appar-
ent violations of the rigid-body model, even for solid structures that
accurately follow the rigid-body assumptions in the real world. Con-
sequently, any implementation of a rigid-body model must explicitly
correct for voxel sizes to ensure that the real-world distances and an-
gles that are being represented do not change.

Two of the parameters that specify a two-dimensional rigid-body
transformation can be viewed as translations along the primary axes,
and the third can be viewed as a pure rotation around the origin.
Although this particular parameterization is not unique, translations
along each axis and rotations around the origin will be referred to here
as elementary transformations.

If a two-dimensional point (x, y) is to be transformed by one of these
elementary transformations to some new point (x′, y′) , the following
equations describe the elementary transformations:

∣∣∣∣
x′

y′

∣∣∣∣ = A×
∣∣∣∣

x
y

∣∣∣∣ + B, where
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x′ = x + p
y′ = y + q

− Translation

x′ = x · cos(θ) + y · sin(θ)
y′ = −x · sin(θ) + y · cos(θ)

− Rotation

The MATLAB programming language provides several routines
that can be used to generate a variety of complex spatial transforma-
tions such as image projections or specialized distortions. These trans-
formations can be particularly useful when trying to register images of
the same structure taken at different times or with different modalities
(e.g., CT scans and MRI images). While MATLAB’s spatial transfor-
mations routines allow any type of transformation, only two types of
transformation are most used: affine transformations and projective
transformations. Affine transformations are defined as transformations
in which straight lines remain straight and parallel lines remain par-
allel, but rectangles may become parallelograms. These transforma-
tions include rotation, scaling, stretching, and shearing. In projective
translations, straight lines still remain straight, but parallel lines often
converge.

Affine Transformations

The MATLAB provides a procedure [29] described below for imple-
menting any affine transformation (Figure 2); however, some of these
transformations are so popular they are supported by separate routines.
These include image resizing, cropping, and rotation.

Image resizing and cropping are both techniques to change the di-
mensions of an image: the latter is interactive using the mouse and
display while the former is under program control.

To change the size of an image, the MATLAB provides the ‘imresize’
command given below.

I_resize = imresize(I, arg or [M N], method),

where I is the original image and I resize is the resized image. If the
second argument is a scalar arg, then it gives a magnification factor,
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a) b)

Figure 2. Affine Transformation: a) Before; b) After

and if it is a vector, [M N], it indicates the desired new dimensions
in vertical and horizontal pixels, M, N. If arg > 1, then the image is
increased (magnified) in size proportionally and if arg < 1, it is reduced
in size (minified). This will change image size proportionally. If the
vector [M N] is used to specify the output size, image proportions can
be modified: the image can be stretched or compressed along a given
dimension. The argument method specifies the type of interpolation to
be used and can be either ‘nearest ’, ‘bilinear ’, or ‘bicubic’, referring to
the three interpolation methods described above. The nearest neighbor
is the default. If image size is reduced, then imresize automatically
applies an anti-aliasing, lowpass filter.

Image cropping is an interactive command:

I_resize = imcrop;

The imcrop routine waits for the user to draw an on-screen cropping
rectangle using the mouse. The current image is resized to include only
the image within the rectangle.

Image rotation is straightforward using the imrotate command:

I_rotate = imrotate(I, deg, method, bbox),

where I is the input image, I rotate is the rotated image, deg is the
degrees of rotation (counterclockwise if positive, and clockwise if neg-
ative), and method describes the interpolation method as in imresize.
The nearest neighbour method is the default even though the other
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methods are preferred except for indexed images. After rotation, the
image will not, in general, fit into the same rectangular boundary as
the original image. In this situation, the rotated image can be cropped
to fit within the original boundaries or the image size can be increased
to fit the rotated image. Specifying the bbox argument as ‘crop’ will
produce a cropped image having the dimensions of the original image,
while setting bbox to ‘loose’ will produce a larger image that contains
the entire original, unrotated, image. The loose option is the default.
In either case, additional pixels will be required to fit the rotated image
into a rectangular space (except for orthogonal rotations), and imro-
tate pads these with zeros producing a black background to the rotated
image.

General Affine Transformations

In the MATLAB Image Processing Toolbox, both affine and pro-
jective spatial transformations are defined by a Tform structure which
is constructed using one of two routines: the routine maketform uses
parameters supplied by the user to construct the transformation while
cp2tform uses control points, or landmarks, placed on different images
to generate the transformation. Both routines are very flexible and
powerful, but that also means they are quite involved.

The basic calling structure used to implement the spatial transfor-
mation is:

B=imtransform(A,Tform,‘Param1’,value1,‘Param2’,value2,...);

where A and B are the input and output arrays, respectively, and Tform
provides the transformation specifications as generated by maketform
or cp2tform. The additional arguments are optional. The optional
parameters are specified as paired arguments: a string containing the
name of the optional parameter followed by the value. These param-
eters can specify the pixels used from the input image (the default is
the entire image), permit change in pixel size, specify how to fill any
extra background pixels generated by the transformation, and specify
the size and range of the output array.
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To specify output image range and size, parameters ‘XData’ and
‘YData’ are followed by a two-variable vector that gives the x or y
coordinates of the first and last elements of the output array, B. To
keep the size and range in the output image the same as the input
image, simply specify the horizontal and vertical size of the input array,
i.e.:

[M N] = size(A);
...
B = imtransform(A, Tform, ‘Xdata’, [1 N], ‘Ydata’, [1 M]);

As with the transform specification routines, imtransform uses the
spatial coordinate system. The routine maketform can be used to gen-
erate the spatial transformation descriptor, Tform. There are two alter-
native approaches to specify the transformation, but the most straight-
forward uses simple geometrical objects to define the transformation.
The calling structure is:

Tform = maketform(‘type’, U, X);

where ‘type’ defines the type of transformation and U and X are vectors
that define the specific transformation by defining the input (U) and
output (X) geometries.

While maketform supports a variety of transformation types, in-
cluding custom, user-defined types, affine and projective transforma-
tions.

Only three points are required to define an affine transformation, so,
for this transformation type, U and X define corresponding vertices of
input and output triangles. Specifically, U and X are 3 by 2 matrices
where each 2-column row defines a corresponding vertex that maps
input to output geometry.

Projective Transformations

In projective transformations (Figure 3), straight lines remain
straight but parallel lines may converge. Projective transformations
can be used to give objects perspective.

Projective transformations require four points for definition; hence,
the defining geometrical objects are quadrilaterals.
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a) b)

Figure 3. Projective transformation: a) before; b) after

4.2 Medical Image Registration

As presented, this procedure has become increasingly important in
medical imaging as it is used for merging images acquired using dif-
ferent modalities or for comparing images taken of the same structure
at different points in time or having different resolutions. To achieve
the best alignment, it may be necessary to transform the images using
any or all of the transformations described previously. Image registra-
tion can be quite challenging even when the images are identical or
very similar (as will be the case in the examples and problems given
here).

The difficulty in accurately aligning images that are only moder-
ately similar presents a significant challenge to image registration algo-
rithms, so the task is often aided by a human intervention or the use of
embedded markers for reference. So, the approaches to medical image
registration can be divided into two broad categories: unassisted im-
age registration, where the algorithm generates the alignment without
user intervention, and interactive registration, where a user aids the
registration process.

4.3 Interactive Image Registration

Several strategies may be used to guide the registration process. In the
following example, registration will depend on reference marks pro-
vided by a user. Interactive image registration is well supported by the
MATLAB Image Processing Toolbox and includes a graphically based
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program, cpselect, that automates the process of establishing corre-
sponding reference marks. Under this procedure, the user interactively
identifies a number of corresponding features in the reference and in-
put image, and a transform is constructed from these pairs of reference
points. The program must specify the type of transformation to be per-
formed (affine, projective, etc.), and the minimum number of reference
pairs required will depend on the type of transformation. The num-
ber of reference pairs required is the same as the number of variables
needed to define a transformation: an affine transformation will require
a minimum of three reference points while a projective transformation
requires four points.

Other transformations require only two pairs, while other more
complex transformations may require six or more point pairs. In most
cases, the alignment is improved if more than the minimal number of
point pairs is given.

In the Figure 4 and Figure 5 an alignment requiring the two trans-
formations is presented. It uses the routine cp2tform to produce a
transformation in Tform format, based on point pairs obtained inter-
actively. The cp2tform routine has a large number of options, but the
basic calling structure is:

Tform = cp2tform(input_points, base_points, ‘type’);

where input points is a (m x 2) matrix consisting of x, y coordinates of
the reference points in the input image; base points is a matrix contain-
ing the same information for the reference image. This routine assumes
that the points are entered in the same order, i.e., that corresponding
rows in the two vectors describe corresponding points. The type vari-
able is the same as in maketform and specifies the type of transform
(‘affine’, ‘projective’, etc.).

5 Validation of Registration Accuracy

From the user’s perspective, accuracy is one of the most important
properties of a registration method. In a research setting, relative ac-
curacy may be a basis for selecting one method over another, and in
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Figure 4. The use of MATLAB cp2tform routine

a) b)
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c) d)

e) f)

Figure 5. The image registration: a) Base image (CT); b) Unreg-
istered image (MR); c) Registered image with affine transformation
and 3 points; d) Registered image with projective transformation and
4 points; e) Registered image with projective transformation and 6
points; f) Registered image with projective transformation and 8 points
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a clinical context, knowledge of absolute accuracy may be needed to
make appropriate decisions. If a particular structure is of special inter-
est, the accuracy at this particular location, as distinct from all other
locations, may need to be established. To the extent that accuracy
has substantial regional variations, methods used to report accuracy
need to reflect these variations. Validation of registration accuracy is
generally not an easy task, because the true answers (i.e., a set of gold
standard answers that can serve as a basis for measuring accuracy) are
generally not available. Even when estimated gold standards are avail-
able, it often turns out that uncertainty in the gold standards them-
selves limits the ability to assess true accuracy. In this case, strategies
that at least put limits on the true accuracy are informative. Many
different validation methods have been reported in the literature, and
in most cases it is difficult to compare the accuracy claimed for one
method with the accuracy claimed for another because of methodolog-
ical incompatibilities.

5.1 Validation by Visual Inspection

One of the quickest validation methods to implement is simple visual
inspection of the results. Although this may seem like an informal and
potentially unreliable approach, it is possible that visual inspection
to detect 2-millimeter misregistrations of brain MRI images to brain
CT images quite reliably. Misregistration can be accurately identified
even when one of the images is a low-resolution PET image. Whereas
learning to recognize misregistration of dissimilar images requires some
experience and effort, recognition of errors in similar images is fairly
trivial. In general, if the images look misregistered, they probably are
misregistered, and visual inspection should be used as a routine ongoing
validation approach at every opportunity.

5.2 Estimation of registration accuracy

Residual registration errors after registration can also be estimated by
measuring the coordinate differences along the x and y axes between
a set of well-defined landmarks on CT and MR. The lateral, anterior,
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and posterior boundaries of the skull are well recognized on CT and
MR and can be used as landmarks for estimating x and y coordinate
differences.

6 Conclusions

The primary advantage of MR-CT registration and fusion technology
is the ability to correlate findings from two complementary imaging
modalities in a comprehensive way. As useful application, in radiother-
apy treatment, the CT is needed to accurately compute the radiation
dose, while the MR is usually better suited for a precise delineation of
tumor tissue, a crucial task taking into account the big radiation doses
used in general.

Our study shows that the accuracy obtained by image registration
with spatial and global methods is well suited for image-guided radio-
therapy. Of course, we have to extend our study to more images, both
MR and CT-type.
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Abstract

Specific features of decision support systems in ultrasound di-
agnostics are considered, compared with decision support systems
in other domains. Main characteristics of the system SonaRes are
brought out.

1 Introduction: solutions, decision support
systems

Solution is a result of conscientious activity intended to select one vari-
ant of actions from several possible ones. As well as human behaviour,
the solutions are determined not only by logical reasoning, but inspi-
ration, imagination and creativity too, and even by emotional state.
Thus, no one pure information technology can replace the human in
decision making. But all the same, each person, which makes responsi-
ble decisions, needs informational tools, which not only give necessary
information, perform some routine and laborious operations over it,
but also help to better understand his tasks, to put in order his prior-
ities, and offer some acceptable alternatives. Such systems are being
developed intensively during last 30 years for different activity domains
under general title - Decision Support Systems.

Under a decision support system (DSS) we will understand a class
of adaptive and evolutionary information systems oriented to person
[1], in which information technologies of general use are integrated, as
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well as the specific ones, aimed at extending the limits and overcoming
the restrictions of the system user in a sufficiently large number of
actions in the process of solving the trivial tasks.

Any tool designed to facilitate the individual to carry out his work,
in the first place must be adapted to his usual style of work (this is less
applicable to the methods). The specialist’s methods and working style
are usually formed by degree of training and the environment in which
he operates. But we do not exclude any solitary special instances for
which this assertion is not indisputable.

In this sense, the design of DSS for a specific group of special-
ists saves the developers from too much diversity in the technological
methods and interfaces. Yet, taking into consideration style, habits,
and especially the specificity of knowledge, ability to make original de-
cisions of individual decision maker imposes special conditions on the
developers of DSS, especially when designing the system interface.

The destination of DSS is to introduce into the practice of the work
of a decision maker a certain subset of adequate actions including:

• receiving queries from the user and their comprehension (under-
standing);

• processing elements of knowledge available in the DSS (updat-
ing, maintenance, accumulation, removal), in accordance with
the needs of decision maker;

• issuing messages in user-friendly format.

User requests to the DSS on the knowledge that he needs – to
make a decision (assessment of the possible user action, explanation of
the previous system response, opinion about the action made by the
user) as well as a command – on the acceptance and preservation of
information transmitted by the user from other sources.

Processing of information and knowledge of DSS can be initiated
on command from the user or by the system in connection with the
internal processes required for updating and accumulation of knowledge
and information.

Issuing messages to the user or other subsystems consists of:
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• responses to user queries (issuance of the requested information,
the request for additional explanation, if the user’s query was not
understood by the system, etc.);

• proactive communications (unsolicited by the user), in the cases
of ascertaining by the system the actions unachievable in the
given conditions, of revealing new information that has not been
accounted by the user.

It is known that in a knowledge base a certain structured model of
the problem domain is put, which, as any model, does not fully reflect
its peculiarities and regularities, but only those which a knowledge
engineer managed to ”extract” from an expert.

The knowledge engineer often faces a situation when knowledge
of different experts are uncoordinated and even contradictory. Such
situations occur the more frequently the less formalised and structured
is the domain.

The degree of confidence in the DSS varied over time from its com-
plete rejection, when ad too optimistic expectations were not justified,
to the understanding that the abilities of information systems have their
limitations and that the role of DSS is not to replace the user, but to
help him in gaining a deeper understanding of the problem essence, in
regulation of his preferences, in evaluation of possible consequences of
the adoption or rejection of concrete solution variant. That is to say,
the DSS offers a variant of solution, that the decision maker can accept
or not, depending on if it satisfies him and the system arguments (an
explanation of why just this variant was proposed rather than another)
are convincing.

V. Briefs [2] believed that automation is a big danger for human
creativity, since users of information systems, because of the habit to
get ready results, lose the ability to deeply understand their problems.
G. Johannsen [3] also asserts that the decision maker, using a DSS, may
lose skills and even take the wrong decisions in unusual circumstances.

There is another possible reason for the objections of leading ex-
perts against the use of DSS. The DSS, having in its base the em-
bedded knowledge from leading experts, relegate them to the average
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level, which can be reached by the less experienced staff when working
with the system. On the other hand some of the decision makers have
the opinion that computers help only in calculations and information
storage.

In connection with the above, the question arises of the extent to
which DSS corresponds the specific needs of the decision maker to
solve his problems in a particular area or for a wider range of tasks of
decision-making.

Experience in the application found that the DSS success depends
not only on technological solutions, but also on how your system meets
the knowledge, abilities and habitual actions of the decision maker.

Note that one must distinguish between DSS intended for individual
decisions and for taking cooperative and group decisions. In this article
we will consider only the first ones.

Depending on type of support one must distinguish between sys-
tems of passive support (search for necessary information, simple cal-
culations), traditional support (evaluation of alternatives proposed by
the decision maker when answering the question ”What if ...?”), nor-
mative support (the system with the help of optimization models gives
a solution in conditions of a task when answering the question ”How
to ...?”), cooperative support (system stimulates the decision maker to
add, improve, modify the proposed in the automatic mode solutions),
and extended support (the system should influence the way to deal with
the problem, providing the decision maker a priority to choose the way
simultaneously stimulating new approaches to the solution. At the
same time, the decision maker delegates additional functions for the
system).

By technological ”filling” and orientation one must distinguish be-
tween DSS oriented to data, models, knowledge, documents, commu-
nication component. Naturally an ordinary decision maker is difficult
to understand this diversity. The incredible thing is known, which is
being adduced by Prof. D. Pospelov. In one Moscow institute young
staff put up a poster ”Let’s give the customer not what he asks for,
but what he needs”.

Sprague and Carlson [4] suggested an approach ROMC (Represen-
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tations, Operations, Memory aids, Controls) according to which the
user perceives the DSS. At the same time, this approach helps the
decision maker to orientate himself in his demands to the DSS by:
Representations:

- general: lists, diagrams, organigrams, formulas;

- specific: decision trees, scenarios;

Operations:

- at informing phase: collection, validation, data aggregation, sit-
uation diagnostics;

- at design phase: alternatives generation, model parameters set-
ting;

- at implementation and evaluation phase: issue of work orders,
transfer of progress reports;

Memory aids:

- data bases, images, libraries, filters;

Controls:

- explanations, helps, errors indication;

- personalization and construction of user procedures;

- dialogue mechanisms: menu, languages of intercourse.

Using DSS in his activities, the decision maker can improve his skills
in decision-making, mastering new ways of working, using new, deeper
knowledge, which is included in the knowledge base, and received from
the more experienced specialists. This creates prerequisites for better
decisions and, consequently, may increase the confidence in science-
based decisions.

Support provided by the DSS is objective and unbiased, it is not
subjected to the influence of the decision maker interest or lack of
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knowledge. As an artificial object, the DSS does not have the imagi-
nation, creativity and not exposed to subjectivism and conservatism.
Therefore, any DSS will be ”successful” if it is deeply thought out at
the design and implementation, if the knowledge base includes modern
validated and tested knowledge, if, when needed knowledge processing,
the successful algorithms are used and user-friendly and ergonomic in-
terface is implemented that takes into account the user working style.

The first fundamental works in the field of DSS has not yet assumed
a very close conceptual chumming up with technologies of artificial
intelligence (AI), but in 90’s of the last century, an undoubted priority
of AI in solving the problems, for which there is no other effective
methods, was noted [5, 6].

Filip, F.G., Br̆bat, B., noted in [8] that the AI methods have some
(from average up to significant) application in goals setting and tasks
classifications, and also are applicable to establish possible alternatives,
especially by experienced users.

In expert systems there is implemented the possibility of ”intro-
spection” in terms of knowledge completeness and correctness, search-
ing for connections between them, the possibility of replenishment at
the expense of logical procedures.

Expert systems as a basic information technology based on the
AI have a similar architecture (the knowledge base, inference engine,
interface) with the classical concept of Bonczek, Holsapple, Winston
(BHW) for DSS [9].

Decision support systems in medicine were the first who have been
in the history of development of AI. Originally conceived as systems for
medical diagnostics, they further covered aspects of management, heal-
ing process monitoring, administration, and naturally, the diagnostics
as well.

2 Clinical Decision Support Systems (CDSS)

Development of decision support systems in medicine began with pas-
sive support, that is search for necessary information and implemen-
tation of some simple calculations, then gradually passing to a coop-
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erative and even extended support, when the system encourages the
decision maker to improve the proposed by CDSS solutions, influences
the way to deal with the problem, giving him priority in selection.

Out of the many definitions of CDSS, we will follow the one placed
in www.openclinical.org by Dr. Robert Hayward: ”Clinical Decision
Support systems link health observations with health knowledge to
influence health choices by clinicians for improved health care”.

In [16] the CDSS are classified as:

- Administrative CDSS, which provide support for clinical docu-
mentation, procedures authorization, prescriptions, recommen-
dations for address to specific specialists.

- CDSS of Management of complex aspects in clinical activi-
ties, that provide support for the protocols of investigation and
chemotherapy, support of referrals to physicians, monitoring the
implementation of prescriptions and price control, that monitor
the orders for medications, prevent duplication of analyses, ex-
clude the non-obligatory ones.

- CDSS of support for decisions in clinical diagnostics and for
maintaining the treatment plan, to stimulate advanced practice.

In this classification the problems of solutions for maintaining the
treatment plan and stimulating the advanced practice, that hardly dif-
fer from the problems of diagnostics, are combined, in our opinion,
somewhat arbitrarily. Also in the definition given in Wikipedia ”Clin-
ical (or Diagnostic) Decision Support Systems (CDSS) are interactive
computer programs, which are designed to assist physicians and other
health professionals with decision making tasks”, no distinction is made
between diagnostic and other types of CDSS.

CDSS realizing assistance to manager in carrying out his decisions
on administration and management are close enough to traditional and
other areas of activities.

Diagnostic decision support systems are fundamentally different
from the systems intended for management and administration by the
structure and methods of solving problems as well. One can see this
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especially well from the review of strategies used by early CDSS, Short-
liffe, Buchanan and Feigenbaum [14] which distinguish the following
classes:

• clinical algorithms,

• clinical databanks that include analytical functions,

• mathematical pathophysiological models,

• pattern recognition systems,

• Bayesian statistical systems,

• decision-analytical systems,

• symbolic reasoning (sometimes called expert systems).

Being not all-embracing, the review describes some of the early
efforts that led to many classes of today’s diagnostic systems. Current
status of development projects and application as well as the already
established terminology in the field of CDSS and diagnostic systems is
given in [23].

3 Diagnostic Decision Support Systems
(DDSS)

DDSS at early stages were perceived by doctors rather simplistically
as: ”a machine algorithm that supports the clinician in one or more
components of the diagnostic process” [13] or as ”a process of defini-
tion in the process of investigation of nature and circumstances of the
disease formation” [12].

Establishing the diagnosis – is a process preceding the suggestion of
therapeutic or surgical treatment. Diagnosis – is a process consisting of
separate steps. These steps begin with establishing the certain facts in
the process of examination and lead to the inference that the obtained
facts correspond to some conclusion or begin with some preliminary
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diagnosis achieving the conformity of the set of objective facts of the
patient state to confirm the presumptive diagnosis or reject it, if the
facts do not correspond to or contradict the assumption. Even if the
start and end points of the process may be identical, the steps followed
by two doctors could differ very much, and at the same time, the di-
agnostician can take various steps in two almost identical cases. Since
the investigation is a creative process based on knowledge, experience
and creativity of the doctor, different people may face the problems in
valuation of the same patient. Diagnosis as an interpretation of the
results of a number of observations, is potentially recursive and essen-
tially defined by consistently complicating classes of diagnostic tools.

In general, DDSS do not generate a single conclusion (diagnosis),
and usually suggests several ones, based both on patient data, and on
the knowledge embodied in the base, which does not contradict the
observed facts and the relationships that exist between them. Because
the doctor knows more about the inspected patient, and at the base the
general knowledge tested on many patients are embodied, he must make
the choice and leave the conclusion adequate to the state of specific
patient.

It was considered that the aim of the early systems is to provide the
user with information on his ”questions”, while the user was seen as
a ”filter” actively interacting with the system, rejecting the erroneous
and useless information. This focus on user interaction with the system
was important for determination of the ways of systems application.

Among the functions of decision-support systems in medicine
E.Coiera in ”The Guide to Health Informatics” [17] noted:

• Automatic provision of expert with relevant opinions, recommen-
dations based on the updated sources, proceeding from the most
competent knowledge and experience of specialists;

• Reducing qualitative variations in patient medical service;

• Support for education and improvement of physicians’ qualifica-
tions;

• Providing immediate feedback to the patient;
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• In the case of an integrated system – help in organizing the pro-
cess to support medical history, diagnoses, treatment;

• Research support;

• Providing clinical information at any time and anywhere there is
a necessity.

Kawamoto et al [11] studied the success factors for decision-support
systems in medicine and consider that the four of them are basic for
successful implementation of CDSS:

• automatic reminders/alerts are foreseen in the process of work;

• explanations of the issued decision (diagnosis) are foreseen;

• unacceptable recommendations are not generated;

• process is completely computerized.

As we see, on the whole, findings relate to diagnostic decision sup-
port systems, although the authors attributed them to all clinical med-
ical systems.

In the structure of the majority of DDSS, one can pick out three
components: knowledge base, the inference or reasoning engine, and
tools to communicate with the user (interface), that is fully consistent
with the concept of BHW, put forward by Bonczek, Holsapple and
Winston [9].

Knowledge base of decision support system contains information
about diseases and their symptoms. Knowledge base consists of the
accumulated information, which is often but not always, in the form of
rules ”if – then”. Forsythe, Osheroff and colleagues [10] pick out three
components of information required in the examination process, which
should be provided by DDSS:

(1) information which currently satisfies the needs (relevant for this
investigation information known to clinician);
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(2) realised information needs (information recognised by the clini-
cian as important for the examination, but is not yet known to
him);

(3) unrealised needs for information (information that is important
for this examination, but not realised by the clinician as being
important).

The process of knowledge acquisition is the key to the design of any
DSS, including the DDSS. Practice of the development projects requires
a good structuring of the problem domain. As a rule, knowledge is
represented by a rigid scheme in a tree or a semantic network.

Mechanism of logical inference contains formulas which combine
rules or associations in the knowledge base with actual patient data.
The mechanism of logical inference reflects conformity of the patient’s
symptoms with presumed pathologies or diseases, and offers the physi-
cian via interface to consider a possible conclusion.

Mechanism of communication is a way to enter data about the pa-
tient into the system and obtain by the user the inference of the system
via interface, for taking a decision. In some autonomous systems, data
about the patient should be entered directly by the user.

DDSS gives the clinician recommendation on the request or draws
his attention to the special cases (cases of alerts), automatically.

Luger and Stubblefield [15] identify five ”defects” common to the
technology of expert systems that put private problems associated
with judgements in areas such as medicine. They are inherent in all
knowledge-based DDSS with the knowledge base and inference or rea-
soning engine and summarised below:

• Lack of ”deep” (causal) knowledge of the area (that is, systems
do not sufficiently understand the physiology);

• Lack of reliability and flexibility. Systems, when faced with the
problem not contained in their knowledge base, can not:

- solve the problem,

- recognize that it is not able to solve the problem,
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- develop a strategy for further actions;

• Failure to provide profound explanations;

• Difficulties in conclusions control;

• Inability of systems to learn from the application experience.

4 Decision Support Systems in ultrasound di-
agnostics. Sonares.

Ultrasound investigation to diagnose is an effective and widespread pro-
cedure. Nevertheless, its use does not always come up to expectations,
encountering some difficulties associated with dependence on the oper-
ator, which affects the quality of the obtained images, the way of their
description and interpretation, as well as the method of interpreting
the description of another specialist.

It should be stressed that consecutive losses of the information accu-
racy are inherent to the process of ultrasound examination. An analog
signal transmitted by the probe is converted into a digital one and used
to construct an image that (quite subjectively, depending on qualifica-
tions and experience) is interpreted by the operator. To overcome these
shortcomings the information systems are being developed [21,22,26],
whose purpose is to reduce the influence of subjective factors by assist-
ing in the examination process.

These systems can be used as a second opinion, helping the
physician-echographist in obtaining higher-quality images, in the pro-
cess of interpretation of the obtained images, in the formulation of
conclusions.

From the functional point of view one can distinguish:

• Systems attending the ultrasound apparatus (such as Integrated
Cath Lab – the company Philips, SonoFly 3000 – Ukraine);

• Functionally separated (Siemens platform, SonoConsult, etc.).
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From the conceptual point of view the DSS in ultrasound diagnos-
tics are divided into two categories:

• Based on the analysis and classification of images;

• Based on the knowledge representation by rules.

Analysis of opportunities of a number of DDSS for ultrasonographic
examination and their application experience became starting point to
develop the system SonaRes [24].

The system SonaRes is designed to assist the doctor-diagnostician
in the examination process of the abdominal zone – a particularly dif-
ficult both because of the large number of organs, and because of the
need to take into account the interaction between them.

The system SonaRes operates the knowledge represented both by
rules and by images, and has an integrated database, inhomogeneous
elements of which are decision rules, original and processed images with
annotations, etc.

Study of existing diagnostic systems permitted to identify the func-
tions that they should have, but do not possess completely. Therefore,
to be more useful, the system SonaRes is equipped with:

• Expert workplace with an interactive interface that supports the
process of knowledge extracting;

• User workplace with intelligent interface;

• Examination reports generator;

• Tools to explain the conclusions;

• Ability to replenish the knowledge base on the basis of precedents
that have occurred in the process of using the system and tested
by experts;

• Ability to take the interaction between organs into consideration;

• Tools for image processing;
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• Ability to use the system in training.

Main components of the system SonaRes are:

• Module of knowledge acquisiton and validation;

• Integrated base (of knowledge, images, annotations, examination
reports) and tools for its management;

• Module of image processing and algorithms for fast search of the
similar images;

• Tools for examination process support;

• Generator for examination reports.

Here is a brief overview of the SonaRes components.
The first module – knowledge acquisiton and validation – is designed

to support and communicate effectively with experts in the develop-
ment of a knowledge base. It is created by the principle of expert shell.
The main stages of development are: problem identification, knowledge
acquisiton, structuring, formalization and the direct implementation of
expert system.

The experts experience and specialist literature served as the main
sources of knowledge.

In order to work out the methodology and technology, that can be
extended to the entire abdominal zone, the gallbladder and pancreas
were taken. Necessary knowledge for the examinations of these organs
were obtained from medical experts who have extensive experience in
ultrasound diagnostics, and namely:

• Structured information about organs localization, including me-
thod of visualization of typical areas (also called zones of inter-
est), objective conditions for visualization, considerations about
possible non-vizualization, objective conditions of visualization
complicating;

• Main characteristics of organs descriptions (number, size or vol-
ume, shape, contour, etc.);
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• Structured information about pathologies and anomalies, each of
them being determined from the characteristics modifications of
organ (anomalies of shape, size, quantity, etc.);

The knowledge obtained from the experts is stored in the knowledge
base and presented in a hierarchical tree. Initially, this structure was
also the basis of some other components of the system SonaRes, which
are also based on tree structure: interface for examination, validation
of rules. Rules have been checked by the validation tool which has an
interface that allows one to imitate the process of examination, save
and restore sessions.

Doctor (user of SonaRes like of any other system) has its own habits
in the examination, his way of thinking, specific knowledge and expe-
rience that usually do not meet the strict tree-like structure.

In the process of checking the functioning of the system there had
revealed a need and was offered a complementary alternative matrix
form of representation of the knowledge base, which permitted to elim-
inate some ”discomforts” at the interaction of interface with the knowl-
edge base in terms of technology, to make the interface more and more
common for everyday practice of the diagnostician, to accelerate the
process of routine examination (at that, do not excluding the possibility
of detailed organ examination).

A number of contradictory demands was taken into account in the
development of the second component – a unified base of data, images,
annotations, examination reports. Since the examination is conducted
in real time, sometimes, especially in emergency situations, response
time is the critical value. On the other hand, some information from
the database, namely, personal data of the patient, must be reliably
protected. And, finally, being designed for widespread use, the system
can not be focused on the most powerful and modern equipment, but
must ensure the reliability, performance and security features, even in
cases when the system operates at the computer with limited resources.
The unified base is independent of the platform, provides easy exchange
of data and is multilingual. For the beginning, Romanian and English
languages are taken.
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The third component performs image processing (preprocessing),
the search of similar images.

Besides the advantages, the method of ultrasound examination has
serious shortcomings – the noise, poor contrast are inherent to ultra-
sound images, they suffer from changes in lighting and from appearance
of shadows hindering the identification of regions of interest. Thus, for
the beginner in ultrasound examination, or even for a doctor with a
lack of experience it is difficult to identify the organ pathology, basing
on only one image. In addition, getting a ”qualitative” organ image is
directly dependent on the experience of a doctor. Developing a system
for both experienced and inexperienced ecographists, we considered
that the main purpose is the quick search for images similar to that
obtained in the examination process.

First, all the images from the database are classified (clusterisation
I), depending on the diagnosis of organ – if there is some pathology or
a description of the organ normal state. The organ diagnosis is based
on the qualitative and quantitative values of the descriptors – charac-
teristics of the organ, which are defined by a doctor-ecographist in the
examination process. One of the important tasks, as already noted,
is to find those images that are ”close” to the being examined image.
Further clusterisation (clusterisation II) is carried out depending on
the images statistics. It is necessary to identify regions of interest for
calculating the difference between the investigated image and images
from the database.

Therefore, some statistical descriptors (eg, histogram, mean and
standard deviation of the intensity of the image, the average standard
deviation of the intensity of the zone) were calculated for each image.
The advantage of these statistical descriptors, compared to the men-
tioned above, is that they are independent from the experience of the
doctor and refer to a particular image.

For images included into the database the hierarchical structure
of quantitative descriptors is built, which is used for quick search for
images similar to the being examined one.

The last task – one of the most difficult.
Tools to support the examination process, included into the fourth
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component, permit to select one of the main ways of examination,
which correspond to the doctors usual methods of work:

• step by step, i.e. studying the obtained image, the physician se-
lects the attributes from a list and fixes their values. Depending
on the values of selected attributes, one or more conclusions are
proposed which correspond to the rules from knowledge base,
that satisfy the obtained values. The conclusion may be accom-
panied by the image, in which areas of interest are highlighted, if
the diagnostician thinks it is necessary for the treating physician.
By special request, the annotated images from the integrated
database, similar to the one obtained in the current examina-
tion, are given out, which allows to consult with cases approved
by experts. This method significantly reduces the time required
to obtain a conclusion, i.e. examination results, raises quality,
promotes the formation of correct actions and mentality in the
field of ultrasound diagnosis, which is a very important point in
teaching, encourages the use of correct terminology.

• from the presumed pathology to its confirmation or refutation.
Following this path, the physician determines whether or not
there are facts contained in the rule, which corresponds to the
presumed pathology. This path can be used by more experienced
physicians.

• mixed path, which allows the clinician to alternate in the exami-
nation process both, the procedure from pathology and the more
detailed one – step by step.

To assist in the examination process thesaurus has been developed.
A sufficient number of terms should be presented in it, that provide a
clear picture of the full spectrum of clinical concepts. It can be used
autonomously as encyclopedic reference book, and also as the help func-
tion, integrated in examination interface, to obtain information and ex-
planations of terms that appear in the process of examination. For each
term its definition is given, synonyms, translation (at first in Romanian
and English languages). All terms may have only a single meaning and
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every meaning corresponds to only one term. Encyclopedic reference
book is also supplied by videos (remember that ultrasonography can
see the organ in dynamics). Inquiries from the thesaurus can be ob-
tained by various criteria: key words, combinations of words, search by
topic.

The last component of the system - generator of examination re-
ports. Traditionally, the medical conclusion of the examination con-
sists of: data about patient, image, quantitative measurements in the
examination, and a physician conclusion in arbitrary form. The ex-
amination report given out by SonaRes, contains data obtained during
the examination, so they are structured, and the conclusion consists
of the rules corresponding to the measured values. Data that can not
be obtained during the diagnostic session, and bear a specific nature
(require biochemical or analysis of other nature), are recorded by a
physician in his usual free form.

Operation of the system is provided by the developed:

• formalized descriptions of the abdominal organs, pathologies,
anomalies;

• formalized descriptions of the ultrasound investigations method-
ology;

• means of extracting and presenting knowledge about organs and
their pathologies,

• means of representation the data obtained during ultrasound ex-
amination,

• tools for validation of hypothetical diagnoses,

• tools for images processing to improve their perception,

• tools for regions of interest picking out,

• algorithms for similar images search,

• an ergonomic, dynamically generated and user friendly interface,
by means of which the examination process is supported,
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• generator of examination reports.

SonaRes: peculiarities

• Guides the examination process, adapting it to different levels of
doctor’s experience

• Supports the reporting, assuring common standards

• Prevents possible errors in the process of examination (such as
omitting the examination of some important aspects, skipping
some characteristics or admitting some inaccuracy in formulation
of conclusions etc.)

• Offers the possibility to use experts’ experience, which is collected
in the data base of the system, to view annotated images, similar
with that under examination.

• Processes captured images in order to increase their quality or to
distinguish some special zones or characteristics

• Offers the possibility to be used for training

• Keeps electronic records of investigations (to have the possibility
to observe the disease dynamics, to collect statistics etc.)

5 Conclusions

Benefits from the use of computer systems in hospitals was among the
most contentious issues for health care workers within a decade. In
developing the early clinical computer systems it was supposed that
the ability of computers to store information from the patient history,
physical findings, and laboratory data will help in the decision making,
allowing the physician to focus on other aspects of clinical work.

However, enthusiasm about the potential of computer systems as an
intelligent tools, was quickly destroyed. There have been studies that
conclude that such systems do not have any useful role in diagnostics.
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Gradually there came the understanding that the computers’
strength is not so much the ability to store large amounts of informa-
tion and performing calculations with great speed, but in intellectual
analysis and bringing up variants of decision.

Shortliffe [28] first applied in 1973 a clinical expert system based
on the rules for the diagnosis and therapy MYCIN1.

Over the years, there was developed by a large number of rule-
based DDSS, most of which are devoted to narrow application areas
and because of the extreme complexity of the maintenance of rule-based
systems with thousands of rules, they are not widely used.

Perhaps this is natural if the tools simplifying the process of exam-
ination and making it closer to the usual practice of a physician are
not found.

In SonaRes it was a success to find new principles and a less rigorous
method of presentation and management of structured knowledge than
as a tree or a semantic network, which in turn allowed a more familiar
and comfortable for the physician interface.

Two elements of DDSS, regardless of the environment in which they
are used, are important for their success. They are:

• the mechanism by which the system acquires knowledge used in
decision-making algorithms;

• user interface, providing interaction of the system with clinicians,
to report on their results.

Both of these mechanisms in the system SonaRes showed their ef-
ficiency and convenience for the user.
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Abstract

Ultrasound image is the primary (input) information for every
ultrasonic examination. Since being used in ultrasound images
analysis the both knowledge-base decision support and content-
based image retrieval techniques have their own restrictions, the
combination of these techniques looks promissory for covering the
restrictions of one by advances of another. In this work we have
focused on implementation of the proposed combination in the
frame of CASAD (Computer-Aided Sonography of Abdominal
Diseases) system for supplying the ultrasound examiner with a
diagnostic-assistant tool based on a data warehouse of standard
referenced images. This warehouse serves:

i to manifest the diagnosis when the ecographist specifies the
pathology and then looks through corresponding images to
verify his opinion;

ii to suggest a second opinion by automatic analysis of the anno-
tation of relevant images that were assessed from the repos-
itory using content-based image retrieval.

Keywords: warehouse, medical diagnostic, ultrasound, im-
ages classification, decision support system

1 Introduction

At the moment and in the near future too, using of image will remain
a basic method of research on objects representation and estimation of

c©2009 by T. Deserno, L. Burtseva, Iu. Secrieru, O. Popcova
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information in decision-making in scientific research, medicine, physics,
etc. The graphical representation is widely used in various diagnostic
areas, including domain of medical diagnostics.

Ultrasound examination of patients, thanks to its non-invasive ef-
fect, is a basic technique of modern imaging. However, image col-
lections in the ultrasound domain are isolated, incomplete and non-
standardized. Besides this, the volume of information is in a continuous
growth because new methods of patients examination appear. In par-
ticular, development of new transducers or improvement of old scanners
doesnt simplify, but complicates the physicians diagnostic thinking, be-
cause he has to analyze a much larger number of diagnostic data, which
typically reduces the accuracy and increases the time of diagnosis de-
termination.

To increase the efficiency of decision making processes, based on
large volume of information in this area, it is necessary to automize
the storage, analysis and identification of imaging processes developing
appropriate information technologies. For this purpose, we need to re-
search methods and algorithms for effective storage, selection, analysis
and estimation of results for ultrasound examination. The develop-
ment of data warehouse of standard referenced images will facilitate
the work of physician-ecographist in decision making [1].

The process of data warehouse development, without considering
the particularities of the problem domain, can lead to various diffi-
culties and inconveniences. The structural mismatching of input and
output information as well as discrepancy between the users interface
of medical system and the doctors diagnostic thinking may become the
reason of different mistakes and may lead to rejection by the user to
utilize such system in his medical practice.

Ultrasound image is the primary (input) information for every ul-
trasonic examination. The main characteristic of these images is two-
layer structure of the information contained in it. The first layer is
the image itself (graphical features), and the second layer is its textual
description in medical terms (medical features).

Most often, to build a medical data warehouse based on image char-
acteristics, the developers use content-based image retrieval (CBIR)
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methods [reference]. This approach consists of searching the image in
a database, using information derived directly from its graphical con-
tent. The user annotates a region of interest (ROI) or a texture pattern
on the image to obtain similar images from the image database. In the
study of Datta et al., systematized methods were applied in several
CBIR systems, which are designed for searching images with medical
content [2].

To create a medical data warehouse that is based on textual de-
scriptors of images, a formalization of the application domain is re-
quired, and its hierarchical structure (ontology) must be identified.
The process of formalization includes identification of basic concepts
and relationships between them.

Then, these selected concepts are used to describe medical images
and ontology, which define the structure of data warehouse.

Obviously, the data warehouse in ultrasound investigation domain
should contain a processing technology for both information layers of
ultrasound images. In addition, the basic requirement for any medi-
cal system is its correspondence to the daily work and to the habits
of the end-user. In ultrasound, the investigation domain predominates
the case-based (precedent-based) reasoning. It is understandable, be-
cause this kind of reasoning is a pervasive behavior in everyday human
problem solving.

The case-based reasoning is a four-step process [3]. In ultrasound
investigation domain, the case (precedent) consists of: (i) the ultra-
sound image, (ii) its textual description in medical terms (annotation),
(iii) a case solution, i.e. the diagnosis, and (iv) information about how
the ultrasound image was obtained and the diagnosis was derived. This
yields the following processing steps:

• Step 1 – Given a target ultrasound image, retrieve cases from
memory that are relevant to solving it.

• Step 2 – Map the solution from the obtained case to the target
ultrasound image. This involves adapting the solution as it is
necessary to fit the new situation.
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• Step 3 – Having mapped the obtained solution to the target sit-
uation, test the new solution and, if necessary, revise it (return
to Step 2).

• Step 4 – After the solution has been successfully adapted to the
target ultrasound image, store the resulting experience as a new
case in memory.

Obviously, to avoid the discrepancy between the user’s interface and
the data warehouse with the form of the doctor’s diagnostic reasoning,
it is necessary that the process of adding new image(s) to the data
warehouse should consist of the same four steps.

This article describes the concept of data warehouse establish-
ment in the ultrasound investigation domain, merging case-based rea-
soning with knowledge-based and content-based image retrieval to
form a system for Computer-Aided Sonography of Abdominal Diseases
(CASAD).

2 Sonography of abdominal diseases

Ultrasound scanning is a wide used diagnostic technique, because of its
non-invasive nature and possibility to visualize organs anatomy in real
time. Another important advantage is that it is much cheaper than
other imaging methods of diagnostics like MRI, CT, etc. Ultrasound
helps in effective patient examination, especially in determination of
processes of the internal organs of abdomen [4] – liver, gallbladder,
spleen, pancreas, and kidneys – showing such pathologic states as cysts,
abscesses, local infections, tumors, fibrosis, foreign bodies, and accu-
mulations of fluid.

In many cases, abnormal state of an abdominal organ can be influ-
enced by pathology of another organ, situated nearby. So, it is very
important to investigate several abdominal organs simultaneously to
clarify the clinical picture and to make accurately a definite diagnosis.

However, there are some important problems in ultrasound imaging.
The skill of effective scanning lies in the operators ability to maximize
the diagnostic information available and in being able to interpret the
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appearances properly [5]. So, the first problem is to obtain a good
image, the most useful and relevant, that can be resolved by following
general operating indications, specific for every particular organ, avoid-
ing the pitfalls of scanning. The second and probably more important
one is to interpret the resulting ultrasound images. This task is not
easy to realize, because ultrasound images are noisy, blurred in shape,
and suffer from echoes, etc. So, ultrasound diagnostics, based on in-
terpretation of ultrasound images, widely depends on the physicians
experience.

3 Decision making in sonography

3.1 Knowledge-based decision support

The conceptual description of knowledge-based decision support sys-
tem (KB-DSS) was proposed in 1985 by Klein and Dusartre [6]. During
the concept further development, the formal definition was proposed:
a KB-DSS is a computer information system that provides informa-
tion and methodological knowledge (domain knowledge and decision
methodology knowledge) by means of analytical decision models and
access to data base and knowledge base to support a decision maker in
making decisions in complex and ill structured tasks. The idea was to
combine the two frameworks and use knowledge-based technology to
improve the decision support process [7].

For the deterministic reasoning that is a key type of decision-making
process, DSS typically uses a decision rule. The knowledge-based tech-
nology can encapsulate both the flow of logic employed in deterministic
reasoning and a representation of knowledge in a particular domain to
make a decision [8]. When knowledge has been formalized under the
form of rules and observed facts, the system can logically derive the
conclusion from this knowledge stored, for example, in the knowledge
base [9].

The rule induction algorithms are widely applied to extract general
rules from a set of observed data. Decision trees are one of the most ef-
fective techniques for rule induction in classification problems because
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they easily lead to discrimination rules, which are well understood with-
out a relevant loss in accuracy with respect to alternative classification
approaches, such as neural networks or statistical discriminant analysis
[10].

CASAD will use a knowledge base that has been created for the
SONARES decision support system [11]. The knowledge pyramid for
ultrasound investigation process of gallbladder, obtained during knowl-
edge structurization and formalization stages, contains 335 nodes and
54 rules for logical inference procedure [12]. The following features are
formalized:

• Information about the gallbladder localization (including the vi-
sualization methodology of the typical zone, the objective visu-
alization conditions in the typical zone, the objective conditions
of a non-reliable or difficult visualization in the typical zone, the
reasons of possible non-visualization in this zone);

• Information about the pathological states of the gallbladder
(acute gallbladder, compressed gallbladder, sclerotic gallbladder
etc.);

• Main characteristics of the organ description (number, size/volume,
form, tonicity, contour etc.);

• Information about the gallbladders anomalies and pathologies,
each anomaly/pathology being determined by the main organs
characteristics modifications (size anomalies, number anomalies,
form anomalies etc.).

3.2 Content-based image retrieval

Starting with IBMs Query by Image Content (QBIC) approach [13],
[14], content-based image retrieval (CBIR) has become an intensive
field of research. Large repositories of images are represented by a
small number of features, so called signature or feature vector, and
during the retrieval, the features of the query image are extracted and
compared to the pre-computed signatures of the archived images, using
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an appropriate distance measure. The signatures are usually designed
to represent color, texture and shape of objects [15].

Since color has been shown to be the most distinguishable feature
type, medical images have been excluded from CBIR for a long time.
Automatic image annotation and data mining approaches have been
established in biomedical imaging using CBIR techniques [16], [17],
and nowadays, medical application of CBIR systems are developed and
applied in routine [18]. The Image Retrieval in Medical Application
(IRMA, http://irma-project.org) project is one of the rather gen-
eral frameworks for medical CBIR [19], [20]. The IRMA system server
components are presented in Fig.1 ([19]):
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Figure 1. IRMA server components

• The database that holds images, features, and methods for fea-
ture transforms;

• The scheduler that provides tasks for computation to the com-
puters within the cluster;
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• The web server that provides an HTTP interface for application-
specific user interfaces.

All IRMA graphical user interfaces (GUI) are built from the same
Smarty Templates (http://www.smarty.net) and provide extended
query refinement and relevance feedback using a complete history log-
ging mechanism that again is connected to the IRMA database [21].

4 The CASAD approach

4.1 CASAD system architecture

The scheme of CASAD system architecture is presented in Fig.2. The
detailed descriptions of modules and data flows of this scheme are given
below in subsections of this section.

4.1.1 Functions and modules

The CASAD as data warehouse supposes two main functions:

1. To add new image to warehouse;

2. To retrieve images similar to the pattern image uploaded by user.

The meaning of both of these functions is image classification. In
the case of new image adding function, classified image is added to
warehouse. In the case of the system, output is the set of images
belonging to the same class that the pattern image was classified.

From the implementation point of view the CASAD modules set is
the following:

• Module of CASAD web-interface implementation;

• Module for ROI setting;

• Module of knowledge-based image classification;

• Module of knowledge-based image classification;
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• Module for database maintenance;

• Module of conversion of users input to data exchange XML file;

• Module of IRMA querying;

• Module for IRMA answer processing (translation table).

4.1.2 Input and output

The general input of CASAD system consists of the image bitmap and
the code of function that has to be executed. The general output exists
only for similar images retrieving function. This is the set of images
from CASAD database together with their annotations.

Intermediate input/output between CASAD and IRMA systems is
XML-file transmitted by HTTP protocol. The details of used XML
extension will be described in due subsection further.

 

SonaRes CASAD IRMA

Knowledge 

Base
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Engine

rules

fact trees

features

images

Figure 3. Scheme of interactions

4.2 Interfaces and Protocols

On application level of CASAD system contains pages of the web-
interface and protocols of data exchange.

4.2.1 Users interface of CASAD

The implementation of both of CASAD main functions includes the use
of the CBIR features of IRMA system. In this scheme of the function-
ality CASAD system works as server and IRMA is a client. This means
that from the users point of view CASAD interface is a front-end. Both
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systems keep the images database, the rules of logical inference are kept
by CASAD, the algorithms of CBIR are saved by IRMA. To provide
due functionality CASAD web-application interface has two types of
gates.

The interface gate for adding new image to warehouse also allows
two start pages depending on the way the image supposed to be clas-
sified.

1. For classification according the pathology, the interface shows the
pathologies list. After the particular pathology is selected the
interface presents the set of questions answering which the user
confirms that the image describes the selected pathology. Since
the confirmation was made, the image is added to warehouse with
respective annotation. In this case whole image is considered as
the ROI.

2. For classification according to the rules tree, the interface has
to present this tree, but the classification process is simpler. It
consists only in selection of the fact at the tree and confirmation
of the association.

In both cases user has the possibility to obtain classification help
by CBIR using. The respective interface element will start the address-
ing to IRMA. After graphical features analysis is provided, the list of
supposed pathologies (or facts) is presented to user for choice.

The interface gate for retrieving the images similar to the pattern
image uploaded by user joints two blocks of elements for query building
and start point for retrieval based only on graphical features. The
query building elements represent the list of pathologies or facts and
the options for joining like logical AND and OR.

The web interface modules are implemented by combination of PHP
and JSP scripts.

4.2.2 Protocol of data transaction

The using of CBIR functionality of IRMA in CASAD classifica-
tion process requires well structured and standardized format for
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CASAD/IRMA data exchange. The XML format satisfies all require-
ments and has the convenient set of processing tools in every web-
services framework. Basing on this we prefer the XML file as exchange
data means. The corresponding DTD file has to be used for both
CASAD/IRMA and IRMA/CASAD exchange directions.

Both CASAD and IRMA have the set of interface services for input
and output of queries data. CASAD addresses to IRMA with informa-
tion about image uploaded by user and retrieval algorithm ID. Infor-
mation about image is tagged in XML file by: a) its URL on CASAD
server, b) coordinates of the center of ROI, c) the ROI size (IRMA
uses the squared ROI). IRMA input processing service obtains the im-
age by its URL on CASAD server, uploads it and starts the retrieving
procedure.

IRMA sends as the answer the list of images matched with the given
conditions. Every image is tagged in XML file by its IRMA ID and
similarity score. IRMA output also provides the information about the
similarity score.

CASAD input processing service uses the translation table to find
images IDs corresponding to IDs from results of IRMA XML answer.
Then CASAD generates the web-page with matched images using their
IDs and URLs on CASAD server.

The images in CASAD database are anonymized. There is also
anonymization procedure for users uploaded image. Thus there should
not be problems with private data keeping. The handshaking modules
are implemented as Java servlets.

4.3 Image and case data

In the first attempt, a collection of 57 cases of gallbladder polyps has
been collected from the Excellence Medical Center from Chisinau, Re-
public of Moldova. Ground truth was provided by physicians roughly
indicating the position of the polyp shown in the ultrasound image.
Fig.4 shows the Java-based interface that is used to mark the regions
of interest (ROI). Each image can have one or more ROI that also
might overlap.
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Figure 4. SonaRes interfaces for manual ROI indication

According to the manually marked ground truth, the following pro-
cessing steps have been performed when the image data is transferred
to the IRMA system:

1. ROI extraction is performed according to the manually defined
polygon. The ROI is assumed quadratic, and size as well as
center coordinates are determined corresponding to the area of
the manually marked polygon. These patterns form the true
positive class.

2. In each reference image, the field of view is determined automati-
cally using an algorithm based on morphological filtering [Sikka].

3. Within the field of view, four patterns of same size are extracted
at positions where the respective ROI do not overlap with the
ROI indicating the polyp. These were used to form the class of
true negative examples (Fig.5).

In total, 255 cases associated to 57 ultrasound images are available
which resulted in a database of 295 patterns of two classes: either
showing a polyp or not. This data was applied to the first experiments.
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Figure 5. Steps of image processing for ground truth generation

5 Results

5.1 Fragment of DTD of XML transfer file

The interaction between two systems is successfully provided by trans-
fer documents implemented as XML files. The detailed description of
DTD presented in this subsection shows the adequacy of XML struc-
tures for CASAD information exchange.

Because of existing of several projects which use the IRMA services,
the transfer XML document starts with root element that defines the
addressing system:

<!ELEMENT casad_irma (query|queryresult)>

The following set of tags is used for request of IRMA service. This
set contains: (i) element for transmission of URL of image supplied
by user; (ii) elements keeping the information about ROI. Since the
contour of ROI is set as the list of points, such structure can be mapped
in XML directly:

<!ELEMENT query(image_url,contour)>
<!ELEMENT image_url (#PCDATA)>
<!ELEMENT contour (pointlist)>
<!ELEMENT pointlist (point+)>
<!ELEMENT point (x,y)>
<!ELEMENT x (#PCDATA)>
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Figure 6. Screenshots of CASAD interface

<!ELEMENT y (#PCDATA)>

The XML file for transferring of IRMA service result contains the
following set of tags. The result represented as list of pairs – image id,
similarity score – meets the CASAD classification purposes:

<!ELEMENT queryresult (imagelist)>
<!ELEMENT imagelist (image_res*)>
<!ELEMENT image_res (image_id, similarityscore)>
<!ELEMENT image_id (#PCDATA)>
<!ELEMENT similarityscore (#PCDATA)>

5.2 Screenshots of CASAD interface

Web-interface of CASAD implements the user interaction with sys-
tem modules. The ROI setting module is adopted from SonaRes web-
interface. Thus the classification function in SonaRes is destined for
experts, several modules from ExpertShell standalone application were
remade as web-applications. The right snapshort in Fig.6 presents the
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example of such module: association of the ROI to the node of decision
tree.

6 Discussion

The both, knowledge-base decision support and content-based image
retrieval techniques, have their own restrictions when used for ultra-
sound images analysis. The ambiguous graphic features restrict the
usage of the CBIR. Strong dependence on ecographist experience in
medical features recognition makes difficult the KBDS usage. Thus,
it looks promissory to combine those techniques for covering the re-
strictions of one by advances of another. In this work we have focused
on implementation of proposed combination in the frame of CASAD –
system of warehouse type. This ultrasound images warehouse can serve
(i) to manifest the diagnosis when the ecographist specifies the pathol-
ogy and then looks through corresponding images to verify his opinion,
and (ii) to suggest a second opinion by automatic analysis of the anno-
tation of relevant images. The ultrasound images have to be classified
to provide main functions of warehouse maintenance: new image ad-
dition and similar image retrieval. Both KBDS and CBIR are used to
help in the classification process. The usage of KBDS-based annota-
tions serves to distinct graphically similar patterns corresponding to
different medical features (polyps vs. gallstones). The annotations of
images obtained by CBIR usage help the user to set the correspondence
between visually seen graphical features and medical ones.

The main limitation of our approach consists in semi-automatic
process of classification, since human participation in decision is re-
quired. Another important limitation is the high possibility of false
positive/negative answer of CBIR component, because of hard noise
that is peculiar to ultrasound images.

To develop our approach in future we plan to provide experiments
with sets of images showing identical pathologies as well as the different
ones. These experiments will allow to estimate the rate of false cases.
After that the additional patterns will be defined for some pathologies
including similar. The future experiments with such sets can reveal:
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is it possible to correct false answers providing the pattern with the
highest score of similarity.

The decision support systems of medical imaging domain mostly
use one of approaches: based on knowledge or based on images. We
propose to use the combined approach in the frame of one system.
The process of images data warehouse filling, as well as retrieving,
requires decision making. Supporting these processes by both KBDS
and CBIR techniques, we can correlate their results and improve the
decision adequacy.
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Generating Report in Ultrasonographic

Diagnostics System SonaRes∗

Elena Jantuan

Abstract

SonaRes is a decision support system for ultrasound diagnos-
tics. The resulting report is the obviously unique result of the
ultrasound investigation that can be printed or saved for further
reviewing. In this article is presented the structure of medical
image report, the methods and techniques for SonaRes report
generation.

1 Introduction

Ultrasound equipment is a widespread means of investigation, being
available in most clinics in the country even at the district center, it is
cheap, effective and rational in diagnostics. In [1] it is substantiated the
need for a Decision Support System (DSS) in ultrasound diagnostics,
presenting general principles of architecture and operating of such a
system.

SonaRes is a decision support system for ultrasound diagnostics
which is under development by the scientific team from the Insti-
tute of Mathematics and Computer Science of Academy of Sciences
of Moldova. This system is targeted to obtain quickly the correct in-
formation about specific disease. Especially it will be useful to obtain
a second opinion in difficult cases and in emergency [2].

In the first version of our system, our efforts are focused on ex-
amination assistance for the abdominal zone (the methodology and

c©2009 by E. Jantuan
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Center in Ukraine (STCU) grant 4035.
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technology being at the beginning approved on two organs: gallblad-
der and pancreas). The gallbladder was the first tested organ, which
was appreciated by our experts, on the one hand, not so difficult in
examination, and on the other hand – the representative enough one.
Since in the first place the gallbladder is chosen, the peculiarities are
represented on the example of gallbladder, but the general case in the
concept concerns any organ.

2 Examination process

An examination process with the assistance of SonaRes system contains
the following phases: recording data about the patient, investigation
of the patient’s organs, generating report.

The phase of patient registration is a simple step. At this step, if
the patient’s visit is the first one, then the user will enter information
about this patient (name, surname, age, address, etc.), but if it is the
repeated visit, the user will select the patient data from database. It
should be mentioned that this stage can be omitted and the user may
proceed with the investigation phase. In this case the examined patient
will be considered anonymous.

At the investigation phase one or more organs are investigated.
The investigation process of an organ consists of physician’s answers
to a series of questions by choosing the answer ”Yes” or ”No” for each
of them. Every question is responsible for certain characteristics of
the organ. For example, for the characteristics C1 = ”VOLUME OF
THE GALLBLADDER” we have the following questions Q1 = ”Is the
gallbladder normal?”, Q2 = ”Is the gallbladder enlarged?” and Q3 =
”Is the gallbladder diminished?”.

We described 203 questions for gallbladder. By these questions 54
pathologies and anomalies in this area are described. That is, each
pathology or anomaly in the area of ultrasound investigation of gall-
bladder may be described by vector (Q1.value,Q2.value, ..., Qn.value),
where Qi.value - is the answer to the question Qi, and n - the total
amount of questions, in our case n = 203. The value can have one
of three values: ”Yes” – if the answer to the question is affirmative,
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”No” – if the answer is negative, and ”Any” – if no answer was given
to the question. The pathologies and anomalies are presented in the
diagnostics base in the form of decision-making matrix [Pi, V j.value],
where Pi – pathology or anomaly, in our case i = 1...54, j = 1...203.

By answering to these questions, the user describes the area of
ultrasound investigation for given organ, to make the decision for which
he needs the assistance of the SonaRes system. The SonaRes system
will make a decision for the given case and will display the list of
possible pathologies and anomalies, which have been deduced.

In Fig. 1 the investigation interface is presented with an example
of the gallbladder investigation.

Figure 1. The screenshot of interface for the gallbladder investigation
process.

From Fig.1 it is clearly seen that at the left side we have a set of
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questions, the answer to which is ”Yes” or ”No”. To the right we have
two lists of pathologies and anomalies. The first list contains patholo-
gies and anomalies described by ”questions-and-answers” from the left
side of the interface. In the second list, we have the contradictory
pathologies and anomalies. In our example, after the description of the
area of ultrasound investigation of gallbladder (in the left side of the
screen interface), two calculi were found: hard and soft calculus (in the
right side of the interface – there are possible pathologies).

In the investigation process there are cases when the user, for de-
scription of certain states of the ultrasound investigation area, must
answer several times at the same group of questions (in the investi-
gation interface, these groups are separated by a horizontal line). In
the example in Fig. 1 it is assumed that there are two types of focal
modifications of the gallbladder contents, which means the existence
of two types of calculi. To determine what kind of calculi is it, it is
necessary to answer to a set of questions for every type of the calculus
found (the focal modification). The set of questions is the same for
all types of calculi. By answering affirmatively to the question ”Do
you want to describe one more group?”, in the interface will appear
a new set of questions of the given group. Depending on the answers
for these questions, the system will determine the kind of calculi. The
set of questions that can be repeated in the interface, we will name
Multiple Groups, the questions that are part of these groups we
will name Multiple Questions. An organ may have several multiple
groups. For gallbladder we have the Multiple Groups with questions
that describe: diffuse intraparietal modifications, modifications protru-
sive in lumen, circumscribed modifications, focal modifications of the
gallbladder contents, diffuse modifications of the gallbladder contents,
etc.

If the user decides that the obtained information in the investigation
process is sufficient to make a decision, then he will pass to the phase
of report generation.

At the report generation phase (it is the last stage of the exami-
nation process) we obtain a structured report, which obviously is the
unique result of the ultrasound investigation, which can be printed or
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saved for detailed analysis. Thus, the report generation phase is an
important stage in our system. In the sequel we will speak about the
report generation phase, and namely about the report structure, the
methods and techniques for SonaRes report generation.

3 Structured Reporting (SR) of SonaRes

The success of any SR system depends crucially on the completeness of
structured report templates, as well as the ability to produce natural
language from structured input. An ideal system would create fully
structured reports that are consistently organized [3].

Traditionally the medical image report consists of both the well for-
malized part (patient and image data, digital measurement data) and
the arbitrary formed description. We use in reporting the data already
collected during diagnostic session [4]. A session contains information
about the stages of recording and the investigation of patient.

The SonaRes report is structured in two basic parts:

1. Data for Inquiry;

2. Data for the result of ultrasound investigation.

In the first part of the report there are included data about the pa-
tient, the physician and the examination process (date of examination,
is the examination the first one or the repeated one).

The second part of the report contains data taken and processed
from the investigation process. These data are: a list of questions for
which the answer ’Yes’ was selected and the list of pathologies and
anomalies which were deduced for this case. The investigation result
contains two basic parts, which are necessarily included in the report,
these are: a) the description of organ and b) the conclusion, and two
secondary parts: c) the recommendation and d) the images.

3.1 The organ description

The description - is a text that describes the characteristics of the in-
vestigated organ. The text generated for the description depends on
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the set of ”questions-and-answers” from the investigation process. The
questions, the answer for which is negative (”No”), are not used to
generate the description of the organ. These questions are not infor-
mative in terms of the description of the ultrasound investigation area.
The combination of ”question-and-answer:negative”, is used in the in-
vestigation process for deducting the list of pathologies and anoma-
lies, excluding those, whose response for this questions is affirmative
(”Yes”).

Draw attention to the text of questions from the investigation inter-
face, it is presented in the form of questions, such as Q1 = ”Are there
focal modifications of the gallbladder contents?”, Q2 = ”Are the focal
modifications immobile?”, but for presenting it in the organ descrip-
tion, this text should be processed and in the end to take the following
form: ”There are focal modifications of the gallbladder contents: im-
mobile”. There was a problem in how this text should be processed
and presented taking into account that: a) from one question to an-
other the structure of the text may differ, for example, the text for Q1
is QR1 = ”there are focal modifications of the gallbladder contents”
and for Q2 is QR2 = ”immobile”, b) our system uses two languages
(and more are planned) and lexical structure differs from one language
to another. To resolve this problem we concluded that the simplest
solution is to process each text of the questions, to include it in the
knowledge base. When generating the organ description we will use an
algorithm, with the help of which we will unite in the certain order the
processed texts for questions from the investigation process. As the
result we will obtain the organ’s description.

The questions are united in groups. The questions of one group are
responsible for one common part of the organ, for exemple Q1 = ”Is the
gallbladder normal?”, Q2 = ”Is the gallbladder enlarged?” and Q3 =
”Is the gallbladder diminished?” are united in the group that describes
the volume of gallbladder. In this case it will be easier to apply an
algorithm to generate the descriptions for each group separately, and
in the end, these descriptions will be united in the text.

The organ description will be generated by an algorithm, which we
have named The Algorithm to Generate Description. Some words and
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concepts will be used in the algorithm, so the list of their explanations
is given below.

Group – specifies the group to which the question belongs.

QModType – indicates the affiliation of the question to the Mul-
tiple Groups. If it does not belong to any Multiple Group, its value is
zero.

QText – contains preprocessed text of the question, which will be
presented in the description of the organ.

QMultiple – if the set of questions from the same Multiple Group
is repeated for several times, then we enumerate these sets. QMultiple
indicates the set to which this question belongs.

The Algorithm to Generate Description for Organ contains the
following basic processes (the logic scheme for algorithm is shown in
Fig.2):

Figure 2. Logic scheme of Algorithm to Generate Description for Or-
gan.
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Step 1. Grouping the questions from the investigation process in
Group. As a result we have a set of lists of grouped questions. We
denote these lists by QListGroup.

Step 2. Generating the description for each QListGroup (in the
logical scheme of the algorithm it is denoted by DescriptionGroup)
when passing to the following steps:

Step 2.1. Determine if there are questions, which belong to a Mul-

tiple Group (QModType > 0). If no, then go to Step 2.2 (Fig.3),
otherwise proceed with the Step 2.3 (Fig.4).

Figure 3. Logic scheme of Algorithm for processing the questions, wich
are not the part of Multiple Groups.

Step 2.2. Forming the description – DescriptionGroup, which is a
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sentence obtained by joining the field QText for each of the questions
from QListGroup. Determine:

a) if the question is the last in the list of questions from group, then
after Qtext the sign ”point” will follow,

b) otherwise, after QText the signs ”comma” and ”space” follow.

Figure 4. Logic scheme of Algorithm for processing the questions,
which are the part of Multiple Groups.

Step 2.3. Forming DescriptionGroup, which is a sentence obtained
by joining the field QText for each of the questions from QListGroup.
This sentence is made as follows:

a) Determine if the question is a part of Multiple Groups (QModType

> 0), but its predecessor isn’t (QModType = 0), then remove the last
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two letters of DescriptionGroup (they are ”space” and ”comma”), and
add ”colon” and ”space”. This will highlight that farther the descrip-
tion of the previous question will follow.

For example, the question is Q2 = ”Are the focal modifications
immobile?”, it is part of Multiple Group (QModType = 8) and its
predecessor is the question Q1 = ”Are there focal modifications of
the gallbladder contents?”, with QModType = 0. The affirmative an-
swer (”Yes”) to the question Q1 means that there are focal modifica-
tions of the gallbladder contents, and the Multiple questions of group
QModType = 8 are the set of questions which describe the type of fo-
cal modifications. As a result we obtain ”There are focal modifications
of the gallbladder contents: immobile”.

b) if the set of questions from the same Multiple Group are repeated
for several times in the investigation process (QMultiple > 0), we will
enumerate these sets.

c) if the question is the last in the list of questions for group, then
after Qtext the sign ”point” will follow,

d) if the question is the last in the set of questions for Multiple

Group and isn’t the last in the list, then after Qtext the signs ”colon”
and ”space” will follow,

e) otherwise, after QText the signs ”comma” and ”space” will fol-
low.

Step 3. Forming the organ description by joining the phrases De-

scriptionGroup) obtained for each group (QListGroup).

For example for investigation process shown in Fig.1, the SonaRes
system has generated the following description:

”Dimension is normal.

Shape is normal. Contour is clear, continuous, regular, with the

image of homogeneous band.

The wall is with normal thickness.

There are focal modifications of the gallbladder contents: 1. im-

mobile, the structures are ecogenic, the image has mass-like appear-

ance, stable, homogeneous, localization is declive; 2. immobile, it forms

acoustic effects, acoustic shadow, the structures are ecogenic, the im-
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ages has mass-like appearance, stable, homogeneous, localization is de-

clive.”

3.2 The conclusion for organ investigation

The important part of the ultrasound report is the conclusion obtained
for each organ. In our case, if the doctor is agree with the conclusion in-
ferred by the system, then this conclusion will be included in the report.
With the help of algorithm for conclusion generation, the conclusion
is generated from the list of pathologies obtained in the investigation
process.

Some pathologies and anomalies can be described by a set of com-
mon characteristics of the organ (the same set of ”questions-and-
answers”). For example P1 = ”Vesicular biliary lithiasis. Floating
calculus” and P2 = ” Vesicular biliary lithiasis. Mobile calculus”, are
characterized by the focal modifications of the gallbladder contents. To
obtain more clear conclusion, in time of its generating, these patholo-
gies must be arranged together. For example, let in the investigation
process be deduced three pathologies: P1= ”Vesicular biliary lithiasis.
Floating calculus”, P2= ”Vesicular biliary lithiasis. Mobile calculus”
and P3= ”Benign tumor. Solitary adenomatous polyp of gallbladder”.
The first two pathologies are characterized by the focal modifications
of the gallbladder contents and the last pathology is characterized by
the modifications protrusive in lumen. Thereto, the pathologies and
anomalies were grouped. In this case the conclusion should be the
following:

”Vesicular biliary lithiasis. Floating. Mobile calculus

Benign tumor. Solitary adenomatous polyp of gallbladder.”

The Algorithm to Generate Conclusion for organ contains the fol-
lowing basic processes:

Step 1. Grouping the pathologies and anomalies deduced from the
investigation process in Group. As a result we have a set of lists of
grouped pathologies. We denote these lists by PListGroup.

Step 2. Generating conclusions (ConclusionGroup) for each PList-

Group as follows:
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Step 2.1. Uniting the names of rules, separating them by the sign
”point”.

Step 2.2. Search the sentences which are repeated in conclusion,
if exist - then eliminate. For example, the conclusion for the group
”Vesicular biliary lithiasis” will be ConclusionGroup = ”Vesicular bil-
iary lithiasis. Floating calculus. Vesicular biliary lithiasis. Mobile
calculus”. The phrase ”Vesicular biliary lithiasis”, is repeated, we keep
the first iteration, and the others are excluded. The final conclusion
for this group will be: ConclusionGroup = ”Vesicular biliary lithiasis.
Floating calculus. Mobile calculus.”

Step 3. Uniting consecutively the ConclusionGroup, separating by
the sign ”new line”, as the result we get the conclusion for organ.

The logic schema of The Algorithm to Generate Conclusion is pre-
sented in Fig. 5.

3.3 Recommendation

The examination process may be finished with one of three results:

- conclusion;

- conclusion and recommendations for repeated investigation (the
need for repeated ultrasound investigations over time);

- additional investigation (conclusion may be or not);

Under additional investigation we mean additional analysis – blood,
urine, etc. No need for repeated ultrasound investigation. Family
doctor gives the result on the basis of available tests.

3.4 Images

Presentation of data in this part of the report largely depends on tech-
nical possibilities. If there are opportunities for transmission of images
from the ultrasound equipment to SonaRes system, then in investiga-
tion process the informative images of the area of ultrasound inves-
tigation are stored in the database. And in the module for report

309



E. Jantuan

Figure 5. Logic schema of Algorithm to Generate Conclusion of Organ.

generation, the physician will select those images to be printed in the
report.

4 The module for report generation

4.1 Main areas

The application consists of tree different areas: a menu section at the
top, a report preview part to the right, a tool area to the left, as
illustrated in Fig. 6. There are three main reasons for allowing the
application to take up a lot of space, up to one full workstation monitor.
First of all, the specialized applications may need a lot of space to fit
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all necessary controls, so a large tool area is needed. Secondly, a report
preview area is needed to convey to the user what is being created, while
user interviews showed that covering the report presentation area with
the tools is not an option. Finally, navigating through the application
should require the user to use a minimum of ”clicks”, because clicks
are perceived as time consuming. By allowing the interface to consume
a lot of space, functionality may be made visible and accessible [3].

Figure 6. Application areas of generate report module.

In the section Menu Bar, we have established the following func-
tions: Back, Save, Export PDF, Print. Back is the feedback functions.
Save – save the report in database. Export PDF – export the report
in PDF format. Print – print the report.

In the section Report Preview, the user can see how the report looks
like. In this way the user at any time knows how the report is affected
by any action.

In the section Tools, we have four areas that are specific to report:
the conclusion, the description organ, recommendation and images. In
each of these areas the data to be printed in the report can be viewed
and modified.

In the areas of organ conclusion (Fig. 7) and description (Fig. 8)
the list of conclusions and the list of descriptions for each organ can
be viewed and modified. Conclusions and descriptions are displayed in
fields of type ”textarea”, and for each field we have an FCKeditor, it
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is an editor, with the help of which we can edit the text of conclusion
and description. For each ”textarea” we have two buttons:

- ”Save” – when pressing this button the changes to the Tools sec-
tion are presented in the Report Preview section.

- ”Reset” button will undo all changes made in the ”textarea” and
show the organ conclusion or description, which was originally gener-
ated by the system.

Figure 7. The screenshot of module for report generation: the area of
Conclusion.

For cases, where the doctor does not agree with the system con-
clusion, we have one ”radiobox”, which indicates that ”I do not agree
with the conclusion of system”. In this case the conclusion of sys-
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Figure 8. The screenshot of module for report generation: the area of
Description.

tem is omitted and in the ”textarea” the physician must describe this
situation and indicate the cause.

Also when generating the report it is necessary to collect data which
will be used to generate queries. For this purpose in the section ”Con-
clusion” we also have a field: first detected pathology (in the sense that
this pathology is found in this patient for the first time). So that such
a query could be implemented, you need to include into protocol for
each pathology the respective checkbox. That is, at the protocol level
with the patient’s words the user should indicate that the pathology
was detected for the first time. If it is not for the first time (checkbox
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is not activated), this fact is also installed with the words of the patient
or on the basis of documents that the patient had brought about other
investigations made not in this clinic.

In section Recommendation (Fig. 9), for each deduced pathology
we have two ”checkboxes”. The first one indicates if for the detected
pathology there is a need in the additional method of diagnostics. The
second one indicates if for the detected pathology there is a need in the
repeated examination.

Figure 9. The screenshot of module for report generation: the area of
Recommendation.

For each selected ”checkbox” there is a field of type ”textarea”, in
which the doctor will indicate what additional methods are required or
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after what time it is necessary to repeat the examination.

In images section all the images obtained in the investigation pro-
cess are given. Before each image we have a ”checkbox” that allows to
select or deselect the image. Selected images are printed in the report.

4.2 Implementation of report generation module

The module for report generation is a component part of SonaRes sys-
tem (Fig. 10) and for printing the information in the report we use
the information gathered from all parts of the system (these are the
module of patient registration, the module of investigation, and data
base).

Figure 10. The structure of the SonaRes system.

To implement the module of report generation the following tech-
nologies were used: Java, JSF, JasperReports, Hibernate and a number
of libraries that as FCKFaces [5], PrimeFaces [6].
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5 Conclusion

An ultrasound examination process finishes with the report. The report
itself contains all the information about one examination process: date,
the data on patient, investigation result. Our goal was to implement a
tool that will allow the data, generated in the report, be structured, be
represented in language familiar for physicians and be easily edited by
the user. With the help of modules for generating reports, the system
generates this report and its date can be easyly modified by the user.
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Abstract

In this article an approach to get statistical data about ultra-
sound examinations, carried out in the framework of SonaRes, the
decision support system for ultrasound diagnostics, is described.
A list and description of respective queries for data base of pa-
tients’ examinations sessions is provided to get the information
interesting for ultrasonographers and the system developers.

Key words: ultrasound diagnostics, examination process,
Data Base, statistical data, decision support system, queries, pa-
rameters.

1 Introduction

Main (primary) goal of the system SonaRes creating [1,2] is support
for decision-making process in ultrasound diagnostics. For information
support of the examination process (session) the information entered
during the examination process is stored in the system. With the com-
pletion and/or interruption of this process the information can be saved
at user’s (ultrasonographer) will in database (DB) of ultrasonographic
examination sessions.

At that several types of information saving are foreseen:

• date of session carrying out;

c©2009 by G. Magariu, T. Verlan
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• data that do not follow directly from the observed by doctor
image and can be entered during registration:

– general information about patient (gender, date of birth,
first name, last name);

– place of residence - rural/urban;

• data that follow directly from the observed by doctor image and
can be entered by him as answers to the system’s questions:

– for example, organ’s dimension, location, etc;

• auxiliary data that user enters into the system to establish his
desired mode for work:

– language for dialogue;
– mode (urgent, normal, detailed);
– examination type (step by step or from pathology);
– session name;

• data concerning examinations’ results (report) arranging:

– revealed pathologies;
– possible recommendations for additional examinations and

analyses, etc.

The user has the possibility to:

• save current session;

• load previously saved session;

• create new session.

Naturally that availability of such information (DB of ultrasono-
graphic examination sessions) serves not only for its original purpose –
information support of the examination process, but also as the infor-
mation base for the secondary goals, which are not of less importance:

• documenting;

• standardization;
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• obtaining statistical information of various kinds (for example,
about the most common diseases in various age categories of ex-
amined patients).

It should be noted that in the field of medicine quite a lot of infor-
mation systems are being developed for which these objectives are the
primary ones [3-6]. Moreover, there are examples of systems for diag-
nostics support, the results of usage of which and survey of physicians-
users have shown that they (physicians-users) rated the usefulness of
systems for documentation, standardization, and receiving the statis-
tical information higher than for direct diagnostics of the patient. So
the analysis of experience of the system SonoConsult usage in clinical
routine for more than 2 years showed the following [7]: ”The evalua-
tion focuses on the following aspects from the clinical point of view:
quality of documentation, quality of diagnostic conclusions, training
effects, and research effects. In contrast to wide-spread expectations in
the knowledge-based community, the diagnostic conclusions were less
important than the other aspects, being much more welcomed by clin-
icians”.

Exactly therefore, when developing the system SonaRes, a lot of
attention was given also to ensure the possibility to get statistical data
based on stored information about the examination sessions.

In this connection:

• there was analyzed the reporting and the statistical information
of interest to physicians and administrators of health institutions;

• in the structure of examination sessions DB there was foreseen
the possibility to save some additional information, which is not
necessary for examination process itself, but is important from
the point of view of statistical data obtaining (e.g., patient’s date
of birth and gender).

• in the system structure the module for statistical characteristics
”calculation” and respective interface were included.
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2 Queries and their parameters for obtaining
statistical data of examination

Based on the analysis (made on statistical information and system ca-
pabilities of interest to physicians) an approach was developed to form
queries to the DB, which underlie the implementation of the analytical
part of the system SonaRes. The proposed approach is based on:

• 11 queries with parameters, that allow to extract necessary infor-
mation from the DB;

• 13 parameters for queries.

More over, there was determined at what stage of the work the sys-
tem should ask the user and save necessary information for statistical
analysis. Thus, in order not to overload the process of examination for
collection and storage of ”additional” information, it was agreed that
the system will ”ask” the relevant questions at the stages of patient
registration and examination report generation.

Initially the system SonaRes is conceived as a decision support sys-
tem for ultrasound examination, and not as a system for statistical
analysis and management. Therefore, at the first stage only those
queries for statistics are implemented, which are easily and naturally
solved along the way with the main task. That which requires signifi-
cant additional effort and loads the interface, has been postponed for
further development of the system.

2.1 Queries’ parameters

For working out in detail the type of chosen information and its man-
agement the user is allowed to set values of some parameters of queries
(e.g., gender and age of the patient). If the value is not selected, the
data for all values of this parameter are taken into account (e.g., data
for all examined patients, regardless of gender and age).

The work with the system while examining a patient can be con-
ventionally divided into the following stages:
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• patient registration;

• selection of organ for examination;

• examination process itself, in which the system offers questions
and the doctor-ultrasonografist answers these questions in accor-
dance with that he sees in the ultrasound image;

• generating reports on the examination results. And here, except
the pathologies proposed by the system in accordance with the
information on the organ state entered by physician, he is given
an opportunity to input some additional information and to agree
or disagree with the conclusion, formed by the system.

Below there is a description of 13 proposed parameters for queries,
with the indication of the stage of the system work, at which the rele-
vant data are entered.

1. Date of examination
At the registration stage the examination date is recorded. When

forming the query, the examination date is used for selection of exam-
inations carried out in a given period of time. For example, examina-
tions from 1.01.2007 till 31.12.2007.

2. Patient’s age
At the registration stage the patient’s date of birth is recorded. Pa-

tient’s age on the moment of examination execution may be calculated.
Also on the basis of age it is determined whether the patient is an adult
or child. Up to 18 years old the patient is considered a child. Age of
child under one year is calculated by month, more than one year – by
year. When forming the query the patient’s age is used for the se-
lection of patients for the age group. When specifying the age group,
minimum and maximum age of patients of interest are specified. For
example, from 40 to 60 years.

3. Gender
It is recorded at the registration stage. There are, as physicians

usually use, three values: ”male” / ”female” / ”data are not indicated”.

322



Getting statistical data of examinations in decision support system . . .

4. Resident of city or village
At the registration stage there is recorded: ”city” / ”village” / ”data

are not indicated”. The default value is ”data are not indicated”.

5. Primary visit
It is calculated automatically at the registration stage on the basis

of the current date and search results through DB: if there were no
examinations in the current year, the visit is considered as ”primary”;
otherwise it is considered as ”secondary”.

6. Urgent or planned patient
It is recorded at the registration stage.

7. On an empty stomach or after eating (it is important how
many hours after eating)

It is recorded at the registration stage.

8. First detected pathology
The first detected pathology in the sense that this pathology was

found in this patient for the first time. The information is recorded
at the stage of report generation in the words of the patient. At that
it is necessary to perform database search to ensure that the patient
does not make mistakes and there are no records in the DB about his
examination with this pathology being identified. If not the first time,
it is also established in the words of the patient or on the basis of
documents that the patient has brought about other examinations not
in this clinic.

9. Intrinsic (proper) pathology / extrinsic (improper)
pathology from neighborhood / extrinsic (improper) nonspe-
cific pathology

It should be recorded at the stage of report generation.
To realize this possibility it is necessary for medical experts to make

the appropriate classification of pathologies, and to save it in the sys-
tems Knowledge Base:

a) Intrinsic (proper) pathology;

b) Extrinsic (improper) pathology from neighborhood;
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c) Extrinsic (improper) nonspecific pathology;

d) Mixed pathology.

Then, for each pathology of the groups a), b), c) the system itself
may give the type of pathology (name of the group) without possibility
to change it. For the pathology of the group d) ”Mixed pathology” it
is necessary to give the possibility for the user to specify the type of
the pathology in this case: ”Intrinsic (proper) pathology”, ”Extrinsic
(improper) pathology from neighborhood”, ”Extrinsic (improper) non-
specific pathology”. In addition, if for the pathology of the group d) the
user doesn’t select the type a), b) or c), then it is set by default as ”not
specified”. To clarify the situation of ”Extrinsic (improper) pathology
from neighborhood”, it is necessary to provide a text box where the
user can specify the neighboring organ which has the influence.

10. Nonvisualization of organ / organ is visible in other
non-standard place

At the stage of organ selection for examination it is necessary to
indicate: the organ is ”visible”/ ”not visible”. If the value ”not visible”
is selected, then there is given the possibility to indicate the cause:

• congenital lack;

• lack because of being removed;

• present, but a rudimentary one;

• present, but reduced physiologically;

• present, but reduced pathologically;

• not visible because of poorly prepared patient;

• not visible because the patient is obese;

• other cause.

Also the situation ”organ is visible in other non-standard place”
is possible. Then there should be the ability to choose from several
options for the typical non-standard locations. In report there should
be included the text box for the doctor-user to be able to describe
where the organ actually is.
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In current version of the system only the situation when organ is
visible is provided.

11. Examination, which finished with ”doctor does not
agree with the conclusion”

It should be fixed at the stage of report generation for that (those) of
the specific pathologies that the system has proposed, but the doctor
does not agree with the conclusion, proposed by the system. Then
this information later will be analyzed by the experts for adjusting the
knowledge base.

12. Pathology, that requires additional diagnostic methods
It should be fixed at the stage of report generation for that (those)

of the specific pathologies that the system has proposed, and for which
the doctor recommends to carry out additional analyses: blood, urine,
etc.

13. Pathology, that requires repeated examinations
It should be fixed at the stage of report generation for that (those)

of the specific pathologies that the system has proposed, and for which
the doctor recommends to carry out repeated ultrasound examination
in some time.

2.2 Queries

Each query has a list of parameters. The answer to the query is based
on information from the database. This information is filtered in accor-
dance with the values of query parameters. For example, if for param-
eter ”sex” the value is ”female”, the answer to the query is received on
the basis of all examination sessions carried out for the patients-women.

Below there is the list and short description of queries with indica-
tion of parameters which can be applied to the given query.

1. How many patients had carried out the examination
The possibility to select (simultaneously or separately) values for

the following parameters is given:

• period of time;
• equipment, which was used for examination;
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• patient gender;
• age category (from ”patient age at the moment of examination”

to ”patient age at the moment of examination”);
• resident of city or village;
• urgent or planned patient;
• patient with primary/secondary visit;
• first detected pathology is revealed;
• on an empty stomach or after eating;
• ”intrinsic (proper) pathology” / ”extrinsic (improper) pathology

from neighborhood” / ”extrinsic (improper) nonspecific pathol-
ogy” is revealed;

• examined organ;
• nonvisualization of organ;
• how many of them had the examination, which finished with

”doctor does not agree with the conclusion”;
• pathology, that requires additional diagnostic methods, is re-

vealed;
• pathology, that requires repeated examinations, is revealed.

The answer to the question will be the number of examined patients,
corresponding to given values of parameters. If a patient was examined
several times, he is counted only once.

More over, one of the parameters can be defined as the ”main”.
In this case the result will be also the percentage of the number of
examined patients corresponding to all the selected parameters, to the
number of examined patients, corresponding to all the selected param-
eters except the main.

For example, three parameters are set in the query:

- examined organ - gallbladder;

- patient gender - female;

- period of time - from 1.01.2007 to 31.12.2007.

326



Getting statistical data of examinations in decision support system . . .

Parameter ”patient gender” was chosen as the main. The answer is
the number of patients-women with gallbladder being examined in the
period from 1.01.2007 to 31.12.2007. Also, a percentage of the number
of such patients-women to the number of all patients (regardless of
gender), with gallbladder being examined in the period from 1.01.2007
to 31.12.2007 will be shown.

2. How many examinations were carried out
The possibility to select (simultaneously or separately) values for

the following parameters is given:

• period of time;
• equipment, which was used for examination;
• patient gender;
• age category;
• resident of city or village;
• urgent or planned patient;
• patient with primary/secondary visit;
• first detected pathology is revealed;
• on an empty stomach or after eating;
• ”intrinsic (proper) pathology” / ”extrinsic (improper) pathology

from neighborhood” / ”extrinsic (improper) nonspecific pathol-
ogy” is revealed;

• examined organ;
• nonvisualization of organ;
• examination, which finished with ”doctor does not agree with the

conclusion”;
• pathology, that requires additional diagnostic methods, is re-

vealed;
• pathology, that requires repeated examinations, is revealed.

The answer to the question will be the number of examinations,
corresponding to given values of parameters. If a patient was examined
several times, all these examinations are counted.

As in the previous query, one of the parameters can be defined
as the ”main”. At that the result will be also the percentage of the
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number of sessions, corresponding to all the selected parameters, to the
number of sessions, corresponding to all the selected parameters except
the main.

3. List of pathologies with the indication of the number of their
revealing, sorted in the descending order (of this number) with the pos-
sibility to select (simultaneously or separately) values for the following
parameters:

• period of time;
• equipment, which was used for examination;
• patient gender;
• age category;
• resident of city or village;
• urgent or planned patient;
• patient with primary/secondary visit;
• first detected pathology is revealed;
• on an empty stomach or after eating;
• referring to one of the types ”intrinsic (proper) pathology” /

”extrinsic (improper) pathology from neighborhood” / ”extrinsic
(improper) nonspecific pathology” (or the list of pathologies of
all these types, sorted by types);

• examined organ;
• pathology, with which ”doctor disagrees when generating conclu-

sion”;
• that requires additional diagnostic methods;
• that requires repeated examinations.

4. List of pathologies for specific patient with the possibility
to indicate (simultaneously or separately) values, when selecting the
following parameters:

• period of time;
• equipment, which was used for examination;
• first detected pathology (i.e., the list of only first detected

pathologies will be got);
• examined organ;
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• referring to one of the types ”intrinsic (proper) pathology” /
”extrinsic (improper) pathology from neighborhood” / ”extrinsic
(improper) nonspecific pathology” (or the list of pathologies of
all these types, sorted by types);

• pathology, with which ”doctor disagrees when generating conclu-
sion”;

• that requires additional diagnostic methods;
• that requires repeated examinations.

5. Number of conclusions stated step by step and number
of those stated when started from the presumed pathology

This information can be calculated by analysing the history of the
session, stored in a database.

The information of this type is interesting for the system developers
rather then for the physicians.

6. Number of pathologies that require repeated examina-
tions

The possibility to select (simultaneously or separately) values for
the following parameters is given:

• period of time;
• equipment, which was used for examination;
• patient gender;
• age category;
• resident of city or village;
• urgent or planned patient;
• patient with primary/secondary visit;
• first detected pathology is revealed;
• on an empty stomach or after eating;
• examined organ;
• referring to one of the types ”intrinsic (proper) pathology” /

”extrinsic (improper) pathology from neighborhood” / ”extrinsic
(improper) nonspecific pathology”.
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7. Number of pathologies, that require additional diag-
nostic methods with the possibility to select (simultaneously or sep-
arately) values for the following parameters:

• period of time;
• equipment, which was used for examination;
• patient gender;
• age category;
• resident of city or village;
• urgent or planned patient;
• patient with primary/secondary visit;
• first detected pathology is revealed;
• on an empty stomach or after eating;
• examined organ;
• referring to one of the types ”intrinsic (proper) pathology” /

”extrinsic (improper) pathology from neighborhood” / ”extrinsic
(improper) nonspecific pathology”.

8. List of pathologies detected in given person
The possibility to select (simultaneously or separately) values for

the following parameters is given:

• period of time;

• first detected pathology (i.e., the list of only first detected
pathologies will be got);

• referring to one of the types ”intrinsic (proper) pathology” /
”extrinsic (improper) pathology from neighborhood” / ”extrinsic
(improper) nonspecific pathology” (or the list of pathologies of
all these types, sorted by types).

9. List of sessions - what examinations (of what organs)
the given patient had passed:

- in general or in the indicated period of time.
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It is supposed that during one session several organs can be examined.

10. List of images (and/or video), associated with the
given person:

- in general;
- in the indicated period of time;
- of specific organ;
- during specific session.

11. Number of questions, that the physician answered be-
fore getting the result, with indication of number of such ex-
aminations

For example, there are 500 examinations where physician had an-
swered 20 questions, 110 examinations - with answered 16 questions,
etc.

At that the following cases are interesting:

- to calculate this index in general through the whole DB;
- to calculate maximal number of questions, answered before the

moment of report generation;
- to calculate minimal number of questions, answered before the

moment of report generation;
- to calculate this index for a specific pathology or for all patholo-

gies from the list (with pathology indication).

This information is interesting for the case of the system usage in
the process of teaching the ultrasonography staff.

3 Conclusion

At the current stage of the system SonaRes development a part of
queries described above is implemented. Current version is in testing by
ultrasonographers. Preliminary analysis of testing shows that indexes
provided in the queries are really useful.
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