# Determination of the normalization level of database schemas through equivalence classes of attributes 

Cotelea Vitalie


#### Abstract

In this paper, based on equivalence classes of attributes there are formulated necessary and sufficient conditions that constraint a database schema to be in the second, third or Boyce-Codd normal forms. These conditions offer a polynomial complexity for the testing algorithms of the normalizations level.
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## 1 Introduction

The anomalies that appear during database maintaining are known as insertion, update and deletion anomalies. These are directly related to the dependencies between attributes. A rigorous characterization of the quality grade of a database schema can be made through the exclusion of mentioned anomalies, with consideration of attributes dependencies, which offers the possibility to define some formal techniques for design of desirable relation schemes.

The process of design of some relation scheme structure with intend to eliminate the anomalies, is called normalization. Normalization consists in following a set of defined rules on data arrangement with the scope to reduce the complexity of scheme structures and its transformation into smaller and stable structures which will facilitate

[^0]data maintenance and manipulation. There exist several normalization levels that are called normal forms.

The normal forms based on functional dependencies are first normal form (1NF), second normal form (2NF), third normal form (3NF) and Boyce-Codd normal form (BCNF). These forms have increasingly restrictive requirements: every relation in BCNF is also in 3 NF , every relation in 3 NF is also in 2 NF and every relation in 2 NF is in 1 NF . A relation is in 1 NF if every attribute contains only atomic values. 2NF is mainly of historical interest. 3NF and BCNF are important from a database design standpoint [1].

For example, the design of a 3NF database schema, through the synthesizing method, can be performed in a polynomial time [2]. Unfortunately, the problem of determination of the normalization level is known to be NP-complete [3, 4], because normalization testing requires finding the candidate keys and nonprime attributes. Firstly, the definitions of normal schemes (second, third or BCNF) contain the notion of key. But it is known that a relation can have an exponential number of keys under the number of all attributes of its scheme [5]. Secondly, the definitions of normal forms use the notions of prime and nonprime attributes, which are also related to key.

The problem of prime and nonprime attributes finding has been solved in a polynomial time [6]. In this paper necessary and sufficient conditions for a scheme to be in $2 \mathrm{NF}, 3 \mathrm{NF}$ or BCNF are defined. These conditions are described in terms of redundant and nonredundant equivalence classes of attributes and the computation of these classes can be performed in polynomial time [6]. Therefore, the determination of normalization level of a scheme is also polynomial. Thus a database designer may work in terms of attributes sets and data dependencies, and not in terms of keys. This approach can be a part of the database analysis and design toolset, i.e. for the automation of database design and testing.

In Section 2, most of the definitions needed in this paper are presented. In Section 3, several properties for equivalence classes of attributes, proved in [6], are given.

Besides this, the correlation is proven between nonredundant classes
of attributes and the right and left sides of functional dependency that is inferred from a given set of functional dependencies (Theorem 3). In Sections 4, 5 and 6 there are presented necessary and sufficient conditions (Theorems 4-6), in terms of equivalence classes of attributes, for a relation scheme to be in $2 \mathrm{NF}, 3 \mathrm{NF}$ or BCNF, respectively. The final section is about algorithmic aspects, where it is shown that the determination of the normalization level of database schemas can be performed in polynomial time.

## 2 Preliminary notions

In this and in the next section, that will be as concise as possible, some definitions and statements used in this paper are presented.

Let $\operatorname{Sch}(R, F)$ be a relation scheme, where $F$ is a set of functional dependencies defined on a set $R$ of attributes. The set of all functional dependencies implied by a given set $F$ of functional dependencies is called the closure of $F$ and is denoted as $F^{+}$, that is $F^{+}=\{V \rightarrow$ $W|F|=V \rightarrow W\}[7]$.

If $F$ is a set of functional dependencies over $R$ and $X$ is a subset of $R$, then the closure of the set $X$ with respect to $F$, written as $X^{+}$, is the set of attributes $A$ such that $X \rightarrow A$ can be inferred using the Armstrong Axioms, that is $X^{+}=\left\{A \mid X \rightarrow A \in F^{+}\right\}[7]$.

Armstrong's Axioms are sound in that they generate only functional dependencies in $F^{+}$when applied to a set $F$. They are complete in that repeated application of these rules will generate all functional dependencies in the closure $F^{+}[1]$.

Let $X$ and $Y$ be two nonempty finite subsets of $R$. The set $X$ is a determinant for $Y$ with respect to $F$ if $X^{\prime} \rightarrow Y$ is not in $F^{+}$for every proper subset $X^{\prime}$ of $X$.

If $X$ is a determinant for $R$ with respect to $F$, then $X$ is a key for relation scheme $S c h(R, F)$. Note that some relation scheme may have more than one key.

An attribute $A$ is prime in $S c h(R, F)$ if $A$ is contained in some key of $\operatorname{Sch}(R, F)$. Otherwise $A$ is nonprime in $\operatorname{Sch}(R, F)$.

In what follows, it will be assumed that the set $F$ of functional dependencies is reduced [7].

Given a relation scheme $S c h(R, F)$, the set $F$ can be represented by a graph, called contribution graph [6] for $F$ and denoted by $G=(S, E)$, where:

- for every attribute $A$ in $R$, there is a vertex labeled by $A$ in $S$;
- for every functional dependence $X \rightarrow Y$ in $F$ and for every attribute $A$ in $X$ and every $B$ in $Y$ there is an edge $a=(A, B)$ in $E$ that is directed from vertex $A$ to vertex $B$.

Let $G=(S, E)$ be divided into strongly connected components. The relation of strong connectivity is an equivalence relation over the set $S$. So, there is a partition of set of vertices $S$ into pairwise disjoint subsets, that is, $S=\bigcup_{i=1}^{n} S_{i}$.

Let $S_{1}, \ldots, S_{n}$ be the strongly connected components of a graph $G=(S, E)$. Then the condensed graph $[8]$ of $G, G^{*}=\left(S^{*}, E^{*}\right)$ is defined as follows:
$S^{*}=\left\{S_{1}, \ldots, S_{n}\right\}$ and
$E^{*}=\left\{\left(S_{i}, S_{j}\right) \mid i \neq j,(A, B)\right.$ in $E, A \in S_{i}$ and $\left.B \in S_{j}\right\}$.
Evidently the condensed graph $G^{*}$ is free of directed circuits. Over the set $S^{*}$ of vertices of graph $G^{*}$ a strict partial order is defined. Strict partial orders are useful because they correspond more directly to directed acyclic graphs. Vertex $S_{i}$ precedes vertex $S_{j}$, if $S_{j}$ is accessible from $S_{i}$.

From the ordered sequence of sets $S_{1}, \ldots, S_{n}$ a sequence of ordered nonredundant sets can be built $T_{1}, \ldots, T_{n}$, where $T_{1}=S_{1}$ and $T_{j}=S_{j}-$ $\left(\bigcup_{i=1}^{j-1} T_{i}\right)_{F}^{+}$for $j=\overline{2, n}$. All empty sets are excluded from the sequence and a sequence of nonempty sets $T_{1}, \ldots, T_{m}$ is obtained, keeping the precedence of prior sets.

Lemma 1. [6]. If $X \rightarrow Y \in F^{+}$and $X$ is a determinant of $Y$ under $F$, then for every attribute $A \in(X-Y)$ there is an attribute $B \in Y$ so that in the contribution graph $G$ there exists a path from vertex $A$ to vertex $B$ and for every attribute $B \in(Y-X)$ there exists in $X$ an attribute $A$, from which the vertex $B$ can be reached.

## 3 Some properties of equivalence classes of attributes

In this section a brief overview of several properties of equivalence classes of attributes is given. And their proofs are presented in [6].

Theorem 1. ([6], Theorem 2). Set $X$ is a determinant of set $S_{1} \bigcup \ldots \bigcup S_{n}$ under $F$, if and only if $X$ is determinant of set $T_{1} \bigcup \ldots \bigcup T_{m}$ under $F$.

Lemma 2. ([6], Lemma 3). If $X$ is a determinant under $F$ of set $T_{1} \cup \ldots \bigcup T_{m}$, then $Z$, where $Z=X \bigcap\left(T_{1} \bigcup \ldots \bigcup T_{j}\right)$ and $j=\overline{1, m}$, is a determinant for $T_{1} \cup \ldots \bigcup T_{j}$ under $F$.
Theorem 2. ([6], Theorem 4). If set of attributes $X$ is a determinant of set $T_{1} \bigcup \ldots \bigcup T_{m}$, then $X \bigcap T_{i} \neq \emptyset$, where $i=\overline{1, m}$.
Corollary 1. ([6], Corollary 3). If an attribute $A$ in $S_{1} \cup \ldots \bigcup S_{n}$ is prime in scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$, then $A \in \bigcup_{i=1}^{m} T_{i}$.
Corollary 2. ([6], Corollary 4). If an attribute $A$ in $S_{1} \cup \ldots \cup S_{n}$ is nonprime in scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$, then $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$.
Theorem 3. Let $X \rightarrow Y \in F^{+}$, where $X$ is a determinant for $Y$ under $F$ and $X, Y \subseteq T_{1} \cup \ldots \bigcup T_{m}$. For a $T_{j}$, where $j=\overline{1, m}$, the following takes place: if $Y \bigcap T_{j} \neq \emptyset$, then $X \bigcap T_{j} \neq \emptyset$.

Proof. The soundness of this statement is proven by contradiction: let $Y \bigcap T_{j} \neq \emptyset$, but $X \bigcap T_{j}=\emptyset$. Evidently that $X \subseteq$ $T_{1} \cup \ldots \bigcup T_{j-1} \bigcup T_{j+1} \bigcup \ldots \bigcup T_{m}$ and $X \rightarrow\left(Y \bigcap T_{j}\right) \in F^{+}$. Let $X^{\prime}$, where $X^{\prime} \subseteq X$, is a determinant for $Y \bigcap T_{j}$ under $F$. According to Lemma 1, on the contribution graph of set $F$ of dependencies, from every vertex labeled with an attribute in $X^{\prime}$ there exists a path to a vertex labeled with an attribute in $Y \bigcap T_{j}$. Thereby, $X^{\prime} \subseteq T_{1} \cup \ldots \bigcup T_{j-1}$. But in this case, $T_{j}$ is redundant. A contradiction has been reached.

Using above structures and statements it will be shown that the problem of determination of the normalization level has polynomial complexity. In the following sections, in terms of equivalence classes of attributes, sufficient and necessary conditions for a relation scheme to be in a normal form are presented.

## 4 Second normal form

Thus, the relation scheme in the 2 NF can be defined:
Definition 1. [9]. Scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in the 2 NF under a set of functional dependencies $F$, if it is in 1NF and each nonprime attribute in $\bigcup_{i=1}^{n} S_{i}$ doesn't partially depend on every key for $S c h$. Database schema is in the 2 NF , if each constituent relation scheme is in the 2 NF .

Definition 2. [9]. Let $X \rightarrow A \in F$ be a nontrivial functional dependency (namely $A \notin X$ ). An attribute $A$ is called partially dependent on $X$, if there exists a proper subset $X^{\prime}$ of set $X$, such that $X^{\prime} \rightarrow A \in F^{+}$. If such a proper subset doesn't exist, then $A$ is called that completely depends on $X$.

Proposition 1. If set of attributes $X$ is a determinant for attribute $A$ under set of attributes $F$, then $A$ completely depends on $X$.

The next theorem gives a characterization of the 2 NF in terms of equivalence classes of attributes.

Theorem 4. Relation scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in the 2NF, if and only if it is in the 1NF and for every $T_{j}, j=\overline{1, m},\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}=$ $\bigcup_{i=1}^{m} T_{i}-T_{j}$ takes place.

Proof. Necessity. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ be in the 2NF. Then every nonprime attribute $A$, that is a member of set $\bigcup_{i=1}^{n} S_{i}-$ $\bigcup_{i=1}^{m} T_{i}$ completely depends on every determinant $X$ of set $S_{1} \bigcup \ldots \bigcup S_{n}$. According to Theorem $1, X$ is a determinant of set $T_{1} \bigcup \ldots \bigcup T_{m}$. In addition, $X \subseteq T_{1} \cup \ldots \bigcup T_{m}$. Assuming to the contrary, that $S c h$ is in the 2 NF , but there is an attribute $A \in\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}$such that $A \notin$ $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$. There are two cases: either $A \in T_{j}$, or $A \in\left(\bigcup_{i=1}^{n} S_{i}-\right.$ $\left.\bigcup_{i=1}^{m} T_{i}\right)$.

Let $A \in T_{j}$. From the construction of contribution graph, follows that $\left(T_{1} \cup \ldots \bigcup T_{j}\right) \rightarrow A \in F^{+}$. Because $A \in\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}$, namely $A \in\left(\bigcup_{i=1}^{j-1} T_{i}-T_{j}\right)^{+}$, then $\left(T_{1} \bigcup \ldots \bigcup T_{j-1}\right) \rightarrow A \in F^{+}$. But this contradicts the fact that set $T_{j}$ is nonredundant.

Let $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$. If $X$ is a determinant for $T_{1} \bigcup \ldots \bigcup T_{m}$ under $F$, taking into account Lemma $2, X \bigcap\left(T_{1} \cup \ldots \bigcup T_{j-1}\right)$ is a determinant for $T_{1} \cup \ldots \bigcup T_{j-1}$. So that $\left(T_{1} \bigcup \ldots \bigcup T_{j-1}\right) \rightarrow A \in F^{+}$, then $\left(X \bigcap\left(T_{1} \bigcup \ldots \bigcup T_{j-1}\right)\right) \rightarrow A \in F^{+}$. In other words, the nonprime attribute $A$ partially depends on determinant $X$. That is $A$ partially depends on key $X$, fact that contradicts the assumption that scheme $S c h$ is in the 2 NF .

Sufficiency. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ be in the 1NF and for every $T_{j}, j=\overline{1, m}$, the following equality takes place: $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}=$ $\bigcup_{i=1}^{m} T_{i}-T_{j}$. It will be proven that scheme $S c h$ is in the 2 NF . Two cases are possible: either $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)=\emptyset$, or $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right) \neq \emptyset$.

If $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)=\emptyset$, then scheme doesn't contain nonprime attributes and, therefore, scheme is in the 2 NF and it is even in the third.

If $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right) \neq \emptyset$, that is in the case when set of nonprime attributes is not empty, results that every nonprime attribute $A$ completely depends on $T_{1} \cup \ldots \bigcup T_{m}$, furthermore it completely depends on determinant $X$ under $F$ of set $T_{1} \bigcup \ldots \bigcup T_{m}$. So, the scheme is in the 2NF.

Corollary 3. Scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in the 2 NF , if and only if for every $i=\overline{1, m} T_{i}=S_{i}$ holds.

Proof. The soundness of this statement follows from the fact that $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}=\bigcup_{i=1}^{m} T_{i}-T_{j}$ takes place when $T_{i}=S_{i}$ holds for every $i=\overline{1, m}$ and vice versa.

## 5 Third normal form

In this section a characterization of the 3 NF is given through the equivalence classes.

Definition 3. [9]. Scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in 3NF under a set of functional dependencies $F$, if it is in the 1 NF and every nonprime attribute doesn't transitively depend on a key of scheme $S c h$. Database schema is in the 3 NF , if every constituent relation scheme is in the 3 NF .

Definition 4. [10]. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right), V, W \subseteq \bigcup_{i=1}^{n} S_{i}$ and $A \in \bigcup_{i=1}^{n} S_{i}$. It is considered that the attribute $A$ transitively depends on $V$ through $W$, if the following conditions are all satisfied:

1. $V \rightarrow W \in F^{+}$;
2. $W \rightarrow V \notin F^{+}$(namely $V$ doesn't functionally depend on $W$ );
3. $W \rightarrow A \in F^{+}$;
4. $A \notin V W$.

Theorem 5. Relation scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in the 3NF, if and only if $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is a determinant for $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ under $F$.

Proof. Necessity. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ be in the 3NF. Then scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is also in the 2NF and each attribute $A$, where $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$, fully functionally depends on key $X$ of scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$, namely it is fully functionally dependent on determinant $X$ of set $T_{1} \bigcup \ldots \bigcup T_{m}$ under $F$. In addition, no attribute $A$, where $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$, transitively depends on $X$. That is, there doesn't exist any dependency $W \rightarrow A \in F^{+}$, such that $W \subseteq\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ and $A \notin X W$. Therefore, dependency $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right) \rightarrow\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is reduced on the left side, fact that confirms that $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is a determinant for $\left(\bigcup_{i=1}^{n} S_{i}-\right.$ $\left.\bigcup_{i=1}^{m} T_{i}\right)$ under $F$.

Sufficiency. Assume $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is a determinant for $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ under $F$. Let $X$ be a determinant of set $T_{1} \cup \ldots \bigcup T_{m}$ under $F$. According to Theorem $1, X$ is a determinant of set $S_{1} \bigcup \ldots \bigcup S_{n}$. Hence, $X \rightarrow\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right) \in F^{+}$holds. Because $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is a determinant for $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ under $F$, then there doesn't exist any dependency $W \rightarrow A \in F^{+}$, such that $W \subseteq\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right), A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ and $A \notin X W$. That is, all nonprime attributes $A$ don't depend transitively on determinant $X$.

## 6 Boyce-Codd normal form

The concept of BCNF is refined from the notion of 3NF. In the determination of a database schema being in BCNF, a given set $F$ of functional dependencies is used.

Definition 5. [11]. Relation scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in BCNF under set $F$ of functional dependencies, if it is in the 1 NF and for every nontrivial dependency $V \rightarrow A \in F^{+} V \rightarrow \bigcup_{i=1}^{n} S_{i} \in F^{+}$takes place, that is, the left side of each functional dependency functionally determines all attributes of scheme.

Theorem 6. Scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in the normal form BoyceCodd, if and only if it is in the 3 NF and for every $T_{j}, j=\overline{1, m}$, the set of attributes $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ is a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F$.

Proof. Necessity. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ be in BCNF. Then for every nontrivial functional dependency $V \rightarrow A \in F^{+}$, that is, the case when $A \notin V, V \rightarrow \bigcup_{i=1}^{n} S_{i} \in F^{+}$holds. Based on the reflexivity rule, $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right) \rightarrow\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right) \in F^{+}$. If it's supposed that $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ is not a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F$, that is, if there exists a set of attributes $V \subset\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$, so that $V \rightarrow\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right) \in F^{+}$, then the last dependency is not trivial. By the definition of BCNF $V \rightarrow \bigcup_{i=1}^{n} S_{i} \in F^{+}$holds. But this functional dependency contradicts the fact that every determinant Xof set $\bigcup_{i=1}^{n} S_{i}$ and consequently a set $\bigcup_{i=1}^{m} T_{i}$ contains, according to Theorem 2, attributes in $T_{j} j=\overline{1, m}$ too, namely $X \bigcap T_{j} \neq \emptyset$ for $j=\overline{1, m}$.

Sufficiency. Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ be in the 3NF and for every $T_{j}, j=\overline{1, m}$, the set of attributes $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ is a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F$. It will be proven that scheme $S c h=$ $\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ is in BCNF.

Let scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ not be in BCNF. In this case, there is a nontrivial functional dependency $V \rightarrow A \in F^{+}$, so that $V \rightarrow$ $\bigcup_{i=1}^{n} S_{i} \notin F^{+}$holds. Then it can be stated that $V \rightarrow \bigcup_{i=1}^{m} T_{i} \notin F^{+}$. Without constraining the generality, let $V$ be a determinant for $A$ under $F$. From the construction of the contribution graph and from the fact
that dependency $V \rightarrow A$ is reduced, three cases can be examined (other cases don't exist):

1. $V \subseteq\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ and $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$, that is, left and right sides are formed just from nonprime attributes,
2. $V \subseteq \bigcup_{i=1}^{m} T_{i}$ and $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ - the left side is formed from prime attributes, and the right side consists of a nonprime attribute.
3. $V \subseteq \bigcup_{i=1}^{m} T_{i}$ and $A \in \bigcup_{i=1}^{m} T_{i}$, that is, left and right sides are formed just from prime attributes,

Suppose that $V \subseteq\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ and $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$, then nonprime attribute $A$ would transitively depend through $V$ on every determinant of set $\bigcup_{i=1}^{n} S_{i}$ and then scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ will not be in the 3 NF , which contradicts the hypothesis.

If it is considered that $V \subseteq \bigcup_{i=1}^{m} T_{i}$ and $A \in\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$, then nonprime attribute $A$ would partially depend on a determinant of set $\bigcup_{i=1}^{n} S_{i}$ therefore scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ will not be in the 2 NF , that is, neither in the third, fact that contradicts the hypothesis.

If it is considered that $V \subseteq \bigcup_{i=1}^{m} T_{i}$ and $A \in \bigcup_{i=1}^{m} T_{i}$, then the set $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ of attributes is not a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F$. Indeed, let $m>1$ and $A \in T_{k}$. Then by Theorem 3 and the construction way of drawing the contribution graph, it can exist two cases either $V \subseteq T_{k}$, or $V \not \subset T_{k}$, but $V \subseteq\left(T_{l} \bigcup T_{l+1} \bigcup \ldots \bigcup T_{k}\right)$, where $V \bigcap T_{i} \neq \emptyset, i=\overline{l, k}$. Evidently $m>k-l+1$, but in this case there exists a $T_{j}$, where $V \bigcap T_{j}=\emptyset$, so that $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ is not a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F$, because $\left(\left(\bigcup_{i=1}^{m} T_{i}-\{A\}\right)\right.$ $\left.T_{j}\right) \rightarrow\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right) \in F^{+}$.

## 7 Algorithms' complexities

Based on the above characterization, the polynomiality of the normal form testing problem can be proved. A few comments about the complexity of the algorithms for finding the normal form of scheme are made below.

Both construction of equivalence classes of scheme's attributes and redundancy elimination from these classes have a complexity $O(|R|$. $\| F| |)[6]$.

It is not hard to calculate the complexity of algorithms that determine whether a scheme is in the second, third or Boyce-Codd normal form. That is, $|R| \cdot\|F\|$ for each of these algorithms. This is explained through the fact that the complexity of calculation of the classes of nonredundant attributes exceeds the complexity of calculation of the verification conditions that determine if a scheme is in one of the enumerated forms.

Thus, if nonredundant classes $\bigcup_{i=1}^{m} T_{i}$ are built, then calculation of the condition for the scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ to be in the 2 NF (that is, if for every $\left.T_{j}, j=\overline{1, m},\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)^{+}=\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ requires a time $O(\mid$ NonRedEquivClasses $|\cdot \| F| \mid)$. Therefore the time is $O(|R| \cdot \| F| |)$.

Computation of the condition for the scheme $S c h=\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ to be in the 3NF (that is, if $\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)$ is a determinant for $\left.\left(\bigcup_{i=1}^{n} S_{i}-\bigcup_{i=1}^{m} T_{i}\right)\right)$ requires a time $O(\|F\|)$.

Similarly, verification of the condition for the scheme $S c h=$ $\left(\bigcup_{i=1}^{n} S_{i}, F\right)$ to be in BCNF (that is, if for every $T_{j}, j=\overline{1, m}$, set of attributes $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ is a determinant for $\left(\bigcup_{i=1}^{m} T_{i}-T_{j}\right)$ under $F)$ requires a time $O(|R| \cdot||F||)$.
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# Modelling Inflections in Romanian Language by P Systems with String Replication 

Artiom Alhazov, Elena Boian, Svetlana Cojocaru, Yurii Rogozhin


#### Abstract

The aim of this article is the formalization of inflection process for the Romanian language using the model of P systems with cooperative string replication rules, which will make it possible to automatically build the morphological lexicons as a base for different linguistic applications.


## 1 Introduction

Natural language processing has a wide range of applications, the spectrum of which varies from a simple spell-check up to automatic translation, text and speech understanding, etc. The development of appropriate technology is extremely difficult due to the specific feature of multidisciplinarity of the problem. This problem involves several fields such as linguistics, psycholinguistics, computational linguistics, philosophy, computer science, artificial intelligence, etc.

As in many other fields, solving of a complex problem is reduced to finding solutions for a set of simpler problems. In our case among the items of this set we find again many traditional compartments of the language grammar. The subject of our interest is the morphology, and more specifically, its inflectional aspect.

The inflectional morphology studies the rules defining how the inflections of the words of a natural language are formed, i.e., the aspect

[^1]of form variation (of the inflection, which is the action of words modification by gender, number, mood, time, person) for various expressing grammatical categories.

In terms of natural language typology the morphological classification can be analytical and synthetic. Of course, this classification is a relative one, having, however, some irrefutable poles: Chinese, Vietnamese, as typical representatives of the analytical group, and Slavic and Romance languages serving as examples of synthetic ones. The English language, with a low degree of morpheme use, is often among the analytical ones, sometimes is regarded as synthetic, indicating however that it is "less synthetic" comparatively with other languages from the same group. It is evident that it is the inflectional morphology of synthetic languages that presents special interest, being a problem more complex comparatively with analytical class.

The object of our studies is the Romanian language, which belongs to the category of synthetic flective languages. The last notion stresses the possibility to form new words by declension and conjugation. Moreover, the Romanian language is considered a highly inflectional language, because the number of word-forms is big enough.

The inflection simplicity in English makes that the majority of researchers in the field of computational linguistics neglect the inflection morphology. For efficient processing of other natural languages, including Romanian, it is necessary to develop suitable computational models of morphology of each language. In the case of Romanian language, some inflectional models are known [25], [19],[7].

In [25] it is certified an advanced number of morpho-syntactic specifications for Romanian language, namely 34 for nouns, 44 for verbs, 24 for adjectives, 15 for pronouns, etc. The aim of our paper is to describe the process of inflection (i.e. the process of obtaining both the derivative words and their morphological attributes) by P systems [17]. This paper is a final version of [1].

## 2 Description of the inflection process

To develop a formalism for the inflection process description we invoke a number of definitions and notions which allow us to understand the essence of this process. Inflection is a part of morphology - the science which "includes the rules considering the word forms and the formal modifications of the words" [24]. From the morphological point of view the words are classified corresponding to the part of speech, and their structure is described in terms of inflection, derivation and composition. Inflection is the systematic variation of the word form which allows to obtain different semantic and syntactic functions [10]. The words combine in themselves two components: a constant and a variable [12]].

The root of primary lexical units is called the constant. For the derivative ones the term lexical theme is used. Since in our study this distinction does not play any role, for both cases we use a single term "root".

The variable is the bearer of grammatical meanings, it consists of one or more morphemes being called also flective. This term will be used in exposure below. In accordance with [24] we identify three ways of achieving the inflections:
analytical: the flective is a free morpheme (separated from root) and the root remains invariable (e.g., adverb, bine - mai bine (engl. well - better));
synthetic: the flective is a conjunctive morpheme (group of morphemes), related to the root (e.g., for noun, pronoun; student $\breve{a}-$ studente - studentei; care-căreia-căruia-cărora (engl. studentstudents - student's, who-whose-whom), etc.).
synthetic and analytical: the flective consists of free and conjunctive morphemes (e.g., adjective, verb, frumos - frumoasă - mai frumoasă; cântasem - am cântat (engl. beautiful - beautiful - more beautiful, singing - I sang), etc.).

In the following we will deal with the synthetic method, the analytical one is effectuated relatively easy through a set of simply formulated
rules. Following the model from [10] we present in Figure 1 the classification of Romanian language parts of speech in terms of the inflection process.


Figure 1. The classification of the Romanian language parts of speech (in terms of the inflection process.)

The class of opened productive parts of speech is the most interesting in terms of inflection, and it will be the primary object of our investigations.

Indeed, opened classes, containing tens of thousands of elements, are characterized by a productive process of inflection, derivation and composition, while the closed ones include a reduced number of items (practically excluding the possibility of the new ones apparition), because the morphological processes of word formation are poorly productive [12]. Moreover, in the case of opened classes the problem is complicated not only because we cannot enumerate the elements, existing at the moment, but also because a successful formalism should be able to "serve" the future neologisms that could occur in language development process. In the following we will operate with the paradigms of inflection, by which we imply the systematic arrangement of all inflection forms of a word [13].

For our purposes we will work not with the whole words, but with
their variable parts. Hereinafter by paradigm we mean a list of flectives.
For each flective we can put into correspondence a set of morphological attributes.

Example. Let us examine the morphological attributes for masculine nouns of Romanian language [25].

| N | noun (part of speech), |
| :--- | :--- |
| m | masculine gender, |
| s | singular number, |
| p | plural number, |
| d | direct (nominative - accusative cases), |
| o | oblique (genitive - dative cases), |
| v | vocative case, |
| y | yes - definiteness, |
| n | no - definiteness. |

(Given that the Romanian forms for nominative and accusative cases coincide, as well as for the genitive and dative ones, we reduced the paradigm merging both word forms, and respective attributes.)

Thus, the list of flectives $F=\{-,-,-$, ul, ului, ule, i, i, i, ii, ilor, ilor\}, where "-" denotes the empty word, can be regarded as a morphologically annotated one.

$$
\begin{aligned}
F_{\text {morf }}=\{ & (-, N m s d n),(-, \text { Nmson }),(-, \text { Nmsvn }), \\
& (\text { ul, Nmsdy }),(\text { ului, } N m s o y),(\text { ule, } N m s v y), \\
& (\mathrm{i}, N m p d n),(\mathrm{i}, \text { Nmpon }),(\mathrm{i}, N m p v n), \\
& (\text { ii }, N m p d y),(\text { ilor, Nmpoy }),(\text { ilor, Nmpvy })\} .
\end{aligned}
$$

Let us mention the use of paradigmatic model for the Romanian language $[8,9,20,21,22]$.

We will refer also to the works [18] and [11], which treat the subject of generation of the flectioned forms for the Romanian language. The authors do not provide the inflection algorithms, but offer some useful suggestions for generation of flectioned forms. In paper [18] it is proposed a method of encoding vowel and consonant alternations
in the root, taken by the authors from researches of acad. G. Moisil, namely: each alternation is presented in the root by a distinct code. In paper [11] it is found a (incomplete) set of rules, which indicates the way of concatenation of flective for nouns and adjectives without concerning the problem of the alternations in the root. Therefore, having the aim to achieve the synthetic model of inflection, we must develop a formalism, which should include two processes:

- making the alternation in the root, and
- concatenation of a flective.

The starting point of our approach was the dictionary [13], in which the flective words of Romanian language are classified according to the way of inflections formation. There were set 100 groups of inflection for masculine nouns, 273 - for verbs, etc. A dictionary of about 30,000 words with the specification of the number of the group was constructed. The classification was made taking into account all linguistic aspects, e.g. accents. In our case we will focus only on the way of writing a word, which in equal measure simplifies and complicates the problem. However this classification is extremely useful suggesting us the idea of defining a special class of grammars to formalize the inflection process $[2,3,4,5]$.

In general case, from a whole variety of inflection groups, we can identify two classes:

- without alternations, and
- with alternations.

In the first case the inflection is made in the following manner. Let $\Im$ be a set formed from lists of flectives, $F=\left\{f_{1}, f_{2}, \cdots, f_{n}\right\}, w=w^{\prime} \alpha$ is a word-lemma, where $|\alpha| \geq 0$. In the simplest case the inflected words will be those of the form $w^{\prime} f_{i}, f_{i} \in F,(i=1, \cdots, n)$.

General case: Let $w=w_{1} a_{1} w_{2} a_{2} \cdots w_{m} \alpha$. The inflected words will be of the form:

$$
\begin{aligned}
& w^{(1)}=w_{1} \quad a_{1} \quad w_{2} \quad a_{2} \quad \cdots \quad w_{m} f_{i_{1}}, \\
& w^{(2)}=w_{1} \quad u_{1}^{(2)} \quad w_{2} \quad u_{2}^{(2)} \quad \cdots \quad w_{m} f_{i_{2}}, \\
& w^{(s)}=w_{1} \quad u_{1}^{(s)} \quad w_{2} \quad u_{2}^{(s)} \quad \cdots \quad w_{m} f_{i_{s}},
\end{aligned}
$$

where $w_{i}, a_{i} \in V^{+}, u_{i}^{(j)} \in V^{*}, f_{i_{1}} \in F^{(1)}, \ldots, f_{i_{s}} \in F^{(s)}$, and $F^{(1)} \cup$ $\ldots \cup F^{(s)}$ forms a complete paradigm.

Note: the analysis of inflection rules allowed us to ascertain that for the Romanian language $m \leq 4, s \leq 3$.

Example 1. Inflection of masculine nouns without alternations.
Let $F=\{-,-,-, u l, u l u i, u l e, i, i, i, i i, i l o r, i l o r\}-$ a list of flectives, where '.' denotes the empty word. Let $w=$ 'stejar' (engl. oak), $|\alpha|=$ $0,|F|=12$. The set of inflected words supplied by morphological attributes will be:

| (stejar, $N m s d n$ ), <br> (stejarul, Nmsdy), <br> (stejari, Nmsdn), <br> (stejarii, Nmpdy), | (stejar, Nmson), <br> (stejarului, Nmsoy), <br> (stejari, Nmpon), <br> (stejarilor, Nmpoy), | (stejar, Nmsvn), <br> (stejarule, Nmsvy), <br> (stejari, Nmpvn), <br> (stejarilor, Nmpvy) \} |
| :---: | :---: | :---: |

Taking advantage of paradigmatic ordering of the elements from the list of flectives, in what follows we will omit the explicit writing of morphological attributes implying their conformity to respective flectives.

Example 2. Inflection of masculine nouns with alternations.
Let $w=t a ̂ n a ̆ r$ (engl. young), $|\alpha|=0$. The vowel alternations $\hat{a} \rightarrow i$ and $\breve{a} \rightarrow e$ will be used. The obtained roots $w=$ 'tânăr' and $w^{\prime}=$ 'tiner' are respectively annexed by the endings: $F_{1}=\{-,-$, ul, ului, ule $\}$ and $F_{2}=\{e$, i, i, i, ii, ilor, ilor $\},\left|F_{1}\right|+\left|F_{2}\right|=12$.
\{ (tânăr, $N m s d n)$, (tânăr, Nmson), (tânărule, $N m s v y$ ), (tânărul, Nmsdy), (tânărului, Nmsoy), (tinere, Nmsvn), (tineri, Nmsdn), (tineri, Nmpon), (tineri, Nmpvn), (tinerii, Nmpdy), (tinerilor, Nmpoy), (tinerilor, Nmpvy) \}

Note: In most cases (for 80 groups of inflexion from [13]), when declining the masculine noun, 12 words are obtained. Exceptions are the following nouns:

- irregular, for example, those which can not have the plural definite form (instance, the word $g n u$ );
- those which are singularia tantum (nouns which appear only in the singular form), ianuarie etc.;
- those which are pluralia tantum (nouns that appear only in the plural and do not have a singular form), for example, ochelari, pantaloni etc.

In general, the 100 groups of inflection of masculine nouns in relation to the number of words produced at inflection, present the following table:

| Forms of the lemma | Number of forms | Number of groups |
| :--- | :---: | :---: |
| all forms | 12 | 80 |
| singularia tantum | 6 | 13 |
| pluralia tantum | 6 | 4 |
| irregular | $6-8$ | 3 |

Modern dictionaries contain hundreds of thousands of wordslemma. Their forms of inflexion (the amount of which exceeds millions) are needed for developing various applications based on natural language: from the spell-checker up to the systems understanding the speech. Obviously, to solve the problem of creating a dictionary with a morphologically representative coverage, as well as to build various applications based on it, effective mechanisms are needed, especially those that allow parallel processing. One of the possible ways to perform parallel computation is based on biological models.

Let us mention a series of works that used the biological calculation approaches for solution of linguistic problems. In [15] there are presented some attempts to construct linguistic membrane systems and some applications related to analysis of conversational acts, bioinspired for dealing with semantics. In [16] two parsing methods using $P$ automata are presented. The first method uses P automata with active membranes for parsing natural language sentences into dependency trees. The second method uses a variant of P automata with evolution and communication rules for parsing Marcus contextual Languages [14].

## A. Alhazov, E. Boian, S. Cojocaru, Y. Rogozhin

Our paper tries to expand the area of potential applications of P systems to linguistics problems, introducing a formalism to capture inflections with their morphological attributes.

To formalize the inflection process for the Romanian language the model of cooperative membrane P systems with replication will be used [17].

## $3 \quad \mathbf{P}$ systems with string replication and input

Let us recall the basics of P systems with string objects and input. The membrane structure $\mu$ is defined as a rooted tree with nodes labeled $1, \cdots, p$. The objects of the system are strings (or words) over a finite alphabet $O$. A sub-alphabet $\Sigma \subseteq O$ is specified, as well as the input region $i_{0}, 1 \leq i_{0} \leq p$. In this paper we need to use cooperative rewriting rules (i.e. string rewriting rules, not limited by context-free ones) with string replication and target indications.

A rule $a \rightarrow u_{1}$, where $a \in O^{+}$and $u_{1} \in O^{*}$, can transform any string of the form $w_{1} a w_{2}$ into $w_{1} u_{1} w_{2}$. Application of a rule $a \rightarrow u_{1}\left\|u_{2}\right\| \cdots \| u_{k}$ transforms any string of the form $w_{1} a w_{2}$ into the multiset of strings $w_{1} u_{1} w_{2}, w_{1} u_{2} w_{2}, \cdots, w_{1} u_{k} w_{2}$. If in the right side of the rule $\left(u_{i}, t\right)$ is written instead of some $u_{i}, 1 \leq i \leq k$, $t \in\{$ out $\} \cup\left\{i n_{j} \mid 1 \leq j \leq p\right\}$, then the corresponding string would be sent to the region specified by $t$.

Hence, such a P system is formally defined as follows:
$\Pi=\left(O, \Sigma, \mu, M_{1}, \cdots, M_{p}, R_{1}, \cdots, R_{p}, i_{0}\right)$, where
$M_{i} \quad$ is the multiset of strings initially present in region $i, 1 \leq i \leq p$,
$R_{i} \quad$ is the set of rules of region $i, 1 \leq i \leq p$, and $O, \Sigma, \mu, i_{0}$ are described above.

The initial configuration contains the input string(s) over $\Sigma$ in region $i_{0}$ and strings $M_{i}$ in regions $i$. Rules of the system are applied in parallel to all strings in the system. The computation consists in non-deterministic application of the rules in a region to a string in that
region. The computation halts when no rules are applicable. The result of the computation is the set of all words sent out of the outermost region (called skin).

## 4 Describing the inflection process by $P$ systems

Let us define the P system performing the inflection process. Let $L$ be the set of words which form opened productive classes. We will start by assuming that the words in $L$ are divided into groups of inflection, i.e. for each $w \in L$ the number of inflection group is known [13]. The inflection group is characterized by the set $G=\left\{\alpha, R_{G}, F_{G}\right\}$, where $|\alpha| \geq 0$ is the length of ending which is reduced in the process of inflection, $F_{G}$ is the set of the lists of flectives, the assembly of which forms complete paradigm, $R_{G}$ is the set of the rules, which indicate vowel/consonant alternation of type $a \rightarrow u, a \in V^{+}, u \in V^{*}$, and also the conformity of the roots obtained by the lists of flectives from $F_{G}$. To each group of inflexion a membrane system $\Pi_{G}$ will be put into correspondence.

As it was mentioned earlier, we will investigate two cases:

- without alternations, and
- with vowel/consonant alternation.

The first model is very simple. For any group $G=\left(\alpha, \emptyset,\left\{f_{1_{G}}, f_{2_{G}}\right.\right.$, $\left.\cdots, f_{n_{G}}\right\}$ ) of inflection without alternation,

$$
\begin{aligned}
\Pi_{G} & =\left(O, \Sigma,[]_{1}, \emptyset, R_{1}, 1\right), \text { where } \\
O & =\Sigma=V \cup\{\#\}, \\
V & =\{\text { a, }, \cdots, \mathrm{z}\} \text { is the alphabet of the Romanian language, and } \\
R_{1} & =\left\{\alpha \# \rightarrow\left(f_{1_{G}}, \text { out }\right) \|\left(f_{2_{G}}, \text { out }\right)\|\cdots\|\left(f_{n_{G}}, \text { out }\right)\right\}
\end{aligned}
$$

If this system receives as an input the words $w^{\prime} \alpha \#$, where $w^{\prime} \alpha$ corresponds to the inflection group $G$, then it sends all its inflected words out of the system in one step. Clearly, $\Pi_{G}$ is non-cooperative if $\alpha=\lambda$, but non-cooperativeness is too restrictive in general, since then the
system would not be able to distinguish the termination to be reduced from any other occurrence of $\alpha$.

The general model will require either a more complicated structure, or a more sophisticated approach. Let $G$ be an arbitrary inflection group, with $m-1$ alternations $a_{1}=a_{1}^{(1)} a_{2}^{(1)} \cdots a_{n_{1}}^{(1)}, \cdots, a_{m}=$ $a_{1}^{(m)} a_{2}^{(m)} \cdots a_{n_{m}}^{(m)}$. Let the set of flectives consist of $s$ subsets, and for subset $F_{k_{G}}=\left\{f_{1}^{(k)}, \cdots, f_{p_{1}}^{(k)}\right\}, 1 \leq k \leq s$, the following alternations occur: $a_{1} \rightarrow u_{1}^{(k)}, \cdots, a_{m} \rightarrow u_{m}^{(k)}$ (the alternations are fictive for $k=1$ ), and $\bigcup_{k=1}^{s} F_{k_{G}}$ corresponds to a complete paradigm. For instance, Example 2 corresponds to $s=2$ sublists (singular and plural), and $m-1=2$ alternations.

The associated P system should perform the computation

$$
\begin{gathered}
w \#=\prod_{j=1}^{m-1}\left(w_{j} a_{j}\right) w_{m} \alpha \# \Rightarrow^{*} \\
\Rightarrow^{*}\left\{\prod_{j=1}^{m-1}\left(w_{j} u_{j}^{(k)}\right) w_{m} f_{i_{k}} \mid 1 \leq k \leq s, f_{i_{k}} \in F^{(k)}\right\}
\end{gathered}
$$

where $u_{j}^{(1)}=a_{j}, 1 \leq j \leq m$.
The first method assumes the alternating subwords $a_{j}$ are present in the input word in just one occurrence, or marked. Moreover, we assume that carrying out previous alternations does not introduce more occurrences of the next alternations.

For modeling such process of inflection for the group $G$ we define the following P system with $1+(s-1) m$ membranes

$$
\begin{aligned}
\Pi_{G}^{\prime} & =\left(O, \Sigma, \mu, \emptyset, \cdots, \emptyset, R_{1}, \cdots, R_{1+(s-1) m}, 1\right), \text { where } \\
\Sigma & =V \cup\{\#\} \\
O & =\Sigma \cup E, \\
\mu & =\left[[]_{2}[]_{3} \cdots[]_{1+(s-1) m}\right]_{1}, \\
E & =\left\{\#{ }_{k} \mid 2 \leq k \leq s\right\} \cup\left\{A_{k, j} \mid 1 \leq k \leq s, 1 \leq j \leq m\right\}, \\
V & =\{\mathrm{a}, \cdots, \mathrm{z}\} \text { is the alphabet of the Romanian language, }
\end{aligned}
$$

( $V$ can be extended by marked letters if needed), and the rules are given below.

$$
\left.\left.\begin{array}{rl}
R_{1} & =\left\{\alpha \# \rightarrow A_{1, m}\left\|\left(\#_{2}, i n_{2}\right)\right\| \cdots \|\left(\#_{s},\right. \text { in }\right.
\end{array}\right)\right\},
$$

The work of P system $\Pi_{G}^{\prime}$ is the following. First, $s$ copies of the string are made, and the first one stays in the skin, while others enter regions $2, \cdots, s$. Each copy in region $k$ is responsible to handle the $k$-th subset of inflections. The first one simply performs a replicative substitution in the end, and sends the results out, in the same way as $\Pi_{G}$ works. Consider a copy of the input in region $k, 2 \leq k \leq s$. When $j$-th alternation is carried out, the string returns to the skin, and symbol $A_{k, j}$ is additionally produced. This symbol will be used to send the string in the corresponding region to carry out alternation $j+1$. Finally, if $j=m$, then the system performs a replicative substitution in the end, and sends the results out.

Assuming $s \geq 2$, the system halts in $2 m+1$ steps, making an efficient use of scattered rewriting with parallel processing of different inflection subsets. For instance, the inflection group from Example 2 would transform into a P systems with 4 membranes, halting in 7 steps. Notice that this system is non-cooperative if $\alpha=\lambda$ and $\left|a_{j}\right|=1$,
$1 \leq j \leq m$. It is also worth noticing that it is possible to reduce the time to $m+1$ steps by using tissue P systems with parallel channels.

The second method avoids the limiting assumptions of the first methods. More exactly, it performs the first alternation at its leftmost occurrence, the second alternation at its leftmost occurrence which is to the right of the first one, etc. Formally, such a P system discovers the representation of the input string as $\prod_{j=1}^{m-1}\left(w_{j} a_{j}\right) w_{m} \alpha$, where $a_{j}$ has no other occurrences inside $w_{j} a_{j}$ except as a suffix.

A theoretical note: overlapping occurrences or occurrences with context can be handled by rules with $a$ longer left-hand side. A different order of occurrences of the alternations can be handled by renumbering the alternations. Should the specification of a group require, e.g., second-leftmost occurrence for $a \rightarrow u$, this can be handled by inserting a fictive substitution $a \rightarrow a$ before $a \rightarrow u$, etc. Therefore, this is the most general method.

We construct the following P system, which takes the input in the form

$$
\#_{l} w \#_{r}=\#_{l} \prod_{j=1}^{m-1}\left(w_{j} a_{j}\right) w_{m} \alpha \#_{r}
$$

$$
\begin{aligned}
\Pi_{G}^{\prime \prime} & =\left(O, \Sigma,[]_{1}, \emptyset, R_{1}, 1\right), \text { where } \\
\Sigma & =V \cup\left\{\# l_{l}, \#_{r}\right\} \\
O & =\Sigma \cup E, \\
E & =\left\{A_{k, j} \mid 1 \leq k \leq s, 0 \leq j \leq m\right\} \\
V & =\{a, \cdots, z\} \text { is the alphabet of the Romanian language, }
\end{aligned}
$$

and the rules are given below.

$$
\begin{align*}
R_{1}= & \left\{\#_{l} \rightarrow A_{1,0}\|\cdots\| A_{s, 0}\right\}  \tag{1}\\
\cup & \left\{A_{k, j-1} \gamma \rightarrow \gamma A_{k, j-1} \mid \gamma \in V \backslash\left\{a_{1}^{(j)}\right\},\right. \\
& 1 \leq k \leq s, 1 \leq j \leq m\}  \tag{2}\\
\cup & \left\{A_{k, j-1} a_{1}^{(j)} v \gamma \rightarrow a_{1}^{(j)} A_{k, j-1} v \gamma \mid a_{1}^{(j)} v \in \operatorname{Pref}\left(a_{j}\right),\right.
\end{align*}
$$

$$
\begin{array}{ll} 
& \left.|v|<\left|a_{j}\right|-1, \gamma \in V \backslash\left\{a_{1}^{(|v|+2)}\right\}, 1 \leq k \leq s, 1 \leq j \leq m\right\} \\
\cup & \left\{A_{k, j-1} a_{j} \rightarrow u_{j}^{(k)} A_{k, j} \mid 1 \leq k \leq s, 1 \leq j \leq m\right\} \\
\cup & \left\{\alpha A_{k, m} \# r \rightarrow\left(f_{1}^{(k)}, \text { out }\right)\|\cdots\|\left(f_{p_{m}}^{(k)}, \text { out }\right) \mid 1 \leq k \leq s\right\} \tag{5}
\end{array}
$$

The rules are presented as a union of 5 sets. The rule in the first set replicates the input for carrying out different inflection subsets. The symbol $A_{k, j}$ is a marker that will move through the string. Its index $k$ corresponds to the inflection subset, while index $j$ tells how many alternations have been carried out so far.

The rules in the second set allow the marker to skip a letter if it does not match the first letter needed for the current alternation. The rules in the third set allow the marker to skip one letter if some prefix of the needed subword is found, followed by a mismatch. The rules in the fourth set carry out an alternation, and the last set of rules perform the replicative substitution of the flectives.

This system halts in at most $|w|+2$ steps.

## 5 Determining the inflection group

The rules of the systems described above define, in fact, the way of inflection at algorithmic level:

- deleting the given number of symbols at the end of the word $(\alpha)$,
- obtaining the roots by making substitutions (vowel and consonant alternations),
- attachment of the respective endings to each root.

But this method can be applied only for the case when the number of the inflexion group is known. Otherwise there appears the problem of inflexion model establishing, knowing the graphical representation of the word. Is it possible to solve algorithmically this problem? The answer is negative. The first obstacle is the determination of part of speech: there are several examples of homonyms which mean different parts of speech. (Example: abate - masculine noun (abbat) and verb (to divert). In English this phenomenon is very common, and most nouns are the verbs too.) Let us restrict the formulation of the problem: is it
possible to establish the model of inflection (in the conditions indicated above) knowing the part of speech? The answer is negative in this case too. For confirmation we can bring a list of examples, which show us that without invoking phonetic information or the etymological one we cannot determine the model of inflection. Let us illustrate this assertion by analyzing female noun masă. Following the meaning of furniture object we will form plural mese, using the model with vowel alternation $a \rightarrow e$. But if you are following the meaning "compact crowd of people" [23], the plural mase will be produced without alternation. The origin of this phenomenon is etymological: in the first case the origin of the word is from Latin mensa, and in the second - from the French word masse [23]. But the problem can be tackled in another way: we can set certain criteria that allow us as a result of analysis of the word structure to conclude, if it is possible to determine the inflection model or not. If so, we determine precisely which is the respective model.

In [6] the algorithm had been proposed, which, analyzing the dictionary of classification into morphological groups with entries of type $(w, \sigma)$, where $w$ is a word in natural language, and $\sigma-$ number (label) of inflection group, constructs two groups of sets $A=\left\{A_{1}, A_{2}, \ldots, A_{k}\right\}$ and $P=\left\{P_{1}, P_{2}, \ldots P_{s}\right\}, \cap_{i=1}^{k} A_{i}=\emptyset, \cap_{i=1}^{s} P_{i}=\emptyset . A_{i} \cap P_{j}=\emptyset$.

These sets consisted of subwords $\alpha_{i}$ of the words $w=w^{\prime} \alpha_{j}$, where $1 \leq\left|\alpha_{j}\right| \leq|w|$. In [6] it is shown that for certain categories of words it is possible to construct such sets $A_{i}$, that from the fact that $\alpha_{j} \in A_{i}$ it results unequivocally that the word $w$ belongs to the single inflection group $\sigma$, and these words being named "absolutely regular". With the help of the same algorithm there are constructed also such sets $P_{i}$, that from the fact that $\alpha_{j} \in P_{i}$ it results that $w=w^{\prime} \alpha_{j}$ can belong to several inflection groups $\sigma_{1}, \ldots, \sigma_{m}$, and the respective words being named "partially regular".

So, in the case of an arbitrary word $w$, using the algorithm mentioned above, the inflection group is established at first, and then with the help of membrane system described above, the inflection is carried out obtaining word forms (with respective morphological attributes).

## 6 Conclusions

The membrane system to describe the inflexional process when the inflexional morphological model is known is investigated in this article.

In the case when the model is not known in advance, it can be determined by using the algorithm from [6]. The membrane systems presented in this paper can be also adapted for other natural languages with high level of inflection, such as Italian, French, Spanish etc., having structured morphological dictionaries, similar to the Romanian one.

Future work: we plan to also consider the problem of representation of the algorithm determining the inflection group by membrane systems.
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# Correcting Inconsistency in Linear Inequalities by Minimal Change in the Right Hand Side Vector 

Saeed Ketabchi Maziar Salahi


#### Abstract

Correcting an inconsistent set of linear inequalities by minimal changes in problem data is a well studied problem and up to now several algorithms have been developed to do this task. In this paper, we consider doing the minimal correction using the $l_{2}$ norm by changing just the right hand vector. A new formulation of the problem is introduced and its relation with the normal solution of the alternative system of the original system is given. Then a generalized Newton algorithm is designed to solve the new formulation. Extensive computational results using this algorithm and conjugate gradient method is reported to demonstrate the advantages and disadvantages of the two algorithms.

Keywords: Linear Inequalities, Convex Optimization, Conjugate Gradient Method, Generalized Newton Method, Barrier Method.


## 1 Introduction

In this paper we consider the following set of linear inequalities that are inconsistent:

$$
\begin{equation*}
A x \leq b, \tag{1}
\end{equation*}
$$

where $A \in R^{m \times n}$ and $b \in R^{m}$. In other words, there is no $x \in R^{n}$ for which (1) is feasible. The inconsistency in system (1) might be due to the various reasons, such as lack of interaction between different groups
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who are defining the constraints, wrong or inaccurate estimates, error in data, over optimistic goals, and many others. Correcting system (1) to a feasible system by minimal changes in its data have been known for long time and up to now several algorithms have been developed to do it $[1,2]$. A very simple approach to form a feasible system from (1) is to consider changes just in the right hand side vector $b$, which is usually called the resources vector, using $l_{1}$ norm i.e.,

$$
\begin{align*}
& \min \sum_{i=1}^{m}\left|r_{i}\right| \\
& A x \leq b+r \tag{2}
\end{align*}
$$

As we know, this problem is easily convertable to an linear programming (LP) problem which is efficiently solvable by either the Simplex or Interior Point Methods [3, 5]. It is also worth to note that one may consider the infinity norm in the objective function which results to:

$$
\begin{gather*}
\min \|r\|_{\infty} \\
A x \leq b+r \tag{3}
\end{gather*}
$$

This still is equivalent to an LP problem. In the next section we discuss the minimal correction using the $l_{2}$ norm. An equivalent formulation of the problem is given and two efficient algorithms are designed to solve the new formulation.

## 2 2-Norm Corrections

The minimal correction using the $l_{2}$ norm by changing the right hand side vector is:

$$
\begin{align*}
& \min _{x, r} \frac{1}{2}\|r\|^{2} \\
& A x \leq b+r \tag{4}
\end{align*}
$$

In the following theorem we show how we compute optimal $x$ and $r$ values.

Theorem 2.1. Let $x^{*}$ and $r^{*}$ be the optimal solution of (4). Then $r^{*}=\left(A x^{*}-b\right)_{+}$, where $a_{+}=\max (a, 0)$ and $x^{*}$ is an optimal solution of

$$
\begin{equation*}
\min _{x} \frac{1}{2}\left\|(A x-b)_{+}\right\|^{2} . \tag{5}
\end{equation*}
$$

Proof. Let us write (4) as:

$$
\begin{array}{r}
\min _{x} \min _{r} \frac{1}{2}\|r\|^{2} \\
A x \leq b+r . \tag{6}
\end{array}
$$

Now for a given $x \in R^{n}$, let us first consider the inner minimization problem i.e.,

$$
\begin{align*}
& \min _{r} \frac{1}{2}\|r\|^{2} \\
& A x \leq b+r . \tag{7}
\end{align*}
$$

It is obvious that problem (7) is a convex minimization problem, therefore the KKT conditions are necessary and sufficient for optimality and are given by:

$$
\begin{aligned}
& r-\lambda=0, \\
& A x \leq b+r, \\
& \lambda^{T}(A x-b-r)=0, \\
& \lambda \geq 0,
\end{aligned}
$$

where the vector $\lambda$ denotes the lagrange multipliers. From the first equation one has $r=\lambda$. Now if $\lambda_{i} \neq 0$ for some $i$, then from the third equation $(A x-b)_{i}=r_{i}=\lambda_{i}$. However, when $\lambda_{i}=0$, from the first equation one has $r_{i}=0$. All these together imply that $r=(A x-b)_{+}$. Therefore, we can write problem (4) as

$$
\min _{x} \frac{1}{2}\left\|(A x-b)_{+}\right\|^{2} .
$$

This completes the proof.

It is worth mentioning that (5) is the dual of the following optimization problem:

$$
\begin{array}{r}
\max -b^{T} u-\frac{1}{2}\|u\|^{2} \\
A^{T} u=0  \tag{8}\\
u \geq 0
\end{array}
$$

In the following corollary we give an optimal solution of (8) using an optimal solution of (5).

Corollary 2.2. Let $x^{*}$ be an optimal solution of problem (5). Then $u^{*}=\left(A x^{*}-b\right)_{+}$is an optimal solution of (8).

Proof. Let $x^{*}$ be an optimal solution of (5). It is obvious that for $u^{*}=\left(A x^{*}-b\right)_{+}, A^{T} u^{*}=0$, which is the optimality condition for (5) and $u \geq 0$. Now we further show that the objective values of (5) and (8) are equal i.e.,

$$
-b^{T}\left(A x^{*}-b\right)_{+}=\left\|\left(A x^{*}-b\right)_{+}\right\|^{2}
$$

Since $A^{T}\left(A x^{*}-b\right)_{+}=0$, therefore, $-b^{T}\left(A x^{*}-b\right)_{+}=\left(A x^{*}-b\right)^{T}\left(A x^{*}-\right.$ $b)_{+}=\left(A x^{*}-b\right)_{+}^{T}\left(A x^{*}-b\right)_{+}=\left\|\left(A x^{*}-b\right)_{+}\right\|^{2}$.

In the sequel we further show that using an optimal solution of (5) we can construct an optimal solution for

$$
\begin{array}{r}
\min \quad \frac{1}{2}\|u\|^{2} \\
A^{T} u=0  \tag{9}\\
b^{T} u=-\rho \\
u \geq 0
\end{array}
$$

where $\rho$ is an arbitrary strictly positive parameter.
Remark 2.3. It is worth to note that the constraints of (9) are the alternative system of (1).

Corollary 2.4. Let $x^{*}$ be an optimal solution of problem (5), then $u^{*}=-\frac{\rho\left(A x^{*}-b\right)_{+}}{\left\|\left(A x^{*}-b\right)_{+}\right\|^{2}}$ is the normal solution of

$$
A^{T} u=0, \quad b^{T} u=-\rho, u \geq 0
$$

namely a solution of (9).
Proof. The Lagrangian dual of (9) is

$$
\begin{equation*}
\max _{\lambda, \mu}-\frac{1}{2}\left\|(A \lambda-b \mu)_{+}\right\|^{2}+\mu \rho, \tag{10}
\end{equation*}
$$

where $u=(A \lambda-b \mu)_{+}$. At optimality the objective values of (9) and (10) should be equal. This implies that

$$
\left\|\left(A \lambda^{*}-b \mu^{*}\right)_{+}\right\|^{2}=\rho \mu^{*} .
$$

From this we further can deduce that $\mu>0$, then

$$
\mu^{*}\left\|\left(A\left(\frac{\lambda^{*}}{\mu^{*}}\right)-b\right)_{+}\right\|=\rho .
$$

By further defining $x=\frac{\lambda^{*}}{\mu^{*}}$ we have $\mu^{*}=\frac{\rho}{\|(A x-b)+\|}$. Now let $x^{*}$ be the optimal solution of (5) and also let $\mu^{*}=\frac{\rho}{\left\|\left(A x^{*}-b\right)+\right\|}$. This implies that $\lambda^{*}=\mu^{*} x^{*}$. Now for this choice of variables the two objective values are equal. Thus we have the optimal solutions of both problems.

To solve (5) we use conjugate gradient algorithm and the so called generalized Newton algorithm that is discussed in the sequel. As it is obvious, the objective function of (5) is a convex function, but it just has the first derivative not the second one [6]. However, the generalized hessian is defined for this function that follows:

$$
\nabla f(x)=A^{T}(A x-b)_{+}
$$

and

$$
\nabla^{2} f(x)=A^{T} D A
$$

where $D$ is an $n \times n$ diagonal matrix for which $D(i, i)=1$ when $(A x-$ $b)_{i}>0, D(i, i)=0$, when $(A x-b)_{i}<0$, and in $[0,1]$ when $(A x-b)_{i}=0$.

Obviously the generalized Hessian is a set and for simplicity in this article we consider a specific element of this set, namely $D(i, i)=0$ when $(A x-b)_{i}=0$. Now the generalized Newton algorithm can be outlined as follows:

## Generalized Newton Algorithm

- Inputs: An accuracy parameter $\epsilon>0$, a regularization parame$\operatorname{ter}^{1}, \delta=10^{-4}$ and a starting point $x_{0} \in R^{n}$.
- $\mathrm{i}=0$;
- While $\left\|\nabla f\left(x_{i}\right)\right\|_{\infty} \geq \epsilon$.
- $x_{i+1}=x_{i}-\left(\nabla^{2} f\left(x_{i}\right)+\delta I\right)^{-1} \nabla f\left(x_{i}\right)$.
- $\mathrm{i}=\mathrm{i}+1$.
- End.

Remark 2.5. It is worth to note that one may use line search techniques such as Armijo or Wolf in the structure of the algorithm. Moreover the finite global convergence of generalized Newton algorithm with Armijo line search is proved in [6].

## 3 Linear Inequalities with Nonnegativity Constraints

In this section we consider the set of linear inequalities (1) by adding extra nonnegativity constraint to them i.e.,

$$
\begin{gather*}
A x \leq b \\
x \geq 0 \tag{11}
\end{gather*}
$$

It is obvious that one can consider (11) as a special case of (1), but due to its special structure it is reasonable to do the correction of this sort

[^2]of inconsistent set of linear inequalities specifically. Here we consider the case where the correction is done by just correcting the right hand side of the first set of inequalities not the $x \geq 0$ i.e.,
\[

$$
\begin{array}{ll}
\min & \frac{1}{2}\|r\|^{2} \\
& A x \leq b+r  \tag{12}\\
& x \geq 0 .
\end{array}
$$
\]

In the following theorem we show how one can compute optimal $x$ and $r$ values.

Theorem 3.1. Let $x^{*}$ and $r^{*}$ be optimal solutions of (12). Then $r^{*}=$ $\left(A x^{*}-b\right)_{+}$, where $x^{*}$ is an optimal solution of

$$
\begin{equation*}
\min _{x \geq 0} \frac{1}{2}\left\|(A x-b)_{+}\right\|^{2} . \tag{13}
\end{equation*}
$$

Proof. Similar to the proof of Theorem 2.1.
As it is obvious the only difference between (13) and (5) is the nonnegativity constraint and it makes the problem a constraint optimization problem. To solve (13) we use the logarithmic barrier [7] approach by bringing the $x \geq 0$ to the objective functions as:

$$
\begin{equation*}
\min _{x} \frac{1}{2}\left\|(A x-b)_{+}\right\|^{2}-\mu \sum_{i=1}^{n} \log \left(x_{i}\right), \tag{14}
\end{equation*}
$$

where $\mu$ is the barrier parameter. Then we apply the generalized Newton method by starting from a strictly positive vector $x$ and $\mu_{0}=1$. The logarithmic term does not allow the components of variable $x$ to get negative and the value of $\mu$ approaches to zero during the iterations of the algorithm, for example $\mu_{k+1}=0.8 \mu_{k}$. Another approach which one might consider to solve (13) is the penalty function method as:

$$
\begin{equation*}
\min _{x} \frac{1}{2}\left\|(A x-b)_{+}\right\|^{2}+\frac{1}{2} M\left\|(-x)_{+}\right\|^{2}, \tag{15}
\end{equation*}
$$

where $M$ is a very big number, for example $10^{10}$. This does not allow to have big $\left\|(-x)_{+}\right\|^{2}$. It is worth mentioning that vector $x$ might have very small negative values in the optimal solution which can be rounded to zero.

## 4 Computational Results

In this section we present numerical results for the generalized Newton and conjugate gradient algorithms on various randomly generated problems. Test problems are generated using the following MATLAB code:
MATLAB random insolvable linear inequalities generator
$\%$ Generates random inconsistent system $A x<=b$;
$\%$ Input:m,n,d(density); Output: $A \in R^{m \times n}, b \in R^{m}$;

m=input('enter m= '); n=input('enter $n=$ ') ; d=input('enter
$\mathrm{d}=$ ');
$\mathrm{m} 1=\max (\mathrm{m}-$ round $(0.5 * \mathrm{~m}), \mathrm{m}-\mathrm{n})$;
$\mathrm{A} 1=\operatorname{sprand}(\mathrm{m} 1, \mathrm{n}, \mathrm{d}) ; \mathrm{A} 1=1 *(\mathrm{~A} 1-0.5 *$ spones (A1)) ;
$\mathrm{x}=\operatorname{spdiags}(\operatorname{rand}(\mathrm{n}, 1), 0, \mathrm{n}, \mathrm{n}) * 1 *(\operatorname{rand}(\mathrm{n}, 1)-\operatorname{rand}(\mathrm{n}, 1))$;
$\mathrm{x}=$ spdiags $(\operatorname{ones}(\mathrm{n}, 1)-\operatorname{sign}(\mathrm{x}), 0, \mathrm{n}, \mathrm{n}) * 10 *(\operatorname{rand}(\mathrm{n}, 1)-\operatorname{rand}(\mathrm{n}$,
1));
m2=m-m1; u=randperm(m2);A2=A1 (u, :) ;
$\mathrm{b} 1=\mathrm{A} 1 * \mathrm{x}+\mathrm{spdiags}((\mathrm{rand}(\mathrm{m} 1,1)), 0, \mathrm{~m} 1, \mathrm{~m} 1) * 1 * \operatorname{ones}(\mathrm{~m} 1,1)$;
$\mathrm{b} 2=\mathrm{b} 1(\mathrm{u})+$ spdiags $((\operatorname{rand}(\mathrm{m} 2,1)), 0, \mathrm{~m} 2, \mathrm{~m} 2) * 10 * \operatorname{ones}(\mathrm{~m} 2,1)$;
$A=100 *[A 1 ;-A 2] ; b=[b 1 ;-b 2]$;

In Tables 1 and 2 we present comparison between the gradient based algorithm (GR) and our new generalized Newton algorithm (GNewton) with Armijo linesearch for various randomly generated problems with different densities. Our numerical experiments show that the generalized Newton method finds an optimal solution much faster than the gradient based algorithm for majority of problems and for all problems the optimal objective values are much smaller than the gradient algorithm. It is worth mentioning that we run both algorithms for at most 500 seconds with the tolerance equal to $10^{-5}$ for gradient algorithm and $10^{-8}$ for the generalized Newton method.

In Tables 3 and 4 we report numerical experiments on various randomly generated problems with different densities for inconsistent linear inequalities that involve nonnegativity of variables. To solve these
Table 1. Comparison of Generalized Newton method and Gradient algorithm with Armijo linesearch

| $m, n, d$ |  | $\left\\|\left(A x^{*}-b\right)_{+}\right\\|$ | $\left\\|x^{*}\right\\|$ | $\left\\|\nabla f\left(x^{*}\right)\right\\|_{\infty}$ | time(sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 \times 10^{6}, 10^{3}, 0.001$ | GNewton | $1.9416 \times 10^{2}$ | 1.7966 | $1.6584 \times 10^{-10}$ | 33 |
|  | GR | $1.9450 \times 10^{2}$ | 1.7975 | $6.7686 \times 10^{2}$ | 500 |
| $5 \times 10^{6}, 2000,0.001$ | GNewton | $2.7879 \times 10^{2}$ | 2.5694 | $1.7558 \times 10^{-11}$ | 134 |
|  | GR | $1.2976 \times 10^{4}$ | 9.5597 | $5.1477 \times 10^{5}$ | 500 |
| $2000,1500,0.01$ | GNewton | $1.2657 \times 10^{2}$ | $2.2207 \times 10^{2}$ | $6.442 \times 10^{-7}$ | 10 |
|  | GR | $1.4245 \times 10^{2}$ | 22.236 | $3.1181 \times 10^{2}$ | 4 |
| $3000,2000,0.01$ | GNewton | $1.613 \times 10^{2}$ | $2.2550 \times 10^{2}$ | $2.1859 \times 10^{-7}$ | 23 |
|  | GR | $1.8045 \times 10^{2}$ | 22.855 | $7.9328 \times 10^{2}$ | 6 |
| $5000,2500,0.01$ | GNewton | $2.0322 \times 10^{2}$ | $5.0537 \times 10$ | $2.1461 \times 10^{-9}$ | 75 |
|  | GR | $2.6368 \times 10^{2}$ | 13.356 | $6.7538 \times 10^{2}$ | 8 |
| $7000,3000,0.01$ | GNewton | $2.4224 \times 10^{2}$ | 4.3524 | $1.4739 \times 10^{-8}$ | 42 |
|  | GR | $2.7263 \times 10^{2}$ | 6.8396 | $5.5115 \times 10^{2}$ | 10 |
| $10000,5000,0.01$ | GNewton | $2.8706 \times 10^{2}$ | $1.1382 \times 10^{2}$ | $2.4625 \times 10^{-9}$ | 571 |
|  | GR | $3.4522 \times 10^{2}$ | 14.383 | $4.7877 \times 10^{2}$ | 19 |
| $10^{5}, 500,0.01$ | GNewton | $1.3636 \times 10^{2}$ | 1.2889 | $1.4504 \times 10^{-10}$ | 3 |
|  | GR | $1.3636 \times 10^{2}$ | 1.2905 | $2.2150 \times 10^{2}$ | 71 |
| $10^{6}, 1000,0.01$ | GNewton | $1.9512 \times 10^{2}$ | 1.7957 | $1.3308 \times 10^{-11}$ | 64 |
|  | GR | $4.9737 \times 10^{2}$ | 1.8019 | $4.7845 \times 10^{4}$ | 501 |


| 91\％ | ${ }_{\ddagger} 0 \underline{ } \times 9.9800^{\circ} \mathrm{E}$ | 969｀¢\％ |  | Чゆ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7¢L | ${ }_{9}-0 \mathrm{I} \times 6 \mathrm{~L} 68^{\circ} 6$ | ${ }_{7} 0 \mathrm{~L} \times 26 \pm 7 \% \square$ | ${ }_{7} 0 \underline{ } \times 8 \square 90{ }^{\circ}$ | UOZMว N ゆ | I＇000I＇0000I |
| 67 I | ${ }_{\ddagger} 0 \mathrm{I} \times$ LLL28 ${ }^{\circ}$ |  | ${ }_{\text {乙 }} 0 \mathrm{I} \times 9766{ }^{\circ} \mathrm{I}$ | 】ゆ | I＇000¢＇000¢ |
| 67 | ${ }_{6}-0 \mathrm{~L} \times \mathrm{E} 700^{\circ} \mathrm{I}$ | \＆298 ${ }^{\text {I }}$ | ${ }_{\text {z }} 0 \mathrm{I} \times 68 \mathrm{~T}$ L I | UOұм N ¢ |  |
| 72 | ${ }_{\ddagger} 0 \mathrm{~L} \times$ L9ti $\mathrm{L}^{\circ} \mathrm{L}$ | L778 ${ }^{\text {I }}$ | ${ }_{\text {z }} 0 \mathrm{I} \times 2028{ }^{\text {I }}$ I | モゆ | I＇000I＇000¢ |
| 97 | ${ }_{6}-0 \mathrm{I} \times 0 \mathrm{E}^{\circ} \mathrm{E} \cdot 8$ | TLI8． |  |  |  |
| 99 | $¢_{8} 0 \underline{ } \times 886 L^{\circ} 6$ | LEG 18 | 乙 $01 \times 092$ ® $冖$ | モゆ | ［＇0＇000才＇0009 |
| I6 | $\mathrm{g}-0 \mathrm{~L} \times 786 \mathrm{G}^{\circ} \mathrm{L}$ |  |  |  |  |
| 67 |  | L69\％\％8 |  | Чゆ | ［ $0^{\prime} 000 \varepsilon^{\prime} 0007$ |
| \＆9I |  | ${ }_{7} 01 \times 0697 \cdot ¢$ | ${ }_{\text {z }} 0 \mathrm{~L} \times \mathrm{CL} 08^{\circ} \mathrm{I}$ | UOұМว N ， |  |
| LI |  | 788． L \％ | ${ }_{\text {z }} 0 \mathrm{~L} \times 9 \mathrm{CLG}$ ¢ | Чゆ | ［ $0^{\prime} 0007^{\prime} 0008$ |
| ØI | $\mathrm{g}-0 \mathrm{~L} \times \mathrm{\square} \mathrm{\sqcap} 0 \cdot \mathrm{Z}$ | ${ }^{2} 0 \mathrm{~L} \times \mathrm{SLLI}{ }^{\circ} \mathrm{Z}$ | ${ }_{\mathrm{z}} 0 \mathrm{~L} \times 899 \mathrm{~S}$［ | UOұ M $^{\text {N }}$ N |  |
| \＆I | ${ }_{\text {z }} 0 \mathrm{~L} \times$［GEL ${ }^{\circ} \mathrm{Z}$ | 88L｀7\％ |  | をゆ | ［ $0^{\prime} 009$ I＇000Z |
| $L$ | $\mathrm{g}-0 \mathrm{~L} \times \mathrm{L} 8 \mathrm{LB}^{\circ} \mathrm{T}$ | ${ }_{\sim} 01 \times 602 z^{\circ} 7$ | ${ }_{\text {z }} 0 \mathrm{I} \times \mathrm{C} 90 \mathrm{E}^{\cdot} \mathrm{I}$ | UOұм N ¢ |  |
| G | ${ }_{2} 0 \mathrm{~L} \times 68 \pm \mathrm{I}^{\circ} \mathrm{E}$ | L679 $9^{\circ}$ | ${ }_{\text {z }} 0$ I $\times$ L7ZİI | をゆ | ［ 0 ＇009＇000I |
| I | ${ }_{6}-0 \mathrm{~L} \times \mathrm{6} 690^{\circ} \mathrm{E}$ | 0L $\times 9078^{\circ}$ L | 0L $\times$ LGZI＊ 6 |  |  |
| （วəs）วu！̣ | ${ }^{\infty}\left\\|\left({ }_{*} x\right) f \Delta\right\\|$ | $\left\\|{ }_{*} x\right\\|$ | $\left\\|+\left(q-{ }_{*} x_{V}\right)\right\\|$ |  | $p^{\text {＇}} \mathrm{l}^{\text {＇u }}$ |

Table 2．Comparison of Generalized Newton method and Gradient algorithm with Armijo line－
Table 3. Comparison between Generalized Newton method and Barrier approach

| $m, n, d$ |  | $\left\\|\left(A x^{*}-b\right)_{+}\right\\|$ | $\left\\|x^{*}\right\\|$ | $\left\\|\nabla f\left(x^{*}\right)\right\\|_{\infty}$ | time $(\mathrm{sec})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 \times 10^{6}, 10^{3}, 0.001$ | GNewton | $1.0186 \times 10^{3}$ | 1.2894 | $1.5717 \times 10^{5}$ | 20 |
|  | Barrier | $3.1282 \times 10^{3}$ | 4.1182 | $1.5370 \times 10^{5}$ | 503 |
| $5 \times 10^{6}, 2000,0.001$ | GNewton | $2.3461 \times 10^{3}$ | 1.7933 | $3.7410 \times 10^{5}$ | 97 |
|  | Barrier | $1.0125 \times 10^{4}$ | 7.7755 | $3.6690 \times 10^{5}$ | 511 |
| $2000,1500,0.01$ | GNewton | $1.6669 \times 10^{2}$ | 4.6664 | $1.4246 \times 10^{3}$ | 10 |
|  | Barrier | $1.6669 \times 10^{2}$ | 4.6664 | $1.12670 \times 10^{-2}$ | 503 |
| $3000,2000,0.01$ | GNewton | $2.5783 \times 10^{2}$ | 3.7585 | $3.3761 \times 10^{3}$ | 19 |
|  | Barrier | $2.8079 \times 10^{2}$ | 4.1085 | $3.9359 \times 10^{3}$ | 513 |
| $5000,2500,0.01$ | GNewton | $3.5457 \times 10^{2}$ | 3.1902 | $4.4665 \times 10^{3}$ | 28 |
|  | Barrier | $1.6086 \times 10^{3}$ | 11.942 | $2.3028 \times 10^{4}$ | 520 |
| $7000,3000,0.01$ | GNewton | $4.5226 \times 10^{2}$ | 3.1648 | $8.3185 \times 10^{3}$ | 43 |
|  | Barrier | $2.4054 \times 10^{3}$ | 14.101 | $43.4104 \times 10^{4}$ | 514 |
| $10000,5000,0.01$ | GNewton | $6.1538 \times 10^{2}$ | 4.3014 | $8.8359 \times 10^{3}$ | 211 |
|  | Barrier | $1.9856 \times 10^{3}$ | 10.725 | $2.9873 \times 10^{4}$ | 519 |
| $10^{5}, 500,0.01$ | GNewton | $5.8234 \times 10^{2}$ | 0.83951 | $7.1131 \times 10^{4}$ | 3 |
|  | Barrier | $1.07228 \times 10^{3}$ | 1.9616 | $6.8137 \times 10^{4}$ | 105 |
| $10^{6}, 1000,0.01$ | GNewton | $2.4497 \times 10^{3}$ | 1.2288 | $1.3796 \times 10^{5}$ | 51 |
|  | Barrier | $9.7547 \times 10^{3}$ | 5.1913 | $7.3701 \times 10^{5}$ | 509 |


| 809 | ${ }_{\mathrm{c}} 0 \mathrm{~L} \times 888 \mathrm{~S}^{\circ} 8$ | ¢908＊${ }^{\circ}$ | ${ }_{8} 0 \mathrm{~L} \times 6890{ }^{\circ} \mathrm{L}$ | ләฺ．хяg |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 09 |  | 0¢Et ${ }^{\text {I }}$ | $\varepsilon_{¢} 0 \mathrm{~L} \times 7686^{\circ} \mathrm{L}$ | UOұMə N （ | ［＇000［＇0000］ |
| 199 | $\mathrm{c}_{\mathrm{O}} \mathrm{I} \times$［ C 9 | ¢7Ш8 ${ }^{\circ} 9$ | $80 L \times 8792 \cdot 9$ | тәฺххя | $I^{\prime} 000 \varepsilon^{\prime} 000 ¢$ |
| 0¢¢ |  | 7897¢ ${ }^{\circ}$ | $¢_{¢} 0 \underline{ } \times 7869^{\circ} \mathrm{L}$ | Uоұмә N ， |  |
| 909 | $\mathrm{c}_{0} 0 \mathrm{~L} \times 8 \angle L \mathrm{I}^{\circ} \mathrm{C}$ | ¢98E．＇t | $\varepsilon_{8} 0 \mathrm{~L} \times 6679^{\circ} \mathrm{i}$ | лә！мхея | I＇000I＇000¢ |
| 97 |  | ¢8L7 ${ }^{\text {－}}$ | $\varepsilon_{¢} 0 \mathrm{~L} \times 076 \varepsilon^{\circ} \mathrm{L}$ | UоұMәNワ |  |
| 079 | ${ }_{9} 0 \mathrm{~L} \times 2790{ }^{\circ} \mathrm{I}$ | 89L． 28 | ${ }_{\ddagger} 0 \tau \times 2096.7$ | лә！়xeg | ［ $0^{\prime}$＇000才＇0009 |
| 787 | ${ }^{\circ} 0 \mathrm{~T} \times \mathrm{C} 67 \overbrace{}^{\circ} \mathrm{E}$ | 91．LET | ${ }_{\tau} 01 \times$［999 ${ }^{\circ} 8$ | บоұмәл |  |
| ZIS |  | STLT＊ | ¢ $01 \times$ L9E\＆ T | лә！ххеg | ［ $0^{\prime} 000 \varepsilon^{\prime} 000 \pm$ |
| 09L | ${ }_{\ddagger} 0 \mathrm{~L} \times 6988^{\circ} \mathrm{I}$ | 9LI6．才 | ${ }_{7} 01 \times$ c $097{ }^{\circ} \mathrm{C}$ | UоұМәNワ |  |
| 009 | ${ }_{\mathrm{z}} 01 \times 69 \mathrm{E}^{\circ} \mathrm{T}$ \％ | 9L8L® | ${ }_{7} 01 \times 8 L 0^{\circ} \mathrm{L}$ | лә！uxeg | ［ $0^{\prime} 0007^{\prime} 0008$ |
| 97 | ${ }_{\text {¢ } 01 ~} \times 68 \mathrm{~L} 6$ L | $9800{ }^{\circ} \mathrm{E}$ |  | UOұMəNワ |  |
| 009 |  | 88LE ${ }^{\circ} \mathrm{E}$ |  | лә！ฺıея | ［ $0^{\prime} 009$ I＇000马 |
| LZ | ${ }_{\ddagger} 01 \times 9200{ }^{\circ}$ | $9087^{\circ} \mathrm{E}$ |  | Uоұмә N ， |  |
| 99 |  | ¢78 ${ }^{\circ} \mathrm{L}$ | ${ }_{\text {z }} 0 \mathrm{~L} \times 2886{ }^{\circ} \mathrm{L}$ | лә！млея | ［ $0 \times 009{ }^{\text {c }} 0000$ |
| $7^{\prime}$ I | ${ }_{8} 0 \mathrm{I} \times 0$ LLİ 2 | 90\＆7＊ | ${ }_{\text {z }} 0 \mathrm{I} \times 98 \angle L^{\circ} \mathrm{I}$ | UоұMə N ， |  |
| （วəs）әш！ | ${ }^{\infty}\left\\|\left({ }_{*} x\right) f \Delta\right\\|$ | $\\| *$ | $\left\\|+\left(q-{ }_{*} x_{V}\right)\right\\|$ |  | $p^{\prime} u^{\prime} u$ |

problems we have employed the generalized Newton (GNewton) and barrier methods (Barrier). In the optimal solution obtained by the generalized Newton method we might have very small components of $x$ that are negative. In this case we rounded them to zero and this is the reason for having norm infinity of the gradient vector far away than zero, however at optimality it is usually around $O\left(10^{-8}\right)$. On the other hand this shows the sensitivity of these problems to very small changes in the optimal solution. As we observe from these tables, the generalized Newton method beats the barrier approach both in time and quality of solution for all of the problems.

## 5 Conclusion

In this paper we have furthermore investigated how to correct an inconsistent set of linear inequalities by minimal changes in its data. A new formulation of the original model is given and its relation to normal solution of alternative system for original system is discussed. Then we have presented a generalized Newton based algorithm to solve the new formulation. We also discussed inconsistent set of inequalities that involve nonnegativity of variables. To solve this specific case we have utilized the generalized Newton method and barrier approach. At last, our computational experiments on several randomly generated problems show the superior performance of the generalized Newton algorithm to the classical gradient based algorithm and barrier approach.
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# Quasigroups in cryptology 

V.A. Shcherbacov


#### Abstract

We give a review of some known published applications of quasigroups in cryptology. Keywords: cryptology, quasigroup, (r,s,t)-quasigroup, streamcipher, secret-sharing system, zero knowledge protocol, authentication of a message, NLPN sequence, Hamming distance.
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## 1 Introduction

Now the theory of quasigroups applications in cryptology goes through the period of rapid enough growth. Therefore any review of results in the given area of researches quite quickly becomes outdated. Here we give a re-written and supplemented form of more early versions [111, 112] of such kind of reviews. See also [55, 123].

Almost all results obtained in the domain of quasigroups application in cryptology and coding theory till the end of eighties years of the XXth century are described in $[25,26,28]$. In the present survey the main attention is devoted to the later articles in this direction.

It is possible to find basic facts on quasigroup theory in $[6,8,7$, 102, 83, 111]. Information on basic fact in cryptology can be found in many books, see, for example, [3, 13, 95, 96].

Cryptology is a science that consists of two parts: cryptography and cryptanalysis. Cryptography is a science on methods of transformation (ciphering) of information with the purpose of this information protection from an unlawful user. Cryptanalysis is a science on methods and ways of breaking down the ciphers [37].

In some sense cryptography is a "defense", i.e. this is a science on construction of new ciphers, but cryptanalysis is an "attack", i.e. this is a science and some kind of "art", a set of methods on breaking the ciphers. This situation is similar to situation with intelligence and contr-intelligence.

These two objects (cryptography and cryptanalysis) are very close and there does not exist a good cryptographer that does not know methods of cryptanalysis.

It is clear, that cryptology depends on level of development of society, of science and level of technology development.

We recall, a cipher is a way (a method, an algorithm) of information transformation with the purpose of its defense. A key is some hidden part (usually, a little one) or parameter of a cipher.

Steganography is a set of means and methods of hiding the fact of sending (or passing) the information, for example, a communication or a letter. Now there exist methods of hiddenness of the fact of
information sending by usual post, by e-mail and so on.
In this survey as Coding Theory (Code Theory) will be meant a science on defense of information from accidental errors caused by transformation and sending (passing) this information.

When sending the important and confidential information, as it seems to us, there exists a sense to use methods of Code Theory, Cryptology, and Steganography all together [80].

In cryptology one often uses the following Kerkhoff's (1835-1903) rule: an opponent (an unlawful user) knows all ciphering procedure (sometimes a part of plaintext or ciphertext) with exception of key.

Many authors of books, devoted to cryptology divide this science (sometimes not paying attention to this fact) in two parts: before article of Diffie and Hellman [30] (so-called cryptology with non-public (symmetric) key) and after this work (a cryptology with public or nonsymmetric key). Practically namely Diffie and Hellman article opened new era in cryptology. Moreover, it is possible to apply these new approaches in practice.

Especially fast development of the second part of cryptology is connected with very fast development of Personal Computers and Nets of Personal Computers, other electronic technical devices in the end of XX-th century. Many new mathematical, cryptographical problems appeared in this direction and some of them are not solved. Solving of these problems have big importance for practice.

Almost all known construction of error detecting and error correcting codes, cryptographic algorithms and enciphering systems have made use of associative algebraic structures such as groups and fields, see, for example, [84, 21].

There exists a possibility to use such non-associative structures as quasigroups and neo-fields in almost all branches of coding theory, and especially in cryptology.

Often the codes and ciphers based on non-associative systems show better possibilities than known codes and ciphers based on associative systems $[28,78]$.

Notice that in the last years the quantum code theory and quantum cryptology [114, 47, 124, 14] have been developed intensively. Quantum
cryptology also use theoretical achievements of "usual" cryptology [12].
Efficacy of applications of quasigroups in cryptology is based on the fact that quasigroups are "generalized permutations" of some kind and the number of quasigroups of order $n$ is larger than $n!\cdot(n-1)!\cdot \ldots \cdot 2!\cdot 1$ ! [25].

It is worth noting that several of the early professional cryptographers, in particular, A.A. Albert, A. Drisko, M.M. Glukhov, J.B. Rosser, E. Schönhardt, C.I. Mendelson, R. Schaufler were connected with the development of Quasigroup Theory. The main known "applicants" of quasigroups in cryptology were (and are) J. Denes and A.D. Keedwell [22, 25, 26, 28, 23].

Of course, one of the most effective cipher methods is to use unknown, non-standard or very rare language. Probably the best enciphering method was (and is) to have a good agent.

## 2 Quasigroups in "classical" cryptology

There exist two main elementary methods when ciphering the information.
(i). Symbols in a plaintext (or in its piece (its bit)) are permuted by some law. The first known cipher of such kind is cipher "Scital" (Sparta, 2500 years ago).
(ii). All symbols in a fixed alphabet are changed by a law on other letters of this alphabet. One of the first ciphers of such kind was Cezar's cipher ( $x \rightarrow x+3$ for any letter of Latin alphabet, for example $a \rightarrow d, b \rightarrow e$ and so on).

In many contemporary ciphers (DES, Russian GOST, Blowfish [95, 31]) the methods (i) and (ii) are used with some modifications.

Trithemius cipher makes use of $26 \times 26$ square array containing 26 letters of alphabet (assuming that the language is English) arranged in a Latin square. Different rows of this square array are used for enciphering various letters of the plaintext in a manner prescribed by the keyword or key-phrase $[3,65]$. Since a Latin square is the multiplication table of a quasigroup, this may be regarded as the earliest use of a non-associative algebraic structure in cryptology. There exists
a possibility to develop this direction using quasigroup approach, in particular, using orthogonal systems of binary or n-ary quasigroups.
R. Schaufler in his Ph.D. dissertation discussed the minimum amount of plaintext and corresponding ciphertext which would be required to break the Vigenere cipher (a modification of Trithemius cipher) [106]. That is, he considered the minimum member of entries of particular Latin square which would determine the square completely.

Recently this problem has re-arisen as the problem of determining of so-called critical sets in Latin squares, see [67, 32, 33, 36, 35, 69]. See, also, articles, devoted to Latin trades, for example, [5].

More recent enciphering systems which may be regarded as extension of Vigenere's idea are mechanical machines such as Jefferson's wheel and the M-209 Converter (used by U.S.Army until the early 1950's) and the electronically produced stream ciphers of the present day [77, 95].

During the second World War R.Shauffler while working for the German Cryptography service, developed a method of error detection based on the use of generalized identities (as they were later called by V.D. Belousov) in which the check digits are calculated by means of an associative system of quasigroups (see also [19]). He pointed out that the resulting message would be more difficult to decode by unauthorized receiver than in the case when a single associative operation is used for calculation [107].

Therefore it is possible to assume that information on systems of quasigroups with generalized identities (see, for example, works of Yu. Movsisyan [97] may be applied in cryptography of the present day.

Definition 2.1. A bijective mapping $\varphi: g \mapsto \varphi(g)$ of a finite group $(G, \cdot)$ onto itself is called an orthomorphism if the mapping $\theta: g \mapsto \theta(g)$ where $\theta(g)=g^{-1} \varphi(g)$ is again a bijective mapping of $G$ onto itself. The orthomorphism is said to be in canonical form if $\varphi(1)=1$ where 1 is the identity element of $(G, \cdot)$.

A direct application of orthomorphisms to cryptography is described in [92, 91].

## 3 Quasigroup-based stream ciphers

"Stream ciphers are an important class of encryption algorithms. They encrypt individual characters (usually binary digits) of a plaintext message one at a time, using an encryption transformation which varies with time.

By contrast, block ciphers tend to simultaneously encrypt groups of characters of a plaintext message using a fixed encryption transformation. Stream ciphers are generally faster than block ciphers in hardware, and have less complex hardware circuitry.

They are also more appropriate, and in some cases mandatory (e.g., in some telecommunications applications), when buffering is limited or when characters must be individually processed as they are received. Because they have limited or no error propagation, stream ciphers may also be advantageous in situations where transmission errors are highly probable" [90].

Often for ciphering a block (a letter) $B_{i}$ of a plaintext the previous ciphered block $C_{i-1}$ is used. Notice that Horst Feistel was one of the first who proposed such method of encryption (Feistel net) [51].

In [77] (see also [78, 79]) C. Koscielny has shown how quasigro-ups/neofields-based stream ciphers may be produced which are both more efficient and more secure than those based on groups/fields.

In $[100,87]$ it is proposed to use quasigroups for secure encoding.
A quasigroup $(Q, \cdot)$ and its (23)-parastrophe $(Q, \backslash)$ satisfy the following identities $x \backslash(x \cdot y)=y, x \cdot(x \backslash y)=y$. The authors propose to use this property of the quasigroups to construct a stream cipher.

Algorithm 3.1. Let $A$ be a non-empty alphabet, $k$ be a natural number, $u_{i}, v_{i} \in A, i \in\{1, \ldots, k\}$. Define a quasigroup $(A, \cdot)$. It is clear that the quasigroup $(A, \backslash)$ is defined in a unique way. Take a fixed element $l$ $(l \in A)$, which is called a leader.

Let $u_{1} u_{2} \ldots u_{k}$ be a $k$-tuple of letters from $A$. The authors propose the following ciphering procedure $v_{1}=l \cdot u_{1}, v_{i}=v_{i-1} \cdot u_{i}, i=2, \ldots, k$. Therefore we obtain the following cipher-text $v_{1} v_{2} \ldots v_{k}$.

The enciphering algorithm is constructed in the following way: $u_{1}=$ $l \backslash v_{1}, u_{i}=v_{i-1} \backslash v_{i}, i=2, \ldots, k$.

The authors claim that this cipher is resistant to the brute force attack (exhaustive search) and to the statistical attack (in many languages some letters meet more frequently, than other ones).

Example 3.1. Let alphabet $A$ consists from the letters $a, b, c$. Take the quasigroup $(A, \cdot)$ :

| $\cdot$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: |
| $a$ | $b$ | $c$ | $a$ |
| $b$ | $c$ | $a$ | $b$ |
| $c$ | $a$ | $b$ | $c$ |

Then $(A, \backslash)$ has the following Cayley table

| $\backslash$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: |
| $a$ | $c$ | $a$ | $b$ |
| $b$ | $b$ | $c$ | $a$ |
| $c$ | $a$ | $b$ | $c$ |

Let $l=a$ and open text is $u=b b c a a c b a$. Then the cipher text is $v=c b b c a a c a$. Applying the decoding function on $v$ we get $b b c a a c b a=u$.

Probably the cipher which is described here (Algorithm 3.1) and its generalizations are now the most known and the most used quasigroup based stream-ciphers.

Authors [100] say that this cipher is resistant to the brute force attack and to the statistical one.

Cryptanalyses of Algorithm 3.1 was made by M. Vojvoda [122]. He showed that this cipher is not resistant relatively to chosen ciphertext attack, chosen plaintext attack and ciphertext-only attack.

We give the following 3 -ary modification of Algorithm 3.1 [101]. The possibility of such modification of Algorithm 3.1 was observed in [111].

Algorithm 3.2. Let $A$ be a non-empty alphabet, $k$ be a natural number, $u_{i}, v_{i} \in A, i \in\{1, \ldots, k\}$. Define a 3-ary quasigroup $(A, \beta)$. It is clear that this quasigroup defines $(4!-1)$ parastrophes including (14)-, (24)and (34)-parastrophe.

Take the fixed elements $l_{1}, l_{2}, l_{3}, l_{4}\left(l_{i} \in A\right)$, which are called leaders.
Let $u_{1} u_{2} \ldots u_{k}$ be a $k$-tuple of letters from $A$. The author proposes the following ciphering procedure $v_{1}=\beta\left(u_{1}, l_{1}, l_{2}\right), v_{2}=\beta\left(u_{2}, l_{3}, l_{4}\right), v_{i}=$ $\beta\left(u_{i}, v_{i-2}, v_{i-1}\right), i=3,4, \ldots, k-1$. Therefore we obtain the following cipher-text $v_{1} v_{2} \ldots v_{k}$.

The enciphering algorithm is constructed in the following way: $u_{1}={ }^{(14)} \beta\left(v_{1}, l_{1}, l_{2}\right), u_{2}={ }^{(14)} \beta\left(v_{2}, l_{3}, l_{4}\right), u_{i}={ }^{(14)} \beta\left(v_{i}, v_{i-2}, v_{i-1}\right), i=$ $3,4, \ldots, k-1$.

In [101] also variants of Algorithm 3.2 are given using (24)- and (34)-parastrophes of a ternary quasigroup.

Further development of Algorithm 3.1 is presented in [54].
Definition 3.1. Let $r$ be a positive integer. let $(Q, *)$ be a quasigroup and $a_{j}, b_{j} \in Q$. For each fixed $m \in Q$ define first the transformation $Q_{m}: Q^{r} \longrightarrow Q^{r}$ by

$$
\begin{gathered}
Q_{m}\left(a_{0}, a_{1}, \ldots, a_{r-1}\right)=\left(b_{0}, b_{1}, \ldots, b_{r-1}\right) \Longleftrightarrow \\
b_{i}= \begin{cases}m * a_{0} ; & i=0 \\
b_{i-1} * a_{i} ; & 1 \leq i \leq(r-1)\end{cases}
\end{gathered}
$$

Then define $\mathcal{R}_{1}$ as composition of transformations of kind $Q_{m}$, for suitable choices of the indexes $m$, as follows

$$
\mathcal{R}_{1}\left(a_{0}, a_{1}, \ldots, a_{r-1}\right)=Q_{a_{0}}\left(Q_{a_{1}} \ldots\left(Q_{a_{r-1}}\left(a_{0}, a_{1}, \ldots, a_{r-1}\right)\right)\right)
$$

Definition 3.2. [54] (Shapeless quasigroup) A quasigroup $(Q, *)$ of order $n$ is said to be shapeless if it is non-commutative, non-associative, it does not have neither left nor right unit, it does not contain proper subquasigroups, and there is no $k<2 n$ for which are satisfied the identities of the kinds:

$$
\begin{equation*}
\underbrace{x *(x \ldots x *(x(x}_{k} * y))=y ; y=((y * \underbrace{x) * \ldots) * x) * x}_{k} \tag{1}
\end{equation*}
$$

Remark 3.1. Condition $k<2 n$ for identities (1) means that any left and right translation of quasigroup $(Q, *)$ should have the order $k \geq(2 n+1)$.

In [54] it is proposed to construct shapeless quasigroups using transversal approach [58]. Simple quasigroups without subquasigroups and with identity automorphism group are studied in $[82,75,64,110]$.

In the article [53] it is proposed a block cipher based on Algorithm 3.1. Let $(Q, *)$ be a quasigroup of finite order $2^{d}$. Using the operation $*$ authors define the following vector valued Boolean function (v.v.b.f.) $a * b=c \Leftrightarrow *_{v v}\left(x_{1}, x_{2}, \ldots, x_{d}, y_{1}, y_{2}, \ldots, y_{d}\right)=\left(z_{1}, z_{2}, \ldots, z_{d}\right)$, where $x_{1} \ldots x_{d}, y_{1} \ldots y_{d}, z_{1} \ldots z_{d}$ are binary representations of $a, b, c$ respectively.

Each element $z_{i}$ depends on the bits $x_{1}, x_{2}, \ldots, x_{d}, y_{1}, y_{2}, \ldots, y_{d}$ and is uniquely determined by them. So, each $z_{i}$ can be seen as a $2 d$ ary Boolean function $z_{i}=f_{i}\left(x_{1}, x_{2}, \ldots, x_{d}, y_{1}, y_{2}, \ldots, y_{d}\right)$, where $f_{i}$ : $\{0,1\}^{2 d} \rightarrow\{0,1\}$ strictly depends on, and is uniquely determined by $*$.

Authors state that for every quasigroup $(Q, *)$ of order $2^{d}$ and for each bijection $Q \rightarrow\left\{0,1 \ldots, 2^{d}-1\right\}$ there are a uniquely determined v.v.b.f. $*_{v v}$ and $d$ uniquely determined $2 d$-ary Boolean functions $f_{1}, f_{2}, \ldots, f_{d}$ such that for each $a, b, c \in Q$

$$
\begin{aligned}
& a * b=c \Leftrightarrow *_{v v}\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}\right)= \\
& \left(f_{1}\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}\right), \ldots, f_{d}\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{d}\right)\right) .
\end{aligned}
$$

Each $k$-ary Boolean function $f\left(x_{1}, \ldots, x_{k}\right)$ can be represented in a unique way by its algebraic normal form (ANF), i.e., as a sum of products
$A N F(f)=\alpha_{0}+\sum_{i=1}^{k} \alpha_{i} x_{i}+\sum_{1 \leq i \leq j \leq k}^{k} \alpha_{i, j} x_{i} x_{j}+\sum_{1 \leq i \leq j \leq s \leq k}^{k} \alpha_{i, j, s} x_{i} x_{j} x_{s}+\ldots$,
where the coefficients $\alpha_{0}, \alpha_{i}, \alpha_{i, j}, \ldots$ are in the set $\{0,1\}$ and the addition and multiplication are in the field $G F(2)$.

The ANFs of the functions $f_{i}$ give information about the complexity of the quasigroup ( $\mathrm{Q},$. ) via the degrees of the Boolean functions $f_{i}$. The degrees of the polynomials $A N F\left(f_{i}\right)$ rise with the order of the quasigroup. In general, for a randomly generated quasigroup of order $2^{d}, d \geq 4$, the degrees are higher than 2 .

Definition 3.3. A quasigroup $(Q, *)$ of order $2^{d}$ is called Multivariate Quadratic Quasigroup ( $M Q Q$ ) of type Quad $d_{-k}$ Lin $_{k}$ if exactly $d-k$ of the polynomials $f_{i}$ are of degree 2 (i.e., are quadratic) and $k$ of them are of degree 1 (i.e., are linear), where $0 \leq k<d$ [53].

Authors prove the following
Theorem 3.1. Let $A 1=\left[f_{i j}\right]$ and $A 2=\left[g_{i j}\right]$ be two $d \times d$ matrices of linear Boolean expressions, and let $b_{1}=\left[u_{i}\right]$ and $b_{2}=\left[v_{i}\right]$ be two $d \times 1$ vectors of linear or quadratic Boolean expressions. Let the functions $f_{i j}$ and $u_{i}$ depend only on variables $x_{1}, \ldots, x_{d}$, and let the functions $g_{i j}$ and $v_{i}$ depend only on variables $x_{d+1}, \ldots, x_{2 d}$. If $\operatorname{Det}\left(A_{1}\right)=\operatorname{Det}\left(A_{2}\right)=1$ in $G F(2)$ and if

$$
A_{1} \cdot\left(x_{d+1}, \ldots, x_{2 d}\right)^{T}+b_{1} \equiv A_{2} \cdot\left(x_{1}, \ldots, x_{d}\right)^{T}+b_{2}
$$

then the vector valued operation $*_{v v}\left(x_{1}, \ldots, x_{2 d}\right)=A_{1} \cdot\left(x_{d+1}, \ldots, x_{2 d}\right)^{T}+$ $b_{1}$ defines a quasigroup $(Q, *)$ of order $2^{d}$ that is $M Q Q$ [53].

The authors researched the existence of MQQ of order 8, 16 and 32.

Problem 3.1. Finding MQQs of orders $2^{d}, d \geq 6$ the authors consider as an open research problem.

Authors show that the proposed cipher is resistant relatively to the chosen plain-text attack, attacks with differential cryptanalysis, XL attack, Grobner basis attacks and some other kind of attacks.

Algebraic cryptanalysis of MQQ public key cryptosystem is given in [93]: "... we present an efficient attack of the multivariate Quadratic Quasigroups (MQQ) cryptosystem. Our cryptanalysis breaks MQQ cryptosystems by solving systems of multivariate quadratic polynomial equations using a modified version of the MutantXL algorithm".

In order to make Algorithm 3.1 more complicate and quite fast we propose the following

Procedure 3.1. Let $A$ be a non-empty alphabet, $k$ be a natural number, $u_{i}, v_{i} \in A, i \in\{1, \ldots, k\}$. Define a system of $n$ n-ary orthogonal
operations $\left(A, f_{i}\right), i=1,2, \ldots, n$. We propose the following ciphering procedure $v_{i}=f_{i}\left(u_{1}, u_{2}, \ldots, u_{n}\right), i=1,2, \ldots, n$. Therefore we obtain the following cipher-text $v_{1} v_{2} \ldots v_{n}$.

The enciphering algorithm is based on the fact that orthogonal system of $n n$-ary operations

$$
\left\{\begin{array}{l}
f_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=a_{1} \\
f_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=a_{2} \\
\ldots \\
f_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=a_{n}
\end{array}\right.
$$

has a unique solution for any tuple of elements $a_{1}, \ldots, a_{n}$.
Notice that we can take as a system of orthogonal $n$-ary operations a set of orthogonal n-quasigroups [117, 118, 44].

Of course this choice does not make Procedure 3.1 more safe, but it gives a possibility to use Algorithm 3.2 and Procedure 3.1 together on the base of the same quasigroup system.

Probably there exists a sense to use in Algorithm 3.2 the irreducible 3 -ary or 4 -ary finite quasigroup $[1,2]$.

## 4 Some applications of quasigroup-based stream ciphers

In [100] (see also [87]) it is proposed to use Algorithm 3.1 for secure encoding of file system. A survey of security mechanisms in mobile communication systems is in [120].

SMS (Short Message Service) messages are sometimes used for the interchange of confidential data such as social security number, bank account number, password etc. A typing error in selecting a number when sending such a message can have severe consequences if the message is readable to any receiver.

Most mobile operators encrypt all mobile communication data, including SMS messages. But sometimes, when encrypted, the data is readable for the operator.

Among others these needs give rise for the need to develop additional encryption for SMS messages, so that only accredited parties are able to be engaged in a communication. In [60] an approach to this
problem using Algorithm 3.1 is described. In [61] differential cryptanalysis of the quasigroup cipher is given. Definition of the encryption method is presented.

In [87] the authors introduce a stream cipher with almost public key, based on quasigroups for defining suitable encryption and decryption. They consider the security of this method. It is shown that the key (quasigroups) can be public and still has sufficient security. A software implementation is also given.

In [81] a public-key cryptosystem, using generalized quasigroupbased streamciphers is presented. It is shown that such a cryptosystem allows one to transmit securely both a cryptogram and a secret portion of the enciphering key using the same insecure channel. The system is illustrated by means of a simple, but nontrivial, example.

## 5 Neo-fields and left neo-fields

A left neo-field $(N,+, \cdot)$ of order $n$ consists of a set $N$ of $n$ symbols on which two binary operations " + " and "." are defined such that $(N,+)$ is a loop, with identity element, say $0 .(N \backslash\{0\}, \cdot)$ is a group and the operation "." distributes from the left over " + ". (That is, $x \cdot(y+z)=x \cdot y+x \cdot z$ for all $x, y, z \in N$.) If the right distributive law also holds, the structure is called a neofield.

A left neofield (or neofield) whose multiplication group is $(G, \cdot)$ is said to be based on that group. Clearly, every left neofield based on an abelian group is a neofield. Also, a neofield whose operation of addition satisfies the associative law is a field.

In $[28,27]$ some cryptological applications of neo-fields and left neofields are described.

## 6 On one-way function

A function $F: X \rightarrow Y$ is called one-way function, if the following conditions are fulfilled:

- there exists a polynomial algorithm of calculation of $F(x)$ for any $x \in X$;
- there does not exist a polynomial algorithm of inverting of the function $F$, i.e. there does not exist any polynomial time algorithm for solving the equation $F(x)=y$ relatively variable $x$.

It is proved that the problem of existence of one-way function is equivalent to well known problem of coincidence of classes P and NP.

One of better candidates to be an one-way function is so-called function of discrete logarithms [83].

A neofield $(N,+, \cdot)$ of order $n$ consists of a set $N$ of $n$ symbols on which two binary operations " + " and "." are defined such that $(N,+)$ is a loop with identity element, say $0,(N \backslash\{0\}, \cdot)$ is a group and the operation "." distributes from the left and right over " + " $[28]$.

Let $(N,+, \cdot)$ be a finite Galois field or a cyclic $((N \backslash\{0\}, \cdot)$ is a cyclic group) neofield. Then each non-zero element $u$ of the additive group or loop $(N,+)$ can be represented in the form $u=a^{\nu}$, where $a$ is a generator of the multiplication group $(N \backslash\{0\}, \cdot) . \nu$ is called the discrete logarithm of $u$ with base $a$, or, sometimes, the exponent or index of $u$.

Given $\nu$ and $a$, it is easy to compute $u$ in a finite field, but, if the order of the finite field is a sufficiently large prime $p$ and also is appropriately chosen it is believed to be difficult to compute $\nu$ when $u$ (as a residue modulo $p$ ) and $a$ are given.

In [28] discrete logarithms are studied over a cyclic neofield whose addition is a CI-loop.

In [83] the discrete logarithm problem for the group $R L_{n}$ of all rowLatin squares of order $n$ is defined (p.103) and, on pages 138 and 139, some illustrations of applications to cryptography are given.

## 7 On hash function

In $[46,45]$ an approach for construction of hash function using quasigroups is described.

Definition 7.1. A function $H()$ that maps an arbitrary length message $M$ to a fixed length hash value $H(M)$ is a OneWay Hash Function (OWHF), if it satisfies the following properties:

1. The description of $H()$ is publicly known and should not require any secret information for its operation.
2. Given $M$, it is easy to compute $H(M)$.
3. Given $H(M)$ in the rang of $H()$, it is hard to find a message $M$ for given $H(M)$, and given $M$ and $H(M)$, it is hard to find a message $M_{0}(\neq M)$ such that $H\left(M_{0}\right)=H(M)$.

Definition 7.2. A OneWay Hash Function $H()$ is called Collision Free Hash Function (CFHF), if it is hard to find two distinct messages $M$ and $M_{0}$ that hash to the same result $\left(H(M)=H\left(M_{0}\right)\right)[46,45]$.

We give construction of hashing function based on quasigroup [46].
Definition 7.3. Let $H_{Q}(): Q \longrightarrow Q$ be projection defined as

$$
\begin{equation*}
H_{Q}\left(q_{1} q_{2} \ldots q_{n}\right)=\left(\left(\ldots\left(a \star q_{1}\right) \star q_{2} \star \ldots\right) \star q_{n}\right. \tag{2}
\end{equation*}
$$

Then $H_{Q}()$ is said to be hash function over quasigroup $(Q ; \star)$. The element $a$ is a fixed element from $Q$.

Example 7.1. Multiplication in the quasigroup $(Q, \star)$ is defined in the following manner: $a \star b=(a-b)(\bmod 4)$. This quasigroup has the following multiplication table:

| $\star$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 3 | 2 | 1 |
| 1 | 1 | 0 | 3 | 2 |
| 2 | 2 | 1 | 0 | 3 |
| 3 | 3 | 2 | 1 | 0 |

Value of hash function is $H_{2}(0013)=(((2 \star 0) \star 0) \star 1) \star 3=2$.
Remark 7.1. There exists a possibility to apply $n$-ary quasigroup approach to study hash functions of such kind. Since, in fact, equality (2) defines an $n$-ary operation.

Remark 7.2. We notice, safe hash function must have at least 128 -bit image, i.e. $H_{Q}\left(q_{1} q_{2} \ldots q_{n}\right)$ must consist of at least 128-digit number [96].

In [121, 122] hash functions, proposed in [46, 45], are discussed. The author shows that for some types of quasigroups these hash functions are not secure.

From [86] we give the following summary: "In this paper we consider two quasigroup transformations $Q M 1: A^{2 m} \rightarrow A^{2 m}$ and QM2: $A^{m} \rightarrow A^{2 m}$, where $A$ is the carrier of a quasigroup. Based on these transformations we show that different kinds of hash functions can be designed with suitable security."

Further development of quasigroup based on hash function is reflected in [116].

In [105] on Algorithm 3.1 based on encrypter that has good scrambling properties is proposed.

## 8 CI-quasigroups and cryptology

In $[28,56]$ some applications of CI-quasigroups in cryptology with nonsymmetric key are described.

Definition 8.1. Suppose that there exists a permutation $J$ of the elements of a quasigroup $(Q, \circ)$ such that, for all $x, y \in Q$

$$
J^{r}(x \circ y) \circ J^{s} x=J^{t} y
$$

where $r, s, t$ are integers. Then $(Q, \circ)$ is called an $(r, s, t)$-inverse quasigroup ([72]).

In the special case when $r=t=0, s=1$, we have a definition of CI-quasigroup.

Example 8.1. A CI-quasigroup can be used to provide a one-time pad for key exchange (without the intervention of a key distributing centre) [28, 68].

The sender S, using a physical random number generator (see [78] on random number generator based on quasigroups), selects an arbitrary element $c^{(u)}$ of the CI-quasigroup $(Q, \circ)$ and sends both $c^{(u)}$ and enciphered key (message) $c^{(u)} \circ m$. The receiver R uses this knowledge of the algorithm for obtaining $J c^{(u)}=c^{(u+1)}$ from $c^{(u)}$ and hence he computes $\left(c^{(u)} \circ m\right) \circ c^{(u+1)}=m$.

Example 8.2. We can propose the following application of rst-inverse quasigroups in situation similar to situation described in Example 8.1. It is possible to re-write definitive equality of rst-inverse quasigroup in the following manner $J^{r}\left(J^{k} u \circ m\right) \circ J^{s+k} u=J^{t} m$.

Then the schema of the previous example can be re-written in the following manner. The sender S selects an arbitrary element $J^{k} u$ of the rst-quasigroup ( $Q, \circ$ ) and sends both $J^{k} u$ and enciphered key (message) $J^{r}\left(J^{k} u \circ m\right)$. The receiver $R$ uses this knowledge of the algorithm for obtaining $J^{k+s}(u)$ from $J^{k}(u)$ and hence he computes $J^{r}\left(J^{k} u \circ m\right) \circ$ $J^{s+k} u=J^{t} m$ and after this he computes the message $m$. Of course this example can be modified.

Example 8.3. [28]. Take a CI-quasigroup with a long inverse cycle $\left(c c^{\prime} c^{\prime \prime} \ldots c^{t-1}\right)$ of length $t$. Suppose that all the users $U_{i}(i=1,2, \ldots)$ are provided with apparatus (for example, a chip card) which will compute $a \circ b$ for any given $a, b \in Q$. We assume that only the key distributing centre has a knowledge of the long inverse cycle which serves as a look-up table for keys.

Each user $U_{i}$ has a public key $u_{i} \in Q$ and a private key $J u_{i}$, both supplied in advance by the key distributing centre. User $U_{s}$ wishes to send a message $m$ to user $U_{t}$. He uses $U_{t}$ 's public key $u_{t}$ to compute $u_{t} \circ m$ and sends that to $U_{t} . U_{t}$ computes $\left(u_{t} \circ m\right) \circ J u_{t}=m$.

Remark 8.1. It is not very difficult to understand that opponent which knows the permutation $J$ may decipher a message encrypted by this method.

Remark 8.2. There exists a possibility to generalize Example 8.3 using some $m$-inverse quasigroups [71], or $(r, s, t)$-inverse quasigroups [72, 73], else ( $\alpha, \beta, \gamma$ )-inverse quasigroups [74].

## 9 Critical sets and secret sharing systems

Definition 9.1. A critical set $C$ in a Latin square $L$ of order $n$ is a set $C=\{(i ; j ; k) \mid i, j, k \in\{1,2, \ldots, n\}\}$ with the following two properties:
(1) $L$ is the only Latin square of order $n$ which has symbols $k$ in cell $(i, j)$ for each $(i ; j ; k) \in C$;
(2) no proper subset of $C$ has property (1) [83].

A critical set is called minimal if it is a critical set of smallest possible cardinality for $L$. In other words a critical set is a partial Latin square which is uniquely completable to a Latin square of order $n$.

If the scheme has $k$ participants, a $(t, k)$-secret sharing scheme is a system where $k$ pieces of information called shares or shadows of a secret key $K$ are distributed so that each participant has a share such that
(1) the key $K$ can be reconstructed from knowledge of any $t$ or more shares;
(2) the key $K$ cannot be reconstructed from knowledge of fewer than $t$ shares.

Such systems were first studied in 1979. Simmons [115] surveyed various secret sharing schemes. Secret sharing schemes based on critical sets in Latin squares are studied in [17]. We note, critical sets of Latin squares give rise to the possibilities to construct secret-sharing systems.

Critical sets of Latin squares were studied in sufficiently big number of articles. We survey results from some of these articles. In [34] the spectrum of critical sets in Latin squares of order $2^{n}$ is studied. The paper [30] gives constructive proofs that critical sets exist for all sizes between $\left[n^{2} / 4\right]$ and $\left[\left(n^{2}-n\right) / 2\right]$, with the exception of size $n^{2} / 4+1$ for even values of $n$.

For Latin squares of order $n$, the size of a smallest critical set is denoted by $\operatorname{scs}(n)$ in [15]. The main result of [15] is that $\operatorname{scs}(n) \geq$ $n\left\lfloor\frac{1}{2}(\log n)^{1 / 3}\right\rfloor$ for all positive integers $n$.

In [63] the authors show that any critical set in a Latin square of order $n \geq 7$ must have at least $\left\lfloor\frac{7 n-\sqrt{n}-20}{2}\right\rfloor$ empty cells. See, also, [62].

The paper [33] contains lists of (a) theorems on the possible sizes of critical sets in Latin squares of order less than 11, (b) publications, where these theorems are proved, (c) concrete examples of such type of critical sets. In [36] an algorithm for writing any Latin interchange as a sum of intercalates is corrected.

In [59] the author proposes a greedy algorithm to find critical sets
in Latin squares. He applies this algorithm to Latin squares which are abelian 2-groups to find new critical sets in these Latin squares. The critical sets have the nice property that they all intersect some $2 \times 2$ Latin subsquare in a unique element so that it is easy to show the criticality.

In [4] the author gives an example of a critical set of size 121 in the elementary abelian 2 -group of order 16 .

In [94] critical sets of symmetric Latin squares are studied. Therefore the authors require all elements in their critical sets and uniquely completable partial Latin squares to lie on or above the main diagonal. For $n>2$, a general procedure is given for writing down a uniquely completable partial symmetric $2 n \times 2 n$ Latin square $L_{2 n}^{\prime}$ containing $n^{2}-n+2$ entries, of which $2 n-2$ are identical and lie on the main diagonal.

Paper [32] presents a solution to the interesting combinatorial problem of finding a minimal number of elements in a given Latin square of odd order $n$ by which one may restore the initial form of this square. In particular, it is proved that in every cyclic Latin square of odd order $n$ the minimal number of elements equals to $n(n-1) / 2$.

Surveys on critical sets of Latin squares are given in [67, 69]. See, also, [70].

The concept of Latin trades is closely connected with the concept of critical set in Latin squares. Let $T$ be a partial Latin square and $L$ be a Latin square with $T \subseteq L$. We say that $T$ is a Latin trade if there exists a partial Latin square $T^{\prime}$ with $T^{\prime} \cap T=\emptyset$ such that $(L \backslash T) \cup T^{\prime}$ is a Latin square. Information on Latin trades is in [16].

Remark 9.1. See also Introduction for other application of critical sets of Latin squares in cryptology.
"For a given triple of permutations $T=(\alpha, \beta, \gamma)$ the set of all Latin squares $L$ such that $T$ is its autotopy is denoted by $L S(T)$. The cardinality of $L S(T)$ is denoted by $\Delta(T)$. Specifically, the computation of $\Delta(T)$ for any triple $T$ is at the moment an open problem having relevance in secret sharing schemes related to Latin squares" [49, 50].

## 10 Secret sharing systems and other algebraic systems

Some secret-sharing systems are pointed in [26]. One of such systems is the Reed-Solomon code over a Galois field $G F[q]$ with generating matrix $C\left(a_{i j}\right)$ of size $k \times(q-1), k \leq q-1$. The determinant formed by any $k$ columns of $G$ is a non-zero element of $G F[q]$. The Hamming distance $d$ of this code is maximal $(d=q-k)$ and any $k$ from $q-1$ keys unlock the secret.

In [9] an approach to some Reed-Solomon codes as a some kind of orthogonal systems of $n$-ary operations is developed.

In [10] general approach to construction of secret sharing systems using some kinds of orthogonal systems of $n$-ary operations is given. Transformations of orthogonal systems of $n$-ary operations are studied in [11].

We give the summary from [52] : "We investigate subsets of critical sets of some Youden squares in the context of secret-sharing schemes. A subset $\mathcal{C}$ of a Youden square is called a critical set if $\mathcal{C}$ can be uniquely completed to a Youden square but no proper subset of $\mathcal{C}$ has a unique completion to a Youden square."
"That part of a Youden square $Y$ which is inaccessible to subsets of a critical set $\mathcal{C}$ of $Y$, called the strongbox of $\mathcal{C}$, may be thought to contain secret information. We study the size of the secret. J. R. Seberry and A. P. Street [108] have shown how strongboxes may be used in hierarchical and compartmentalized secret-sharing schemes."

## 11 Row-Latin squares based cryptosystems

A possible application in cryptology of Latin power sets is proposed in [29].

In [23] an encrypting device is described, based on row-Latin squares with maximal period equal to the Mangoldt function.

In our opinion big perspectives has an application of row-Latin squares in various branches of contemporary cryptology ("neo-cryptology").

In [83] it is proposed to use: 1) row-Latin squares to generate an open key; 2) a conventional system for transmission of a message that
is the form of a Latin square; 3) row-Latin square analogue of the RSA system; 4) procedure of digital signature based on row-Latin squares.

Example 11.1. Let

$$
L=\begin{array}{llll}
2 & 3 & 4 & 1 \\
4 & 1 & 3 & 2 \\
3 & 2 & 4 & 1 \\
4 & 3 & 1 & 2
\end{array}
$$

Then

$$
L^{7}=\begin{array}{llll}
4 & 1 & 2 & 3 \\
4 & 1 & 2 & 3 \\
3 & 2 & 4 & 1 \\
3 & 4 & 2 & 1 \\
4 & 1 & 2 & 3 \\
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
3 & 4 & 2 & 1
\end{array}
$$

Then

$$
L^{21}=\begin{array}{cccc}
2 & 3 & 4 & 1 \\
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
4 & 3 & 1 & 2
\end{array}
$$

is a common key for a user $A$ with the key $L^{3}$ and a user $B$ with the key $L^{7}$.

A public-key cryptosystem, using generalized quasigroup-based streamciphers, as it has been noticed earlier, is presented in [81].

## 12 NLPN sequences over GF[q]

Non-binary pseudo-random sequences over GF[q] of length $q^{m}-1$ called PN sequences have been known for a long time [57]. PN sequences over a finite field GF[q] are unsuitable directly for cryptology because of their strong linear structure [78]. Usually PN sequences are defined over
a finite field and often an irreducible polynomial for their generation is used.

In article [78] definition of PN sequence was generalized with the purpose to use these sequences in cryptology.

We notice, in some sense ciphering is making a "pseudo-random sequence" from a plaintext, and cryptanalysis is a science how to reduce a check of all possible variants (cases) by deciphering of some ciphertext.

These new sequences were called NLPN-sequences (non-linear pseudo-noise sequences). C. Koscielny proposed the following method for construction of NLPN-sequences.

Let $\vec{a}$ be a PN sequence of length $q^{m}-1$ over GF[q], $q>2$, i.e.

$$
\vec{a}=a_{0} a_{1} \ldots a_{q^{m}-2}
$$

Let $\vec{a}^{i}$ be its cyclic $i$ places shifted to the right. For example

$$
\vec{a}^{1}=a_{1} \ldots a_{q^{m}-2} a_{0}
$$

Let $Q=(S Q, \cdot)$ be a quasigroup of order $q$ defined on the set of elements of the field GF[q].

Then $\vec{b}=\vec{a} \cdot \vec{a}^{i}, \vec{c}=\vec{a}^{i} \cdot \vec{a}$, where $b_{j}=a_{j} \cdot a_{j}^{i}, c_{j}=a_{j}^{i} \cdot a_{j}$ for any suitable value of index $j\left(j \in\left\{1,2, \ldots, q^{m}-1\right\}\right)$ are called NLPN sequences [78].

NLPN sequences have much more randomness than PN sequences. As notice C. Koscielny the method of construction of NLPN sequences is especially convenient for fast software encryption. It is proposed to use NLPN sequences by generation of keys. See also [76].

## 13 Authentication of a message

By authentication of message we mean that it is made possible for a receiver of a message to verify that the message has not been modified in transit, so that it is not possible for an interceptor to substitute a false message for a legitimate one.

By identification of a message we mean that it is made possible for the receiver of a message to ascertain its origin, so that it is not possible for an intruder to masquerade as someone else.

By non-repudiation we mean that a sender should not be able later to deny falsely that he had sent a message.

In [28] some quasigroup approaches to problems of identification of a message, problem of non-repudiation of a message, production of dynamic password and to digital fingerprinting are discussed. See also [18].

In [27] authors suggested a new authentication scheme based on quasigroups (Latin squares). See also [26, 28, 20]

In [104] several cryptosystems based on quasigroups upon various combinatorial objects such as orthogonal Latin squares and frequency squares, block designs, and room squares are considered.

Definition 13.1. Let $2 \leq t<k<v$. A generalized $S(t, k, v)$ Steiner system is a finite block design ( $T, \mathcal{B}$ ) such that (1) $|T|=v$; (2) $\mathcal{B}=$ $\mathcal{B}^{\prime} \cup \mathcal{B}^{\prime \prime}$, where any $B^{\prime} \in \mathcal{B}^{\prime}$, called a maximal block, has $k$ points and $2 \leq\left|B^{\prime \prime}\right|<k$ for any $B^{\prime \prime} \in \mathcal{B}^{\prime \prime}$, called a small block; (3) for any $B^{\prime \prime} \in \mathcal{B}^{\prime \prime}$ there exists a $B^{\prime} \in \mathcal{B}^{\prime}$ such that $B^{\prime \prime} \subseteq B^{\prime}$; (4) every subset of $T$ with $t$ elements not belonging to the same $B^{\prime \prime} \in \mathcal{B}^{\prime \prime}$ is contained in exactly one maximal block.

In [89] (see also [48]) an application of generalized $S(t, k, v)$ Steiner systems in cryptology is proposed, namely, it is introduced a new authentication scheme based on the generalized Steiner systems, and the properties of such scheme are studied in the generalized affine planes.

## 14 Zero knowledge protocol

In [103] Rivest introduced All-Or-Nothing (AON) encryption mode in order to devise means to make brute-force search more difficult, by appropriately pre-processing a message before encrypting it. The method is general, but it was initially discussed for block-cipher encryption, using fixed-length blocks.

It is an unkeyed transformation, mapping a sequence of input blocks $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ to a sequence of output blocks $\left(y_{1}, y_{2}, \ldots, y_{t}\right)$ having the following properties:

Having all blocks $\left(y_{1}, y_{2}, \ldots, y_{t}\right)$ it is easy to compute $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$.

If any output block $y_{j}$ is missing, then it is computationally infeasible to obtain any information about any input block $x_{J}$.

The main idea is to preserve a small-length key (e.g. 64-bit) for the main encryption that can be handled by special hardware with not enough processing power or memory. This gives the method a strong advantage, since we can have strong encryption for devices that have minimum performance.

Several transformation methods have been proposed in the literature for AON. In the article [88] it is proposed a special transform which is based on the use of a quasigroup (it is used in algorithm 3.1).

In [24] it is proposed to use isotopy of quasigroups in zero knowledge protocol.

Assume the users ( $u_{1}, u_{2}, \ldots, u_{k}$ ) form a network. The user $u_{i}$ has public-key $L_{u_{i}}, L_{u_{i}}^{\prime}$ (denotes two isotopic Latin squares of order $n$ ) and secret-key $I_{u_{i}}$ (denotes the isotopism of $L_{u_{i}}$ upon $L_{u_{i}}^{\prime}$ ). The user $u_{i}$ wants to prove identity for $u_{j}$ but he doesn't want to reveal the secretkey (zero-knowledge proof).

1. $u_{i}$ randomly permutes $L_{u_{i}}$ to produce another Latin square H .
2. $u_{i}$ sends H to $u_{j}$.
3. $u_{j}$ asks $u_{i}$ either to:
a. prove that H and $L_{u_{i}}^{\prime}$ are isotopic,
b. prove that H and $L_{u_{i}}$ are isotopic.
4. $u_{i}$ complies. He either
a. proves that H and $L_{u_{i}}^{\prime}$ are isotopic,
b. proves that H and $L_{u_{i}}$ are isotopic.
5. $u_{i}$ and $u_{j}$ repeat steps 1 . through 4. $n$ times.

Remark 14.1. In the last procedure it is possible to use isotopy of n-ary groupoids.

## 15 Hamming distance between quasigroups

The following question is very important by construction of quasigroup based cryptosystems: how big is the distance between different bi-
nary or n-ary quasigroups? Information on Hamming distance between quasigroup operation is in the articles [41, 42, 39, 38, 40, 43, 119].

We recall, if $\alpha$ and $\beta$ are two $n$-ary operations on a finite set $\Omega$, then the Hamming distance of $\alpha$ and $\beta$ is defined by

$$
\operatorname{dist}(\alpha, \beta)=\left|\left\{\left(u_{1}, \ldots, u_{n}\right) \in \Omega^{n}: \alpha\left(u_{1}, \ldots, u_{n}\right) \neq \beta\left(u_{1}, \ldots, u_{n}\right)\right\}\right|
$$

The author in [41] discusses Hamming distances of algebraic objects with binary operations. He also explains how the distance set of two quasigroups yields a 2 -complex, and points out a connection with dissections of equilateral triangles.

For a fixed group $(G, \circ), \delta(G, \circ)$ is defined to be the minimum of all such distances for $(G, \star)$ not equal to $(G, \circ)$ and $\nu(G, \circ)$ the minimum for $(G, \star)$ not isomorphic to ( $G, \circ$ ).

In [38] it is proved that $\delta(G, \circ)$ is $6 n-18$ if $n$ is odd, $6 n-20$ if $(G, \circ)$ is dihedral of twice odd order and $6 n-24$ otherwise for any group $(G, \circ)$ of order greater than 50. In [119] it is shown that $\delta(G, \circ)=6 p-18$ for $n=p$, a prime, and $p>7$.

In the article [39] there are listed a number of group orders for which the distance is less than the value suggested by the above theorems. New results obtained in this direction are in [43].

## 16 Generation of quasigroups for cryptographical needs

Important cryptographical problem is a generation of "big" quasigroups which it is possible to keep easily in a compact form in computer memory. It is clear that for this aims the most suitable is a way to keep a little base and some procedures of obtaining a necessary element.

Therefore we should have easily generated objects (cyclic group, abelian group, group), fast and complicate methods of their transformation (parastrophy, isotopy, isostrophy, crossed isotopy [109], homotopy, generalized isotopy), their glue and blowing (direct product, semi-direct product, wreath product [66], crossed product, generalized crossed product). For these aims various linear quasigroups (especially $n$-ary quasigrous) are quite suitable $[7,85,113]$.

In [99] the boolean function is proposed to use by construction of $n$-ary and binary quasigroups.

A method of generating a practically unlimited number of quasigroups of an arbitrary (theoretically) order using the computer algebra system Maple 7 is presented in [79].

This problem is crucial to cryptography and its solution permits to implement practical quasigroup-based endomorphic cryptosystems.

In this article [79] it is proposed to use isotopy of quasigroups and direct products of quasigroups. If we start from class of finite groups, then, using these ways, it is possible to obtain only class of quasigroups that are isotopic to groups. We notice, there exists many quasigroups (especially of large order) that are not isotopic to a group. Therefore for construction of quasigroups that are not isotopic to groups probably better to use the concept of gisotopy $[98,113]$.

## 17 Conclusion remarks

In many cases in cryptography it is possible to change associative systems by non-associative ones and practically in any case this change gives in some sense better results than use of associative systems. Quasigroups in spite of their simplicity, have various applications in cryptology. Many new cryptographical algorithms can be formed on the basis of quasigroups.
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