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Filip the Catalyst

(Instead of) “Laudatio”

Why “Instead of”? At least for
six reasons; thus, a conventional
“Laudatio” would be rather:

a) Hardly possible for a ca-
reer that braves any stan-
dard. Which Filip should
be praised in a limited jour-
nal space? Except the
young specialist in indus-
trial automation who disap-
peared soon because a large
palette of personalities were
grafted onto, all other pro-
fessional facets — from IT
expert to transdisciplinary
researcher and from man-
ager to university professor
— are long-lasting, rich and
diverse.

b) Irrelevant or even boring.
What should be empha-
sized? Positions, titles,
books, papers, classes, suc-
cess stories? The long lists
would do their job as usual:
instead of illustrating qual-
ity, they would smother it;
in short, the trees hide the
forest.
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c)

FEither parochial or snobbish. Indeed, giving the reasons for award-
ing him the Honoris Causa Degree in Sibiu a few years ago would
sound sectorial or insular, whereas trying to present his role in
the academic life of Chigindu would sound arrogant, since the
readers know it much better. In any case it would distort: either
by omission or by unbalanced focus.

Strange. For a dynamic personality, still far from the scientific
apex, the occasion given by an age divisible by ten is forced to
coexist with the usual references to an “Opera Omnia”. It sounds
Procrustean.

Redundant. In this very journal much more competent authorities
have done it in a high-level manner.

Biased. For more than a quarter-century, Florin Gheorghe Filip
was crucial for my evolution; hence, I lack the minimal detach-
ment necessary to become an acceptable Laudator in its earliest
mediaeval meaning.

Therefore, this pseudo-Laudatio is a fuzzy blend of acknowledg-
ment, confession, and feelings. Albeit most of the assertions below
(and above too!) are my opinions, covering them with the umbrella
of “feelings” gives two benefits: no need to justify them, no risk to be
assessed as exaggerated. I should use this double freedom, rare for a
scientific environment.

Why “the Catalyst”? Again for six reasons; the hypostasis of cata-
lyst was chosen because it is:

a)

Unknown. The main cause is Filip himself: he filled the public
interest with so many reports where he was actor — mostly pro-
tagonist — that those about his role as catalyst could hardly get
some attention.

Seemingly uninteresting. It is perceived somehow as a “second
hand” scientific activity. For instance, in 1998 after being de-
clared the IT person of the year in Europe, nobody cared that
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a young teaching assistant from Sibiu was able to participate at
a prestigious international conference only due to Filip’s decisive
scientific and financial support. So what?

Vital. While in chemistry the catalyst only increases the rate of
a reaction, in scientific research the catalyst is vital, I dare to say
it is a sine qua non condition for the reaction to emerge. Indeed,
exaggerating metaphorically, without a catalytic Pygmalion, few
“professional Galateas” can carve themselves out of a promising
yet lifeless block of scientific ivory.

Powerful Amplifier. The leverage effect of scientific catalyse is
huge, mainly when the catalyst is as polyvalent and tireless as
Florin Filip was since he became scientist in 1976. As a result, the
paper published in 1980 by Pergamon Press had four colleagues
as co-authors. Now there are probably almost a thousand IT
professionals owing their take-off to his catalyse. (Only in Sibiu
— including also the “third generation” — we are about thirty.)

The last two reasons are caused by personal links.

The author is involved. It begun in the early 80’s when Florin
Filip was one of the few colleagues from Bucharest and Timisoara
who guided my first steps into the challenging realm of real-time
programming (simple, giving me a seminal book by Per Brinch
Hansen). And the process is lasting (I could mention at least
ten other areas/ moments/issues where he catalysed decisively
my career — but not the generated reaction should be focused on,
here it is about the catalyst).

The paper is involved too. A few months ago, this pseudo-Laudatio
was supposed to be an epilogue to the preceding paper but very
soon it turned the other way around: the paper was concocted
almost as prolegomena to the virtues of “scientific catalyse”: the
research described was not developed but triggered by Filip (sim-
ple again although “scientific catalyse” avant la lettre: he gave
me the idea of the “Prigogine niche”).
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Hoping that these reasons persuaded that any reference to any hy-
postasis of a polyvalent character has nothing to do with his age, I dare
to sketch a micro-portrait of “Filip the Catalyst” — albeit a possible
quite distorted one, since it is shaped from inside a very prolonged
catalytic process:

The main impression (in its both connotations: “impact” and “feel-
ing”) is that the cardinal catalyse macrofeature is naturalness, decom-
posable in four related but distinct features: spontaneity (mostly it
is his initiative), openness (if suitable, a brief pro and con analysis),
effortlessness (nothing seems easier), modesty (don’t mention it). Our
first paper written together — and my first paper accepted in a confer-
ence outside Romania — is a relevant example: he asked the organizers
to transfer the invitation from him to me and to give me a substan-
tial financial help (conference fee plus accommodation), gave me some
names of faculty members to start a collaboration, and finally ... forgot
to insert it into his paper list (at least, I hope that it was no other rea-
son!). (Nota bene: it was just after I left the institute where he was
general manager.)

What is behind the scenes of this seamless picture? A research
feature important for all scientific areas but imperative for an “I'T Cat-
alyst” is “Feeling the Zeitgeist”. As essential Zeitgeist-component, the
“e-Zeitgeist” is most deceptive because of its tremendous dynamics; to
absorb it, two pillars are mandatory: a solid professional status and
a superior intellectual texture. You can be successful in incremental
research lacking the second or even a good professor lacking the first,
but never a Filip-like catalyst. In his case the first is obvious but the
second is hidden (by the way, how many I'T specialists do you know who
are able to talk in six languages about Scandinavian poetry?). Does it
matter? It does. Whereas for any researcher a violon d’Ingres (I hate
the word “hobby”) acts as an intellectual amplifier, for a catalyst it is
an intrinsic ingredient of the scholarly structure. (Moreover, to per-
ceive Prigogine-niches, the violin must be replaced by an orchestra.)
In short, the easiness of a Filip-like catalyse is an illusion because the
inexorable foundation stays hidden in the following (over)simplified im-
plication chain: catalyse — I'T excellence — Prigogine-niches — trans-
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disciplinarity — anthropocentric perspective — e-Zeitgeist — Zeitgeist
— intellectual excellence. Furthermore, in this tempting blend Florin
Filip instilled a rather rare constituent: folerance. He paid always at-
tention to the subtle difference between catalyse and prescription. (The
last inside example: despite the fact that he was the acknowledged first
violin in our long teamwork, he tolerated — in the best meaning of this
word — most of my minoritarian and heterodox opinions about, for in-
stance, the sunset of object-orientation or the role of agents in decision
support systems).

Certainly, like in every alchemic endeavour, there are a great deal
of esoteric elements involved in the catalyse process. Maybe, even more
in the catalyst persona. I enjoyed trying to unveil some of them.

Thank you Computer Science Journal of Moldova for giving me the
opportunity.
Thank you Florin Gheorghe Filip for giving me the reasons.

Boldur-Eugen Barbat
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We are proud to be side by side

It is very difficult to speak about Svetlana Cojocaru. We don’t
think that each evocation is sufficiently appropriate to her real nature,
character and activity.

Let us try to represent point by point some traits which characterize
her personality.

In the first place is fidelity. Let us bring only one example. Starting
with the third year at the University she activates with Institute of
Mathematics and Computer Science (IMCS).

Don’t forget that she is a lady with all the ensuing consequences.
Being faithful she at the same time likes everything that is new, she
wishes changes and diversity. Being directed at post graduate study
she didn’t accept the proposed theme but had chosen the theme to
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her taste. Her first researches were in the domain of formal gram-
mars. Natural language processing was her choice in the framework of
collaboration with Romanian Academy of Sciences. From 1990 she suc-
cessfully continues to obtain the results which are highly appreciated
by specialists in corresponding domain.

It is natural that Romanian language is the object of these re-
searches funded by national and international projects. In a few years,
not abandoning natural language she joins in the project on compu-
tational algebra in the framework of the program with Sweden Royal
Academy. The projects lasted consecutively for 12 years. From these
researches the interest in intelligent interfaces came out. It became the
theme of her second (doctor in habilitation) theses. She has the gift to
inspire colleagues (including the youth) with her interests. She leads
several post graduates trying to explore new directions and domains
together with them. Now she takes part in the researches concerning
Decision Support System development in ultrasonography.

Along with the publications in prestigious publishers as Springer,
Thomson, Elsevier etc she has 3 monographs, and they are from differ-
ent domains: compiler construction, problems of informational society
creation, computational algebra.

We want to make the unbiassed representation and not the pane-
gyric, so let us go on with purely human qualities.

Her sense of beauty is so pronounced, that it is felt by any visitor of
IMCS (the hall, offices, conference hall, library are finally the products
of her delicate taste). In academic circles the IMI is well-known not
only for scientific results of its researchers, but for various expositions
of pictures and photography art as well, and S.Cojocaru being one of
the organizers of these vernissages.

Many initiatives promoted in IMCS are the products of insistency
of our colleague.

Nobody can tell that holding the official posts in IMCS (scientific
secretary from 1999 and vice director from 2005) she gained the author-
ity by something else than by her competency and ability to convince
those who didn’t feel from the very beginning the reason for which
some idea is promoted. Each of us benefited from her help and useful
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advices. Her vision is always characterized by lucidity and competence.

We think that she also will be amazed when reading, that risk is
inherent in herself, the risk which has its origin in intuition or, better
to say, in correct appreciation of the situation.

Whether consciously or not (and consciously nevertheless) she is
associated with a cat with its remarkable traits of tenderness and in-
sistency in achieving the goal. The evidence is her collection of cats-
souvenirs each of which has its own temper and something which is
similar to the proprietress.

We see our colleague in the prime of life with plans for new achieve-
ments, with insistency in their implementation, with kindness in rela-
tions with colleagues.

The editorial board of CSJM knows the broad activity of Svetlana
Cojocaru in publishing the journal the initiator of which she was and
the promoter of which she is from 1993, being its editor and the author
as well.

We wish ourselves continuous activity together with herself, and we
wish her heartily many long years, happiness and new achievements.

Editorial board of ,,Computer Science Journal of Moldova”
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Functional FX-bar Projections of the
(Romanian) Verbal Group and Sub-Groups on
the Syntactic-Semantic Interface*

Neculai Curteanu, Diana Trandabat, Mihai Alex Moruz

Abstract

The aim of this paper is to investigate the syntactic / semantic
substructures (called subgroups) of the Romanian verbal group
(VG) [12], or verbal complex [25], starting with the achievements
in the literature, and melted into the device of direct and in-
verse functional projection within FX-bar theory [7]. The paper
examines several problems and their solutions for the syntactic-
semantic theories of VG, as discussed in some fundamental pa-
pers, and we offer our explanation on the involved syntactic phe-
nomena, the emphasis falling on the VG substructures (verbal
subgroups, VSGs), VSG boundaries and composition within VG,
direct and inverse FX-bar projections of VG, VG parsing, lexical
semantics and intensional / extensional logic representations of
the Romanian (verbal or nominal) predicate.

Keywords: functional FX-bar theory; verbal group; verbal
subgroups; Romanian predicate and predication; intensional /
extensional semantics; clause-level parsing.

1 Introduction

The aim of this paper is to investigate the syntactic / semantic sub-
structures of the Romanian verbal group (VG), or verbal complez [1],
[25], [16], starting from the instruments and current achievements in
the literature, and melted into the device of (direct and inverse) FX-
bar projections and theory [4], [5], [6], [7], [8], [12], [13]. Since [§]

(©2007 by N. Curteanu, D. Trandabdt, M. A. Moruz
This is a revised and improved version of the paper [13]
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we separated within the verbal group (VG) the so-called default verbal
group, denoted then as verbal group kernel (VGK), that substructure
of VG which may commute with its proper, ‘outside’ adverb, and does
not enclose this modifier. The same VG / VGK substructure has been
described in more detail as the inside part of the verbal complex [1],
with its inside (special) adverbs (mai, cam, prea, si, tot) and outside
negations and adverbs. In the present paper, the proper syntactic / se-
mantic substructures of VG (together with VGK) shall be called verbal
subgroups (VSGs).

Examples of VGs [10], [11]. VGK is represented in parentheses,
included in VG; the unaccentuated pronouns (pronominal clitics) are
in dtalics: “ nu cd (nu mi-l va mai si plati) greu; (nu-i cunosteam); (/i
se cereau) ; (isi mai recdpdtase) ; (Ai consultat) ; (ar fi simtit) ; (i se
asternea) ; (sd se intdmple) ; (nu se putea abtine); (n-o putea lua); (Nu
i-ar fi trecut); (s3 poatd afla); (s3 te intimideze); (sd va vad lucrénd) .

As [1] remarks rightfully, VG provides both an outside (nuy) nega-
tion and an inside (nus2) negation (e.g. nuy sd nuy te duci), which can
be interpreted as outside VG and inside VGK quantifiers. Similarly,
there exist as VG inside modifiers the special adverbs (mai, cam, prea,
si, tot), and the proper, VG outside adverbs (nuj sd nuy te toty duci
imediat;). The structure of VGK as the “inside” of VG, with a syn-
tactic head (the tense auziliary, bearing the number and person, when
present lexically) and a semantic one (the predicational head verb, often
called also the matrix, or lexical, or embedded verb), with clitics ‘in-
side’ and semantic (direct) arguments ‘outside’) the VGK, this verbal
structure is playing an essential role in the development of the lexical
predication.

VG may be seen as the ‘last’ shell of VGK, while the contents of
VGK may be interpreted as the clause-shadow (of the regular clause)
that projects itself onto the clause, as well as representing the projec-
tion(s) of the lexical-semantic head bearing the predicationality feature
(e.g. [8]), using diathesis transformations and semantic diathesis func-
tions associated with semantic restrictions on predication arguments
(see [16], [23], [24], [1], [21]). Furthermore, along with its finite or
non-finite predicational head, the VG may contain (some) other verbs,

124



Functional FX-bar Projections of the (Romanian) Verbal Group and . ..

including tense and passive auxiliaries, semi-auxiliaries, and restruc-
turing (modal, aspectual, motion) verbs. Our goal is to investigate the
VG syntactic-semantic substructures (Verbal SubGroups — VSGs), the
relationship VG-predication-predicate, and whether a VG contains a
single or a multiple predicate (thus clause, thus potential discourse
segment).

This paper will examine several problems and their solutions for
the syntactic theories of VG, as discussed in some fundamental papers
such as [25], [16], [1], [21], and we shall try to offer our approach on
the involved syntactic phenomena, the emphasis falling on the lexical
semantics and intensional / extensional logic representations, our in-
terests being mainly oriented towards VG parsing, VG substructures
(VSGs), VSG composition and their FX-bar projections, VG phonol-
ogy and (local) prosody [25; Chap.9], [14], [15].

1.1 The Classical Predication vs. Lexical Predications

The classical predication pair (Subject, Predicate) can be viewed as just
one of the facets of the VG (verbal complex) whose semantic head bears
the predicationality feature PREDF [8], the other ones, equally righted
as “classical predications”, being instantiated by the predicational verb
(lemmatized form), endowed with clitic(s) as affixed inflexion(s), which
are obligatory present when their valence-commanded arguments are
personalized or focused (i.e. theta-disordered), doubled or not by the
corresponding semantic arguments. Thus, the classical predication pair
corresponds to the subject theta-role of “actor” or “actant”, while the
other “classical” predications may associate, valence-driven, the theta-
roles of “patient” and/or “receiver” and/or “addressee” to semantic
arguments (but not adjuncts!). All these are commanded (or not) by
the presence (or absence) of the PREDF predicational feature, assigned
at the lexical level, to the semantic head in VG.

In a first move, the classical predication pair (Subject, Predi-
cate) should be reduced to the pair (Subject, PREDF_verb) corre-
spouding to the theta-role of “actor” or “actant” in the valence-
driven SUBCAT (or ARG-ST vector [26]), with 1 to 3 semantic ar-
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guments. It is important to specify that there exist normally at least
two SUBCAT lists: SUBCAT jpiic_order, containing the syntactic argu-
ments of the PREDF _verb, in the order of increasing obliqueness, and
SUBCAT heta_orders €nclosing the arguments in the theta-order (or sys-
temic order) for the valence-based arguments of PREDF _verb. Usually,
(only) for the active voice and a normal semantics of predicationality,
these arguments should coincide.

In a second move, to this first classical predication are added,
equally righted in the theta-semantics, the following similar “classical”
predications (Figure 1):

[FiG  Tense Aspect]

Semantic_Diathesis(SUBJ, OBID, OBIT)
= (B(SUBJ), A(OBID), A(OBJL))

Agreement (SUBJ, Inflection V@)

SUBT thtonensss - 0, PREDF Verb

S

[FF  Tense Aspect]

Semantic Diathesis(SUBI, OBID, OBII)
= (B(SUBJ), #(OBJID), #(OBII))

Agreement (OBID, CliticOBID V@)

OBID 505mas: = 1, PREDF Verb

[VG Tense Aspect]

Semantic Digthesis(SUBT, OBID, OBII)
= (#(SUBJ), #(OBID), #(OBJI))

Agreement (OBIL, CliticOBIL VG)

(OBHDFJFJ'.'JJMM =1 PREDF VETb

Figure 1. All the extended, valence-based ‘classical’ predications

In Figure 1, SUBJ, OBJD, OBJI represents the syntactic categories
of subject and direct arguments (direct and oblique complements),
respectively. The Semantic_Diathests function, depending on the
valence-value of the predicational verb at the lexicon level, links (in
the sense of linking theory [28]) the grammatical (syntactic) arguments
SUBJ, OBJD, OBJI (sometimes, OBJD2 at the shallow level) to their
semantic, theta roles (e.g. Actant, Patient, Addressee etc.) 6(SUBJ),
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0(OBJD), O(OBJI). The Agreement function establishes anaphoric lo-
cal bindings between the verb inflection and its object (pronominal)
clitics, on one hand, and the syntactic (SUBJ, OBJD, OBJI) argu-
ments, respectively, on the other hand.

These are the new ‘traditional’ predications, with their real engine,
viz. the predicational feature PREDF, installed on the (lexical) verb
head of the verbal group VG. Similarly, non-finite forms of PREDF
verbs may be associated to those Ns (Nouns called nominalizations)
and/or As (Adjectives or Adverbs) that bear the feature PREDF.

In the ‘classical’ predications above, clitics may lack when the se-
mantic arguments are of non-person or non-animate nature but are
lexically present. This does not change the ‘equivalence’ of these newly
devised valence-based predications. Such an interpretation of the VG
structure has consequences in establishing the FX-bar (direct and in-
verse) VG projections (see the outlined solutions considered in the sub-
section 2.2 devoted to the problem of VG local structure and its FX-bar
projections).

The problem of ‘classical’ predication(s) in HPSG theory [2], or
the problem of the special role of the subject in the SUBCAT list of
HPSG [26; Chap.9] are solved in the linguistic feature structures in Fig-
ure 1 above as follows: the feature Semantic_Diathesis(SUBJ, OBJD,
OBJI) is not an elementary (atomic) feature value but a function, de-
fined as follows: the input of the function is the VG shallow, syntac-
tic diathesis, represented by the above mentioned SUBCAT 4y order
while the output (value) of the function is the VG semantic diathesis,
viz. SUBCATheta_order list. This solution forces the subject-actor and
the subject-least_oblique_element (or grammatical subject) to take each
one its own right place, in the right (possibly distinct) ordering.

Briefly, the values of the function Semantic_Diathesis are estab-
lished as follows: the input value is represented by the tense and syn-
tactic diathesis resulted from the VG shallow parsing. The output,
or the value of the Semantic_Diathesis function, is obtained from the
lexicon, where the head verb (predication) meaning is represented by
specific standard lists of semantic arguments corresponding to the va-
lence of that specific predicational category, and the syntactic diathesis
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is transformed into a certain particular list of semantic arguments cor-
responding to the tense, diathesis, and predicational meaning of that
(verb) category. (See the mechanism of dt and sd functions in subsec-
tions 2.2 and 2.3, defined to make operational the FX-bar direct and
inverse projections of VGK.)

In Figure 2 of the FX-bar scheme for local structures, the local
(single-event) levels X0-X1-X2 express the clause predication depend-
ing on basic, lexical categories (V, N, A), while the levels CLO-CL1-
CL2 express logical or (second-order) predicational relations on simple
clauses.

1.2 Handing Down the Predication from Syntax into
Lexis

The feature that we called Predicationality [8] borne at the lexical (even
lexzicon) level by the major lexical categories N, V, A, corresponds to
what in the literature is called (more frequently, among other labels)
as the deverbal property, or deverbality, of these categories. For an
extended survey and analysis of this notion and its syntactic-semantic
consequences, see [8]. We avoid the term deverbality because its mean-
ing is not necessarily specific to Vs since this essential lexical-semantics
feature is equally shared by Vs, Ns and As! Moreover, there are
(classes of) verbs which do not bear this property, e.g. the copulative
ones. The feature of Predicationality is assigned to those finite or non-
finite Vs, Ns (often called nominalizations), and As, whose meaning
involves a process event or process name. We abbreviated this feature
as PRED(dication)F (eature), with two main values, PROC(cess) and
STAT(e) (or EXIST).

We are mainly interested by those major categories providing a first-
order predicational feature, thus associated with first-order predicates
whose arguments are noun groups (NGs) and not new finite VGs or
VSGs. This is the straight or canonical type of predication, since
there also exist second-order predications, e.g. as those assigned modal,
inchoative, semi-auxiliary (or “restructuring” [25], i.e. modal, aspectual,
motion) verbs. Thus it is important not only the valence (number of
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arguments) of a predicational category but also the sort-type of these
arguments.

The classical notion of predication is known to be the pair (Subject,
Predicate), an essentially syntactic concept meant to support the finite
clause (proposition) structure. The predicate, either synthetic or an-
alytic, encloses both process verbs and state verbs (the latter case for
the nominal predicate) indiscernibly, despite the fact that only process
(predicational) verbs entail a semantic argument-based syntactic dis-
tribution, corresponding to a proper valence. Furthermore, the feature
of predicationality (or deverbality) is equally shared not only by pro-
cess verbs but also by nominals Ns and modifiers As that are (in terms
of lexical semantics) siblings of the corresponding predicational verbs,
these non-verbal categories having a similar syntactic distribution of se-
mantic arguments, with the same valence as their predicational, verbal
counterparts.

Thus, the feature of predicationality, as a lexical semantics quality,
is not necessarily related to the predicate (which is a syntactic con-
struction): in the nominal predicate, the copulative verb is not a pred-
icational one. The same goes for the auxiliaries incorporated within
the VG, whose tense is based on compound syntactic constructions.
This does not exclude, in the nominal predicate, that the predicative
nominal (as semantic head of the construction) bears the feature of
predicationality. E.g., the predicative nominals explanation, marking,
receiving etc. (which are predicational nouns) in the nominal predi-
cates of the clauses This is John's explanation (marking, receiving...) of
the notion ... .

These reasons support the idea of handing down the notion of pred-
ication from its classical, syntactic level, to the lexical, word level of
representation and analysis. The lexical semantics feature of predi-
cationality (PREDF) has sometimes a contextual usefulness since the
same word may, or may not, bear the feature PREDF, the process
meaning depending on its contextual use. For instance, the noun build-
ing in languages such as English, French, Romanian, may have both the
meaning of a process, with [PREDF 4] (or simply, PREDF), and the
meaning of an object (in this case, the process result), with [PREDF -]
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(or STAT, or EXIST, or simply NPREDF values).

2 FX-bar Schemes and the Predicational Fea-
ture

We propose in Fig. 2 the following general FX-bar scheme [11] for (lo-
cal and global) clause-level and RST discourse structures [22]. This
FX-bar scheme is using the SCD marker classes and their graph-type
hierarchy, an essential instrument to represent clause-level syntactic-
semantic structures and to establish their (local and global level) de-
pendencies, including VG as the representative structure for the verbal
predicate and (finite) clause. In the same time, there exist global struc-
tures whose constructive bricks are not necessarily the finite-clause but
the rhetorical discourse-segment of the RST discourse theory [22]. The
dashed lines in Fig. 2 represent the special cases when a discourse seg-
ment is a proper subclause span and when a discourse segment splits
a clause.

Compared to the version of FX-bar scheme exposed in [11], the nov-
elty of this FX-bar scheme consists in the syntactic presence of traces
I, J, K that corresponds to the valence of the VG semantic head, and
embodies the (local) anaphoric agreement (and linking relations [28])
between VG and its theta-semantics direct arguments (Agent, Patient-
Object, and Receiver-Recipient). The index I represents the inflexion
of a semantic or syntactic verb head in VG that is in concord with the
grammatical subject of the clause, while J and K, when lexically (overt)
present, are pronominal clitics. Comprising the VG direct-argument (or
linking) indices within the VG syntax represents an effective need in
VG FX-bar projection and comes into play when applying the linking
algorithms [28], fortifying the idea of viewing VG as the clause-shadow
structure.

2.1 FX-bar Direct and Inverse Projections of VG

In the next subsection 2.2 we introduce diathesis transformations and
semantic diathesis functions as useful tools in describing the lexical
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X4 = 5EG2 = Discourse Global Structure
Dizcourse Tree = Rhetoneal Relations on Segments)

¢
-

Hd-marker 3= C',IL2 =8EGL Z3=8EC) SEG, . ..8EGy
Discourse Se'gments‘;Rheturical Structures

[

H3-marker 41_,1:\3&30 ': Z2=CL1; CLl; .. CL1y
[TENE=FINI] . (FIN-NFIN Clauses)

XK2-marker Modal XI=XKG(IJK}FCLD ARG ARGy ARGy ... ADJCTy

WModif V2 [PREDwTENS=FIN-HFIN] Complements+Aduncts)

Hl-marker Wodal ~ Specif- Modif = XO(LILK) [=Flex_MNom J=Clit Dat K=Clit Ace
Modif -Quant =41 [PEED-F]
Al -Neg or 42
H0-marker H(-1)(1.J K} [PRED-F]
H{—1)-lex_form

Figure 2. Global (clause and discourse) level FX-bar Scheme

predication metamorphosis from syntactic (shallow) diathesis to se-
mantic diathesis as a top-down and bottom-up movement, from text
to lexicon and backward. This mechanism may also be understood as
procedures of direct and inverse FX-bar projection procedures of VG
toward its (predicational) semantic head and to the clause, derived from
the diathesis analysis (as in [20]), stated as solutions to the following
VG FX-bar projection (Figure 2) problems:

FX-bar(VG): The problem of FX-bar direct projection of
VG: To show how the clause-shadow information (see above) incorpo-
rated into VG is (directly) FX-bar projected into a (finite or non-finite)
regular clause.

FX-bar }(VG): The problem of FX-bar inverse projec-
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tion of VGK: To obtain an improved linguistic mechanism by which
a predicational category (from the lexicon) is FX-bar projected on VG
(VGK). This means to establish the FX-bar inverse projection
Fx-bar ! (VG) for VG, i.e. the morphologic-phonologic-syntactic-seman-
tic restrictions on the (predicational) semantic head of VG that are
necessary (and sufficient) to retrieve the VG (or VGK) local structure
through FX-bar (direct) projection of its semantic head. The two pro-
jection functions are outlined in Figure 3.

The FX-bar inverse projection associates to VG a number of (pos-
sibly covert) semantic heads, corresponding to the meaning(s) of the
lexical head entry, each semantic head observing the set of sd and dt
functions and values, along with phonologic, lexical, morphologic, syn-
tactic and semantic restrictions at lexical level on arguments, clitics,
doubling etc. [29].

This is the starting point in the process of text generation task,
when the first requirement is to generate one or several adequate VGs,
satisfying the planning restrictions. For clause analysis / generation,
the parsed VG (as clause-shadow) or the obtained VG(s) is FX-bar pro-
jected into one (or more) finite or non-finite clause(s), with its (their)
arguments, constructed lexically from diathesis computations and lin-
guistic restrictions.

2.2 Diathesis Transformations and Semantic Diathesis
Functions

The definition given to the diatheses considers either the syntactic rap-
port between the subject and the verb complement(s), as arguments of
the same predicational head category, either an ontological rapport be-
tween the action and its author, or even both realities. [3; p.87-91] dis-
tinguishes between active, passive, impersonal reflexive, and dynamical
reflexive diatheses, according to the importance given by the speaker
to the action presented. [19; p. 464] considers the realities between the
syntactic positions (subject — verb — complement) and their semantic
correspondences, (actant-process-patient). [17; p. 13—22] takes into ac-
count for the diathesis definitions, the reflection at the semantic level of
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the verb of the extralinguistic rapport subject-action-object, meaning
both the syntactic rapport verb-subject and the verb-complement one.

Clause, Clause, Clause, FX-bar direct projection
. from VG to one (or more)
W 3 .
N {4 finite or non-finite
l* clanse(s)
E Y g S
VGK FX-bar inverse projection
% from VGK to the
f | 4 ~ {predicational) semantic
| head (with linguistic
= ¥ *sd A P restrictions), and back-
2 Ty
semantic head; gsemantic head, semantic head, wards to. VGEK, .thrf)ugh
T S FX-bar direct projection

Figure 3. FX-bar projections of VGK, from text to lexicon and back-
wards

We try to solve the above mentioned problems of FX-bar direct and
inverse projections for VG / VGK by defining diathesis transformations
and semantic diathesis functions, following mainly the semantic diathe-
ses (active, passive, reflexive, reciprocal, impersonal, and dynamic) de-
veloped in [20; p. 85-115]. The information sources for the projection
processes are (a) VG / VGK parsing on one side, from which one can
extract VG tense, syntactic (shallow) diathesis, (predicational or not)
semantic head, clitics, quantifiers, internal and external (proper) mod-
ifiers, modalizers (Figure 3). With these elements, one moves down
towards lexicon, where one should find (b) the second source of infor-
mation: the valence (arity), type (sort, e.g. NG, VG, clause) of the
VG semantic head, the diathesis transformations, and the values of
the semantic diathesis functions. Necessary (and sufficient, if possible)
constraints can be specified to ensure the uniqueness of the FX-bar pro-
jection(s), either direct or inverse, of a semantic head, through a VG,
into a (finite) clause, and the reverse [8]. These constraints are similar
to those met in local linking algorithms [28], including the diathesis
(ARGLIST) transformations, i.e. VG semantic diatheses related to the
TFA (Topic-Focus Articulation) ordering of clause arguments [18], [14].
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The following Table 1 shows the mappings of the argument lists
within the syntactic / semantic diathesis metamorphosis.

Table 1. Diathesis transformations from syntactic to semantic argu-
ment lists

SynD Active Passive Reflexive
SemD
Active di([Al, A2, (A3)*])) | O dt([A1=ReflPron, A2, J])
31 (analysis) |1 (generation)
[A1, A2, (A3)] [A1, A2, O]
Passive [4] dt([Al, A2, (A3)]) | dt([Al, A2=ReflPron, (A3)])
7 11
[A2, A1, (A3)] [X1*¥** A1=A2, (A3)]
Reflexive | @ 4] di([A1, A2=A1, O])
11
[A1, A2=A1, 0]
Reciprocal | @ 4] di([A1=ReflPron, (A2), O])
1
A1={X1,X2}
{[X1, A2, X2],
[X2, A2, X1]}
Impersonal| @ 4] dt([(A1)=ReflPron, (A2), O])
11
[X1, (A1), (A2)]
Dynamic | @ 4] dt([(A1)=ReflPron, (A2), O])
11
[AD=X1, (A2), 9]

*11 = analysis “|” and “1” generation tasks;

**(A,) = argument optionally present;

***X = uninstantiated variable introduced to support semantically
an argument;

The notation “(Al)=ReflPron” means that the argument Al is op-
tionally present, the reflexive pronoun is overt (lexically present), and
(clitic) doubling is possible.

The notation “dt([(Al)=ReflPron, (A2), O]) |1[X1, (Al), (A2)]”
means that the semantic_diathesis function sd(category, clitics, syn-
tactic_diathesis, valence) is applied to the Reflezive diathesis list
[(Al)=ReflPron, (A2), 0], the result being the semantic Impersonal
diathesis list [X1, (A1), (A2)] (see Table 1).

The diathesis transformation functions dt(Listg) = dt; = List; map
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the list of syntactic (grammatical, shallow) arguments (correspond-
ing to SUBCAT gp1ig_order), into the list of semantic arguments corre-
sponding to SUBCATe1q_order- The result of transforming a syntactic
diathesis into a semantic one is not a unique operation, and Table 1
gives the general dt functions, as a mapping of the three syntactic
diatheses into the six semantic ones, and backwards. For a lexicon
entry, the semantic diathesis functions take the form:

sd(category, clitics, syntactic_diathesis, valence) = {dt;, dto, ...
dtn}, (n =1 6), where dtl = dt(LiStg), dt2 = dt(LiStl), dt3 = dt(LiStg),
..., accordingly to the lexical semantics meanings (readings) derived
from the VG head category and additional information resulted from
the VG parsing.

2.3 Diathesis Computing within FX-bar Projections of
VG!

As already mentioned in subsection 2.2, the semantic diathesis function
is defined as sd(category, clitics, syntactic_diathesis, valence) = {dty,
dtg, ... dtp},n =1+ 6.

Using the verb a-se-uita (to look at) as example, the computation
of dt and sd function values is realized in the following steps, derived
from the operation sequence of FX-bar direct and inverse projections:
Stepl. Extracting an a-se-uita derived VGK from a concrete but ar-
bitrary clause that encloses it;

Step2. Handing down to the lexicon, with the semantic head of that
VGK;

Step3. Computing the sd and the dt function values;

Step4. Retrieval of the same VGK as FX-bar projection of (one of
the meanings of) a-se-uita semantic head, associated with the semantic
diathesis computed values of dt and sd functions;

Step5. FX-bar projection of the VG into the n possible clause types, n
corresponding to the number of (diathesis transformation) dt functions.

After choosing a VGK from an arbitrary clause in the text, VGK
is completely parsed, being obtained the VG extracted semantic head,

'The analysis of this subsection may also be found in [RevRoum06]
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tense, syntactic diathesis, clitics etc. The next move is to step down
with the VGK semantic head at the lexicon level, where the semantic
diathesis transformations and restrictions are located. In our case, the
following sd function value:

sd(se-uita, ReflPron_se, reflexive, 2) = {active, reflexive, imper-
sonal} = = {dt;, dits, dts}
has to be found, meaning that the reflexive syntactic diathesis of a-se-
uita (to-look-at) can be translated into the active, reflexive, and im-
personal semantic diatheses. From the above sd values, using Table 1,
one can compute the following values of dt functions:
dty (reflezive) = active < dt;([A1=ReflPron, A2, @]) |1 [Al, A2, O]
dto(reflexive) = reflevive < dio([Al, A2=A1, O]) |1 [Al, A2=A1, O]
dts(reflexive) = impersonal < dts([(Al)=ReflPron, A2, O]) |1 [X1,

(A1), (A2)]

Since the valence of a-se-uita is 2, the resulted lists are reduced from
3 to 2 elements, the final value of sd being:

sd(se-uita, ReflPron_se, reflexive, 2) = {[A1, A2], [Al, A2=A1],

X1, (A1)}

Due to different semantic diatheses, clause types with distinct read-
ings are potentially parsed (in analysis task) or produced (in genera-
tion task). The following examples show the non-uniqueness for the sd
function values at the lexical semantics level.

(1)(R) Se uita /a fratele lui. (sem. diathesis = active)
(E) He looks at his brother.
(2)(R) Se uita in fata televizorului ore in sir.
(sem. diath. = reflexive)
(E) He forgets himself in front of the TV.
(3)(R)Se uita deseori semnificatia zilei de 24 ianuarie.

(sem. diath. = impersonal)

(E) The significance of 24 January is often forgotten.

For a complete treatment of the verb a-uita, we describe hereafter
the non-reflexive counterpart of its lexicon entry. The sd and dt func-
tions may have, for instance, (some of) the following values for the
(non-reflexive) a-uita (to-forget) entry:

sd(uita, Acc_Clitic, active, 2) = {active}
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sd(uita, O, passive, 2) = {passive}.

The feature of argument optionality is transferred from larger to
smaller number of arguments. These sd and df computed values can
be lexicalized in clause constructions like:

(4)(R) lon a uitat-o pe Maria. (sem. diath. = active)
(E) John has forgotten Mary.

(5)(R) Geanta a fost uitata de lon. (sem. diath. = passive)
(E) The bag was forgotten by John.

The mechanisms of computing syntactic and semantic diatheses on
grammatical structures (from clause to VGK and its lexical semantic
head — and backwards) viewed as FX-bar (direct or inverse) projec-
tions, and involving as essential incorporated element the predicational
feature they bear or inherit, substantiate our attempt of taking apart
the machinery and anatomy of linguistic predication.

The predication was handed down from the classical, syntactic level
to the lexical, thus lexicon level, using mechanisms developed within
FX-bar theory. The next Section 3 takes advantage of the lexical-level
predication and FX-bar projections to propose a unified treatment of
the (Romanian) predicate, either verbal or nominal, and to establish
a consistent relationship between predication and predicate within the
framework of intensional / extensional logic. Local and global sentence
/ discourse parsing, machine translation, and FramNet thematic roles
assigning [27] are natural applications of the present approach.

3 Syntactic Substructures of the Romanian
Predicate

3.1 VSGs of the Verbal Predicate

A. The Tense Auxiliary SubGroup

The most frequent and natural VSG is the Tense Auxiliary Sub-
Group (TASG): voi fi, as fi, am fi, sunt. TASG is a non-saturated VSG
that needs as semantic head a noun (N), adjective (Adj), or non-finite
verb (V) form. For V finite forms, TASG is considered to be enclosed,
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by default, within the synthetic inflection of the verb. TASG may re-
ceive the usual VG ingredients: special adverbs, negation. In its basic
(bare) form, TASG cannot receive pronominal clitics (one can have “/ -
as fi” only in the presence of the 3-valued valence verbal form “dat”).
TASG is non-predicational since its inner semantic head (in this prior-
ity order of occurrence) is either a copulative verb, passive auxiliary,
or tense auxiliary. We shall use here TASG with the meaning of an
(individual) assignment x := y, corresponding to the copulative rela-
tion between the terms x and y (as intensive or extensive variables or
constants), in order to describe the intensional / extensional represen-
tations of the verbal and nominal predicate.

TASG is a natural verbal subgroup (VSG) of the Passive Tense Aux-
iliary SG (PTASG). (P)TASGs may have the same meaning of copular
(assignment) relation, do receive special adverbs and negations, but
they do not bear pronominal clitics (in their basic form). TASG and
PTASG are both non-saturated, i.e. they need to receive a semantic
head category, which is a non-finite verb, an adjective or a noun. Ut-
terances such as “Am fost.” or “N-am putut.” (for modals) are verbal
anaphora or anaphoric predicates.

PTASG may also contain variants of passive auxiliaries, conditional,
passive conditional, etc. VSG types of TASGs.

B. The Modal Verb Subgroup

Another VG substructure refers to the Modal VSG (ModVSG).
ModVSG derives normally from TASG, (not PTASG since one can
not have “s-ar fi fost trebuit [putut]”), whose semantic head is a-putea,
a-trebui. One may have “[eu] pot; ar fi putut; s-ar fi putut; n-am fi
trebuit”, with possible insertions of special adverbs and negations, but
not pronominal clitics (in their bare forms). The modals (a-putea,
a-trebui) are predicational polymorphic verbs (i.e. whose predication
orders or valences may be distinct for different senses). Thus, they may
have as semantic arguments either predications of first or second order,
saturated (clauses) or non-saturated (VGs) categories, or extensional
categories.

Examples.3.1.1. (a) Am fi putut alerga. (b) Se poate cd lumina
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l-a speriat. (c) Ii trebuie apd [ca] s& creascs. (d) N-ar trebui s§ putem
cheltui toti banii. (€) Ar fi trebuit s§ nu mai poatd trece granita.

Oune may have various types of arguments for the modal verb head
of the ModVSG, including (modal) recursion on its syntactic develop-
ment. Once again, these VSGs receive the usual lexical insertions.

C. Special cases (whose analysis deserves a more detailed dis-
cussion, postponed here): (a) Ii este usor. (b) Ii voi fi coleg lui lon.
(¢) Maria este colegd de clasd cu lon. (d) Maria i-ar fi putut fi mama
loanei. Hierarchical relations (e.g. mother_of, colleague_of) may be
triggered by relational (but still non-predicational) nouns. Notice once
again that, in their basic form, (P)TASGs and ModSVGs are non-
saturated, polymorphic, and do not receive object (pronominal) clitics.

D. However, the outcomes of applying the basic VG substruc-
tures (P)TASG and ModVSG to their semantic heads may receive
pronominal clitics according to the corresponding head valences. Two
remarks:

(D1) When the head is a non-finite VSG, the potential clitics corre-
sponding to the head valence are attached to the corresponding Mod-
VSG.

(D2) When VSG has a finite head, the latter embodies its own clitics.
From these observations, an important question is derived: utterances
such as

(a) As fi putut eu s3 i-o Tmprumut.
(b) Nu trebuia [ca] Maria s3-I fi citit.

are biclausal (as supported in [16]) or monoclausal constructions (as
defended in [25])7 A detailed analysis to decide on this question should
be necessary. It is not essential whether the “modal clause” is applied
to a finite VG or to another clause, but to decide if utterances such
as (¢) “?As fi putut.” or (d) "?Nu trebuia.” are truly finite clauses,
while (e) “Nu-i trebuia.” is definitely finite. Utterances (c) and (d) in
the previous sentence are second-order non-saturated predications, i.e.
receive as their argument a finite clause. The problem is: can this type
of predications be assimilated to a finite clause?
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Formally, the functional representation is clear: one has Mod-
VSG(Finite_Clause) or ModVSG(Non_Finite_VSG). The linguistic in-
terpretation as monoclause or biclause is controversial. Furthermore,
we can have multimodal utterances such as: (f) Trebuia s poatd sd
invete. (g) Trebuia sa poatd invata. (h) Se poate cd lon nu trebuia s3
ving aici. We bet here on the monoclausal approach.

E. We definitely agreed on the necessity of completing the novel
shape of the FX-bar scheme in Fig. 2 by representing the weak pronouns
(clitics) or their traces (when covert) corresponding to the valence-
based (direct) arguments of the VG predicational (semantic) head.
Each VG semantic head should receive, either in overt or covert forms,
adequate morphologic-syntactic devices to realize (local) anaphoric
agreement with its valence-based arguments. For Romanian (and other
syntactically similar languages), the classical inflection of the head verb
and its (diathesis-free) agreement with the grammatical subject, as well
as the (lexical or virtual) presence of the clitics semantically attached
to the same VG semantic head, express exactly this linguistic real-
ity. These clitics may naturally be viewed as multiple “inflections”,
valence-commanded, of the same VG semantic head. When covert,
these valence-driven extended inflections of the VG semantic head (viz.
the proper inflection of the head verb and the VG clitics) behave as ver-
itable “linking” devices [28], including the local anaphoric binding, case
marking etc. When covert (the head verb inflection is always covert),
the clitics should receive the same bundle of linguistic features as they
bear when overt.

Another problem to be solved (for Romanian, at least) is the dis-
tribution of the VG linking indices (or VG inside clitics, see also Sec-
tion 2), either they are overt or covert). More precisely, the problem is
to establish under which Verbal SubGroups (VSGs) of the VG the cli-
tics are distributed (among which we include, once again, the inflection
corresponding to the VG semantic head, accorded with the grammat-
ical subject of the same clause) and, equally important, under what
syntactic-semantic constraints. Interesting examples concerning this
problem on the syntax-phonology interface are given in [25 :Chap.5,
244, Ex. (426)a.b.c.].
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3.2 An Intensional / Extensional Modelling of the Ver-
bal and Nominal Predicate

Let us consider the following series of predicates (we do not specify
whether verbal or nominal ones).

Example 3.2.A. a fost predata

This VG is a verbal predicate in passive diathesis and past tense.
“predatd’, the head to which is applied the TASG, is a (non-finite)
intensional predicate of valence 3. FE.g., the intensional representa-
tion of “Lucrarea a fost predatd.” could be lucrarea(Y) :=pqst pre-
datdyessive(X, Y, z), where Y is an extensive variable, while x and
z are extensional predicates. Here we take the extensional (context-
depending) meaning of [ucrarea, but it may also have an intensional
(predicational) sense: Lucrarea cu migald a peretilor exteriori de citre
mesterii populari...

Example 3.2.B. a fost plecatd

This VG is a nominal predicate in the classical grammar. However,
it may also be seen as a verbal predicate whose semantic head is a
predication represented by a non-transitive (valence = 1) non-finite
verb. Such a category has the representation plecatd(x(X)), where x is
the extensional predicate, and X is the extensional variable.

Example 3.2.C. a fost frumoasa

This is a clear nominal predicate, whose semantic head frumoasd
is no more a predicational (intensional) category. Since any adjective,
predicational or not, requires (at least one) nominal argument, written
as the extensional predicate x(X), the correct representation is fru-
moasd(x(X)), with x an extensional predicate and X an extensional
variable.

Example 3.2.D. a fost elevd

This is a (classical) nominal predicate; the semantic head is repre-
senting the extensional predicate eleva(X).

Example 3.2.E. va fi tradarea

This is also a nominal predicate, consisting of a TASG whose seman-
tic head predarea is a predicational noun [8] (thus non-finite) category.
The intensional representation is P :=fyure—prestrddarea(x, y), where
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P is an intensional variable corresponding to the intensional predi-
cate trddarea, and x and y are extensional predicates corresponding to
the 2-valence predicational (albeit) nominal category tridarea. For in-
stance, P could represent the demonstrative pronoun (and intensional
anaphora, as it follows) Aceasta, in the variant example: Aceasta a fost
predarea.

Recapitulating this series of examples, one may see the structure of
the predicate as a TASG applied to a verbal or nominal phrase whose
non-finite heads vary as follows:

e predatd = predicational (intensional) V, valence-3, non-saturated;
(Example 3.2.A)

e plecatd = predicational (intensional) V, valence-1 (non-transitive),
non-saturated; (Example 3.2.B)

e frumoasd = non-predicational (extensional) A, non-saturated, re-
quiring an (extensional predicate) nominal head; (Example 3.2.C)

e elevdi = non-predicational (extensional) N, saturated; (Exam-
ple 3.2.D)

e tradarea = predicational (intensional) N, 2-valence, non-saturated;
(Example 3.2.E)

3.3 A Smooth Transition from Nominal to Verbal Pred-
icate

Examples 3.3. a. Lucrarea a fost predati. is represented as lu-
crarea(Y') :=pqst predatdpgssive(x, Y, z), where Y is an extensive vari-
able, while x and z are intensive variables (Example 3.2.A).

b. loana a fost plecatd. is represented as A := past; act diat Plecatd(x(A)),
where A is an extensive constant (loana) and x is an extensional pred-
icate.

c. loana a fost frumoasa. is represented as A = ,us: act diat fru-
moasd(x(A)), where x is an extensional predicate as nominal head, and
A is an extensive constant (loana).
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d. Eleva a fost frumoasd. is represented as eleva(X) := past: act diat fru-
moasa(x(X)), where eleva and frumoas3 are extensional predicates and
X is an extensional variable.

e. Eleva frumoasa este studentd. is represented as frumoasa(eleva( X)) :=
pres Studentd(X).

The transition point from the verbal predicate to the nominal
predicate is located at Examples 3.2.B and 3.2.C (or 3.3.b and 3.3.c). As
one can easily see, these predicates, although called verbal and nominal
predicates, provide the same intensional / extensional representations,
from different reasons: plecatd is a predicational-intensional category
but with a single extensional argument (being non-transitive), while
frumoasa, is a non-predicational thus extensional category, being non-
saturated, and requires an extensional predicate as its nominal head.
These predicates do not provide, from natural causes, passive diathesis,
which is an exclusive (possible) attribute of predicational categories
with valence greater or equal than 2.

As in the case of FX-bar inverse projection of VG, from VGK to-
wards (one of) its semantic heads [9], this function can not be specified
without computing the VG semantic diathesis [12], relying basically
on valence-arity and type-sort information of the semantic head (thus
more than the simple presence of the predicational feature [8]). The
same observation, as proved here, is true for distinguishing between ver-
bal and nominal predicates, having the same lexical semantics based
on intensional / extensional representations.

Furthermore, our approach provides an unitary taxonomy of the
verbal and nominal predicate, based on intensional logic. Both con-
structions rely on (basic/applied) verbal subgroups (VSGs) that a
VG is decomposed in, with tense auxiliary, copulative, modal, semi-
auxiliary, restructuring head verbs. VSG substructures are (recur-
sively) composing one another, using the predicational feature (includ-
ing valence / sort of arguments, if necessary) and polymorphism of their
semantic heads, to obtain complex FX-bar projections representing the
VG.

Although there is still a lot of work to be done for complete FX-
bar scheme characterizations of various classes of (Romanian) verbs,
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we designed here and in [9] detailed solutions that constitute a de-
tailed solutions to VG analysis. The keypoint for the local, clause-level
syntactic structures relies on the predicational feature and the newly
defined lexical predications attached to the VG semantic head (see sub-
sections 1.1, 1.2, and section 2), within the framework of FX-bar theory
and lexical semantics — intensional logic formalism.

3.4 Examples of FX-bar Schemes Applied to VGs

In this subsection we expose several (linearized) FX-bar schemes (Fig-
ure 4), derived from the general FX-bar scheme (see Figure 2 above
and [10], [11]), that mimics the decomposition model of the involved
VSGs of the VG, described in previous subsections.

X2
modal modif | X1 | Mod
trebuie | VSG

X0, |

| XT marker | |
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|
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Figure 4. Examples of linearized FX-bar schemes for VGs
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4 Conclusions

There is still a large quantity of linguistic data, some of them with
subtle variations, to be analyzed as interesting for VG substructures,
i.e. VSGs. In terms of FX-bar projections (Section 2), our aim is to
reveal and classify as (unitary) VGs the categories and sorts of verbal
and nominal predicates, looking for consistent VSGs (when they exist)
and all the FX-bar projections as intermediate syntactic-semantic lay-
ers situated between the finite clause, its VG predicate (which includes
the lexical or virtual clitics as VG linking indices), and the VG seman-
tic (predicational) head. The significance of such an analysis should be
remarkable: clearing up the regime of predication, the status of verbal
and nominal predicate (as VGs), the structure and role of VSGs as ver-
bal operators successively composing to re-construct the VG, thus the
configuration of local (clause-level) and global (discourse segment) text
structures. As current and future research topics, we consider that the
present results on classical syntax of VG can provide the development
basis for Topic-Focus Articulation (TFA) [15] and linking algorithms
[28] at the clause / sentence level, to reveal the information structure
(IS) syntax at the global (inter-clausal and discursive) level and the
configuration of the syntax-prosody interface for Romanian [14], [15].
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SONARES - A decision support system in
ultrasound investigations

L.Burtseva, S.Cojocaru, C.Gaindric, E.Jantuan,
O.Popcova, 1.Secrieru, D.Sologub

In order really to know things, we have

to know them in detail; and since detail is almost
infinite, our understanding is always superficial
and imperfect.

(La Rochefoucauld, Mazims, nr. 106)

Abstract

The article represents synthesis of results obtained in the pro-
cess of development of SonaRes — the decision support system
for ultrasonographic diagnosis. The system structure, its main
components are described, the series of problems with which the
developers of Clinical Decision Support Systems confront are ex-
amined.

1 Introduction

Decision Support Systems (DSS) for medical assistance are considered
to be truly the first DSS in the history of artificial intelligence [1]. Being
initially conceived just as systems for medical diagnosis, in the sequel
they extended the area of their functionality, covering the aspects of
administration, management, treatment control, and as a matter of
fact the assistance in diagnosis as well. Below we will concentrate on
the last of the enumerated functions. In general aspect we will treat
the decision support systems in compliance with following definitions:

©2007 by L.Burtseva, S.Cojocaru, C.Gaindric, E.Jantuan, 0.Popcova,
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e Decision support systems are a class of informatics systems with
anthropocentric characteristics, adaptive and evolutional, which
integrate a set of informatics technologies and communications of
general use and specific communications and interact with other
parts of global informatics system of an organization [2].

e DSS are the computerized assistants which help the manager with
information transformation to actions which are effective for a
system [3].

From the multitude of definitions for Clinical Decision Support Sys-
tems (CDSS) we will follow the one by Dr. Robert Hayward (taken
from www.openclinical.org): ,,Clinical Decision Support systems link
health observations with health knowledge to influence health choices
by clinicians for improved health care.“

Just as in any DSS the human-computer interaction in CDSS man-
ifests itself in the following way:

e DSS cooperates with the decision maker in all considerable oper-
ations of the decision process besides the computational ones.

e The decision-making evolves in conditions of partial lack of infor-
mation and at the enhanced level of uncertainty.

e In DSS the decision maker is the one who initiates and countrols
the process of decision-making in correlation with his personal
objectives, the one who interprets the results and determines the
solution choosing.

e Every decision maker is guided by his own specific rules of reason-
ing and makes the decisions having his own view on the problem.

The decision support in the process of ultrasonographic examina-
tions constitutes our domain of interests. This process has the following
characteristics:

Advantages:

e Paraclinic noninvasive investigations,
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o Efficiency,
e BEasy execution by qualified specialist,

e Reduced cost of equipment (comparatively with another imagistic
equipment).

Disadvantages:

e Dependence on operator (in images obtaining and interpreting),
e Obtaining of false-negative or false-positive images,

e Reduced quality of images (comparatively with those radio-
graphic),

e Lack of highly qualified personnel.

Especially we will emphasize that in reality the sequence of infor-
mation exactness losses is inherent to the process of ultrasonographic
investigation: analog signal emitted by probe is transformed in the dig-
ital one, which in its turn, serves as a source for image construction.
This image is accepted (subjectively) by operator, obtaining as a result
a written interpretation, which is more or less adequate to this image,
depending on the operator’s experience and professional skill. Our
purpose when projecting the systemn SonaRes counsists in decreasing of
these information losses.

The system plays a consultative role and offers to users its variants
of diagnosis. The primary use of the system might be as a ‘second opin-
ion’ in difficult cases and in emergency; it does not replace physician
who interprets echograms. Thus, SonaRes is destined to improve health
care by providing a highly efficient diagnostics tool. In [4] one can find
a comparison with existing systems according to the following func-
tional capabilities: use of both the images and their descriptions, an
interactive interface for knowledge acquisition, an intelligent interface,
expertise reporting, explanation of the decision, possibility of adding
to knowledge base on the basis of precedents, examination of the or-
gans interaction, image processing, the standardized descriptions and
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decisions, possibility to use the system in automated learning, treating
of patient’s state in dynamics.

2 The system structure

Coming out of the experience of other systems exploitation we have
taken and developed their advantageous aspects, having supplemented
them with new qualities, namely [4]: to develop an approach which
includes interaction between organs and uses current and precedent
similar images in decision making process. Special attention is paid
to ergonomic user interface, which is generated dynamically by sys-
tem according to the DB content and is adaptable to preferences and
objectives (of investigation type) of the physician-echographist.

We will offer to specialist, even without wide experience, an access
to a resource where the process of ultrasound examination is detailed
and formalized and includes an enormous amount of useful informa-
tion on anatomy, ultrasonic semeiology, differential diagnostic as well
as condensed presentation of the main nosologic entities that should
appear in the physician’s mind at the moment of examination of each
organ.

The system SonaRes helps the specialist in ultrasonic analysis to
draw the conclusion more correctly, especially, in emergency cases or
in unspecific clinic/paraclinic cases, which do not seem to be included
in any classical presentation; in cases where the obtained ultrasonic
semeiology can provide a correct diagnosis without complicated and,
often difficult of access, medical investigations.

SonaRes offers to a user a second opinion with necessary explana-
tions and images that are similar to the examined case. lmages can
be processed and problem zone, if it is necessary for the user-physicist,
can be marked out.

The main components of the system are the following:

e Knowledge acquisition
e Examination support

e Unified database (knowledge, images, annotations etc.)
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e Image processing algorithms

e Reports generator

In order to develop these components we are elaborating and adapt-
ing:
e formalized descriptions of the abdominal organs, pathologies,
anomalies;
e formalized descriptions of the ultrasound investigations method-

ology;
e unified, standardized disease descriptions;

e knowledge acquisition methods based on ultrasound investiga-
tions characteristics;

e a diagnostics validation tool;

e a database model for the medical images, their annotations and
fuzzy information storage;

e images clusterization and quick database searching algorithms;

e an ergonomic, dynamically generated and user friendly interface;
e reports’ prototypes and their generator.

At the first stage we deal with abdominal zone investigation. The
investigation process of this zone is especially difficult (more organs
with additional interactions, higher level of confusion, etc.). We have
approved our technique on gall bladder and extend it on other organs.

3 Knowledge Structure Modeling in Ultra-
sound Investigation Domain

Ultrasound investigation domain, just as all medicine as a whole, is
a weakly formalized subject domain. Therefore creation of the com-
puter aided informational systems (for diagnostics, for learning, etc.)
in this area needs a preliminary research of used knowledge structure,
its acquisition and formalization.

157



L.Burtseva, S.Cojocaru, C.Gaindric, E.Jantuan, O.Popcova, ...

Traditionally during knowledge acquisition process two persons are
involved. The first one is the expert, the knowledge of which it is
necessary to use. He should explain how he makes the decision bas-
ing on the initial information. The other person is “knowledge engi-
neer”. He does not possess knowledge of the expert, but understands
how to present this knowledge in a format accessible for further use
in computer systems. Also “knowledge engineer” defines the method
of knowledge storage and representation, so he defines the structure of
the future knowledge base, where the formalized knowledge received
from the expert will be collected.

Inconveniences of “knowledge engineer” usage during the knowledge
acquisition process are obvious. Time spent for interaction between the
expert and the engineer influences terms of knowledge base creation.
The information received from the expert can be apprehended incor-
rectly by the engineer that will cause mistakes in the knowledge base.
So the time-consuming procedures of the additional control are neces-
sary.

The alternative method is creation of an expert environment — ac-
cessible to the expert knowledge base generator with intuitively clear
process of its filling. In this case the expert himself can supervise
knowledge base filling process from the beginning up to the end. So
the “knowledge engineer” only defines the method of knowledge storage
and representation.

We had realized both methods [5,6]. This enabled us to estimate
all advantages and lacks of both variants and to choose the best for
ultrasound investigation domain. Considering, that absence of mistakes
in the knowledge base is more important, than the time factor, the
decision was to accept the first variant. Nevertheless, realization of the
second variant enabled us to estimate correctly knowledge volume of
our problem area and helped to distribute necessary resources in the
future.

As models of knowledge representation in the medicine domain a
model based on rules or a semantic network usually are chosen. In both
cases the problem is reduced to:
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e determination of objects, concepts and their attributes which are
used in the given problem area;

e definition of links between concepts;

e determination of metaconcepts and detailed elaboration of con-
cepts;

e construction of the knowledge pyramid, being scale of metacon-
cepts ranks, rising on which means the deepening in understand-
ing and increasing the level of metaconcepts generalization [7].

Common work of the “knowledge engineer” and experts has shown
that in the ultrasound investigation domain a reasoning with metacon-
cepts (facts) and knowledge representation as a pyramid completely
corresponds to experts mentality and reasoning. However the division
of metaconcepts up to the level of objects, concepts and their attributes,
and construction of further reasonings on their base is not always clear
to the experts, especially, if we demand this procedure at the initial
stage of knowledge acquisition.

Basing on our experience we can conclude, that in ultrasound inves-
tigation area the approach of knowledge structure modeling is effective,
when the knowledge received during direct dialogue of “knowledge en-
gineer” with experts is represented as a pyramid of metaconcepts.

The described approach has been approved on an example of ul-
trasonic investigation of separately taken organ — gall-bladder [8]. As
a result of 23 work sessions of the “knowledge engineer” with experts
the pyramid of knowledge (consisting from 9 root nodes, 399 facts, 13
levels deep and 60 rules) has been received.

The further division of metaconcepts up to the level of objects,
concepts and attributes, and construction of reasonings on their base
can be done easily. The necessity of this depends on concrete program
applications which will use the obtained knowledge.

4 Knowledge validation

As it was mentioned above, the knowledge of medical experts has been
stored in the knowledge base (KB) and represented in the form of a
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tree with hierarchical structure. Every node of this tree represents an
attribute which corresponds to an aspect of the organ description (e.g.
organ’s form, tonicity, dimension etc). In its turn, each attribute has a
set of children. A child can be of two types - a value or a hierarchical
characteristic of a more deep level.

Basing on the arborescent structure of the data and using knowledge
about organ’s pathologies and anomalies, the set of trees for decision
rules is constructed. These trees contain all the factors which can help
when formulating the conclusion.

The purpose of validation is to state the degree of knowledge base
correctness and completeness. It is necessary for that to carry out
testing of the obtained rules. Since the testing has been carried out
by medical experts, it was necessary to develop the knowledge vali-
dation tool, which will be easy in use, will permit the simulation of
investigation and evaluation procedure for the obtained conclusions.

Interface for knowledge validation is divided into two parts: in the
left part we have a form, which represents the organ description and in
the right part — the list of rules obtained as a result of values selection
from form.

The form has an arborescent structure, where the children of a node
can have one of the following types: “exclusive” and “description”. The
“exclusive” nodes are the possible values of the attribute, which is the
parent-node for these nodes in the tree. The nodes of type “descrip-
tion” are the descriptions of the attribute. The nodes representation
in the interface depends on their type. If they are the child-nodes of
type “exclusive”, they are represented in the interface in the form of
,,SELECT?”; if they are the child-nodes of type “description”, they are
represented in the form of a list (Fig.1).

The validation process is being implemented in the following way:
the attributes values are being selected and after that the conclusion
is being deduced, which is formed on the basis of the rules from KB.
For validation process perfection the precedent session is memorized,
where the selected values for each attribute are kept.
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Figure 1. Knowledge validation tool

Hence for the simulation of new investigation, which differs from the
precedent only by some values of some attributes, it suffices to modify
only values of necessary attributes. For example, the rules “Acute
lithiasic cholecystitis complicated gangrenous” and “Acute alithiasic
cholecystitis complicated gangrenous” differ from each other only by
different values of the attribute “Focal modifications of gall bladder
content”: in the first case this attribute gets the value “present”, in
the second — “absent”. Also it is easy to verify in which decision rules
every combination attribute-value is met.

It is necessary to mention that there are cases which are often met,
when the values of some attributes may have not been selected, because
they are considered not to be necessary, but which can take part in the
rules description, on the basis of which the conclusion is deduced. For
this reason in order to obtain a conclusion, all the rules are selected
from the KB at the first iteration. Next there are excluded the rules
which are described by the attributes, the values of which differ from
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the values of selected attributes.

During the validation process the expert can make some notes for
the deduced rules and to indicate if the rule is described incorrectly.
In order to view these notes, made during the validation process, every
validation process can be saved as a session. The sessions have been
saved in the data base and can be restored by request of the expert
or knowledge engineer to be viewed (Fig.2). Each session contains
the attributes selected by expert in the validation moment and the
obtained rules. Each incorrect rule is followed by: a) some notes of
the expert, in which an explanation of given decision is indicated; b)
a field for knowledge engineer, in which his notes concerning this rule
are indicated (e.g. the rule was modified in KB).
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At present there was validated the knowledge about one organ —
gall-bladder, which serves for determination of the technology for KB
formation. After validation the following modifications were made:

e new hierarchical characteristics of the tree were added;

e the values of a set of attributes in the trees for decision rules were
modified;

e the set of trees for decision rules was modified;

e new decision rules were added.

The process of validation of knowledge about gall-bladder permitted to
state the complete knowledge set for this organ diagnosis.

5 Image processing

Besides its advantages the ultrasound method has a serious drawback
— ultrasound images are often affected by noise, possess poor contrast,
and suffer from variations in illumination or from self shadow problems
that result in masking the regions of interest [9]. So, for a novice in
ultrasound diagnostics or even for an inexperienced physician it is com-
plicated to identify what organ is referred to in the image on the basis
of just one organ image. Moreover, the ability of getting the “correct”
organ image itself strongly depends on the physician’s experience.

Developing the system for both an experienced ecographist and
inexperienced one, we put as the main scope quick and relevant image
retrieval. Therefore, our system will achieve (and hence will propose to
the physician) two kinds of images in database — the original image and
the processed one. This processed image can be obtained as a result
of the application of image processing operations (e.g. noise reduction
or contrast adjustment algorithms). If it is necessary, image processing
can be applied only to the region of interest, which needs to be marked
out by the physician.

5.1 Image clusterisation

At first, all images from database are classified (clusterisation I) de-
pending on the organ diagnosis — there may be some pathology or
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a description of the normal state of the organ. Organ diagnosis is
based on qualitative and quantitative descriptors — organ characteris-
tics, which are determined by a physician-ecographist. For example,
in gallbladder investigation the location, shape, tonicity, contour, wall
structure, ecogeneity and contents are qualitative descriptors. Dimen-
sions and volume are quantitative descriptors. Such a classification
helps one to extract images from image database, which have the same
descriptors as the current (investigated) image. So, in the simplest case
images from database can serve as “well done” illustrations for some
fixed organ diagnosis.

One of the important tasks is the image query (where query is it-
self an image) with the purpose of retrieving those images which are
"close’ to the query image. In this case another clusterisation (cluster-
isation IT) will help us in classification of images depending on image
statistics. It is necessary to specify the region of interest as well as to
compute the distance between the query image and the images in the
database. Consequently, some statistical descriptors (e.g. histogram,
average and standard deviation of the image inteunsity, average of the
standard deviation of the region intensities) are computed for every
image. The advantage of these statistical descriptors in comparison
with those mentioned above is that they are direct image related and
independent of the specific physician’s experience. An efficient itera-
tive clustering method of ascendant hierarchical classification, which
can be applied in the case of quantitative descriptors, is described in
[10]. Once the hierarchical index structure for the images database is
constructed, it can be used to extract the images most similar to a
query image rapidly.

5.2 Image processing methods and results

The creation of our software tool for ultrasound image processing is
aimed to accomplish the following principle tasks: noise reduction; con-
trast adjustment; borders and organ contours determination; structure
and texture analysis.

First two tasks are directed to improve general image aspect or the
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region of the interest. Automatic image segmentation with borders de-
tection helps to avoid manual time-consuming and tedious work, which
requires expert knowledge; while structure and texture analysis is use-
ful in detecting pathology (e.g. tumors and cysts).

There are a number of image processing methods, many of them
being problem-specific or organ-specific oriented. Currently there is
no one single segmentation method, sufficiently good for all ultrasound
images. We suppose that an "ideal” segmentation algorithm must in-
corporate many families of the image models. So, we press towards
implementation of different segmentation methods, and their combina-
tion will provide the acceptable results for every specific organ.

Image Statistics.

This submenu gives the useful statistical representation of the
loaded ultrasound image, e.g. histogram of frequency — number of
times that a pixel with a particular gray-level occurs within the image
(Fig. 3).

Il image Processing Tool --> my1.bmp (591x413) 1ol x|

Image File  Image Processing

intersity nl

i =

2637513 0,000332
2763306 8847 0110442
2829093 10747 0134165
2054892 3856 0048132
2960665 2irz 00231z
3026478 2002 0024330
3092271 1829 0022832
3158064 1835 0019912
3223857 1511 0018860
3263650 1438 0018707
3355443 1613 0020137
421236 1477 0018438
3487023 1400 001747
3652822 1331 0017368
3618615 1330 001660
3684408 1311 0018367
3780201 1278 0018913
3815994 1228 001533
3881787 1184 0014781
3547580 1113 001385
4013373 131 004e
4079166 1072 0013382
4144953 1016 0012684
4210752 983 001227
4276545 971 0012122
4342338 320 001148
4408131 852 001063
Inum_olors = 152 average intensty = 3397624 52 = 1722973765512,52 5 = 1312620,95286969 4

Figure 3. Image Statistics submenu (with specified region of interest
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In the case of complex images which may consist of up to 256 gray
levels, the resulting histograms will consist of many peaks. The dis-
tribution of these peaks together with the magnitude can reveal some
significant information about the information content of the image.
Average and standard deviation of the image intensity, average of the
standard deviation of the region intensities can be computed. So, this
submenu helps us in obtaining all necessary statistical descriptors.

Noise Reduction.

No edge detection algorithm can be expected to work well on raw
unprocessed image data. Speckling presented in ultrasound images
make accurate segmentation difficult, therefore noise reduction step is
performed usually in the beginning. Gaussian and median filters were
used with success in [9] for fetal ultrasound image smoothing. Currently
we have realized this task by using Neighborhood Averaging Algorithm,
which replaces each pixel with an average of its neighborhoods, and
Median Filter, when each pixel of the filtered image is defined as the
median brightness value of its neighborhoods in the original image (Fig.
4-5).

Figure 4. Original ultrasound image of the normal gall-bladder
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For ultrasound images the averaging filter gives sometimes not better,
and often quite worse image, than the original one.

Figure 5. Image processed by applying median filter (filter window
3*3)

Contrast Adjustment. This approach renders the image more
acceptable for the eye. We have implemented two methods to perform
this task.

Thresholding of Intensity, which generally enhances the contrast in
the image, is often used as an initial step in a sequence of the image
processing operations. This is the technique of setting certain gray lev-
els to zero relative to other one (threshold value separates the desired
classes). The effectiveness of the method depends on the histogram of
the gray level distribution on the original image exhibiting at least two
identifiable peaks, so that at least one or other of the levels contribut-
ing to the peaks can be set to zero (Fig. 6-7). The major disadvantage
of this method is that thresholding typically does not take into account
the spatial characteristics of an image; this causes it to be sensitive to
noise. This technique combined with the texture statistics was success-
fully used to segment ovarian cysts [11].
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Figure 6. Original ultrasound image and its histogram

Figure 7. Images with thresholding of intensity, threshold
value=1315860 (homogeneous light region intensity values were greater
than threshold value)
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Another method of contrast enhancement is the Histogram Equaliza-
tion. This process increases the dynamic range (the ration between the
minimum and the maximum of intensities) of intensities. Utilization
of the transformation function equal to the cumulative distribution of
the gray level intensities in the image enables us to generate another
image with a gray level distribution having near uniform density (Fig.
8).

Figure 8. Image processed by applying histogram equalization (original
173 colors were transformed in 54 colors)

Borders and Organ Contours Determination.

This task is quite difficult one for ultrasound images. Usually,
knowledge obtained from experts is directly coded in segmentation al-
gorithms. Unfortunately, automatic image processing didn’t give very
good results. Therefore, automated segmentation is used with possi-
bility of the initial learning [12] or in combination with genetic algo-
rithms. Another interactive approach is more frequent, when physician-
ecographist has possibility to determine the region of the interest.
Thus, we have implemented some different algorithms.

Region Growing is the technique for extracting a connected region
of the image. It may be used for delineation of small and simple struc-
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tures as tumors and lesions. Usually it is not used alone, but within
a set of image processing operations. The major disadvantages of this
algorithm are that it requires the initial point to be manually selected
and it is sensitive to noise. Split and Merge Algorithm is related to
region growing, but does not require the initial point, so it can be used
for “ideal” automated functioning. For the gall-bladder images these
techniques give the promising results (after initial noise reducing), the
future work is to test them on the ultrasound images of the other or-
gans.

Deformable models can be applied for boundary detection using
closed parametric curves [11]. It is an interactive technique too, be-
cause close curve (circle) must first be placed near the desired boundary
(Fig. 9). The advantage of this algorithm is that it is robust to noise.
Deformable models, which have good success in the segmentation of
prostate boundaries [13], were used to determine boundary of the fe-
tus and the fetus head respectively [14]. The results for gall-bladder
ultrasound images are not stable — the fact, which needs to be studied
more deeply.

Figure 9. Image processed by the deformable models technique (close
curve must first be placed near the desired boundary)
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6 Examination Support

The proposed method of acquisition (by means of expert shell) and
storage of expert knowledge in Unified DB permits to effectuate a quick
search of necessary information in two directions or modes [4]. The
first direction is from the concrete case description to determination of
pathology and/or anomaly; and the second one — from formulation of
a hypothesis to its confirming or denying (Fig. 10).

Deszription of
angan's anstemy
Selection
Genera! data of EEki o Seleciion b
( START j“‘a" patent = eﬁm:ﬂ"s == ervestigation way f";l‘T"W“ it

Praguamed
paithiiog ks

Figure 10. The structure of the interface for investigation

Following the first direction the user gives the necessary information
describing a concrete case, and the system tries to determine if it is a
pathology and/or an anomaly. To exclude at the early stage the input
of inconsistent, erroneous or excessive information, this direction is fol-
lowed step-by-step (Fig. 11). If at any step the system can determine,
on the basis of the entered information, pathology and/or anomaly, it
informs the user.

Following the second direction, the user forms a hypothesis about
presence in the concrete case of pathology and/or an anomaly. Then
the system by means of additional questions tries to confirm or to deny
this hypothesis.

Realization of both modes within the framework of unified support
system of ultrasonic investigation process corresponds to the daily work
of physicians. The first operating direction satisfies the requirements of
the detailed patient examination; and the second direction corresponds
to a simplified one, when it is necessary to confirm or to deny any
diagnosis.
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Figure 11. The scheme for the investigation process ”step by step”

A convenient dialog with user-physician (due to dynamic intelligent in-
terface which includes a standardized explanation of the decision pro-
posed by system) involving images in decision making process (based
on visualization and comparison of ultrasound examined image with
similar images from Image DB) permits to create a comfortable envi-
ronment for physician and helps him to prepare a standardized report,
containing the examination results and, if necessary, the recommenda-
tions for additional investigation.

7 Reporting
The resulting report is the obviously unique result of ultrasound inves-

tigation that can be presented for view or saved for further reviewing.
But traditionally the medical image report consists of both the well
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formalized part (patient and image data, digital measurement data)
and the arbitrary formed description. Initially the description was a
free-text that a physician prepare by his own way. The free-text form
causes the ambiguity and is not suitable for quantitative analysis. Since
the possibility of computer performance arose the researchers have be-
ing made attempts to structure the free-text description. The free-text
description structuring is implemented by several methods. They can
be grouped in two main approaches: extraction of meaning data from
existing reports and generation of the reports by fixed rules. The first
one is based on the analysis of existing radiology reports and uses the
powerful Al techniques: natural language processing and data min-
ing to extract regular data. The second way uses predefined elements
for report construction. It takes some results of the first one to build
the dictionaries of corresponding lexicon. Starting with proposing the
standard phrases set by the second way has driven to definition of
Structured Reporting.

Structured Reporting is both the image term and researching do-
main that covers the construction and processing of formalized and
structured clinical reports. At the DICOM Structured Reporting
Workshop (March 29 -30, 2000, Donald E. Van Syckle) Structured
Report was defined as a “Databaseable Document” which: uses stan-
dardized or private lexicons; provides unambiguous “semantic” docu-
mentation of diagnosis; allows links to multimedia context. It means
that the report context is the set of objects which have standard and
recognizable attributes and can be easy packed in underlying clinical
database.

But the choice of standards for structured reports remain difficult.
There is the full set of different standards related to equipment, transi-
tion protocols and clinic documentation. The physicians keep trying to
resolve unification problem, but even at 2006 at the conference IHE (In-
tegrating the Healthcare Enterprise) Workshop there were mentioned
several standards which are used in radiology reporting: DICOM SR,
THE "Report Integration Profile” that specifies a template for diag-
nostic reporting, HL7 (Health Level 7), CDA (Clinical Document Ar-
chitecture), SNOMED (Systemized Nomenclature of Medicine, Unified

173



L.Burtseva, S.Cojocaru, C.Gaindric, E.Jantuan, O.Popcova, ...

Medical Language System), HIPAA (Health Insurance Portability and
Accountability Act), ACR (American College of Radiology) Standard
for Communication. IHE is an industrial initiative to bring information
resources in healthcare. IHE does not develop standards but annually
issues the recommendations which have a high probability of a quick
uptake in the medical market because of quantity of IHE participants.
Between 1999 and 2005 more than 160 companies, including most of the
market leaders in domains of RIS (Radiology Information System), and
PACS (Picture Archiving and Communication System), have developed
THE-compliant systems. So the methods of structuring represent the
essence of researching in this domain.

The most frequently used method of report structuring is the gen-
eration of reports by templates. This method provides the control of
report design but also causes some problems because the user’s choice
between similar templates can be ambiguous.

The template controls both layout and content of the report. In
terms of report layout the template marks some “widgets” and image
multimedia which are the images and video clips. The report content
templates usually belong to one of the two types. The form part of re-
port is created by the template of the first type. In this part the patient
and image data are set. The templates of the second type are essential
for the results of investigation. As it was mentioned above these results
contain both digital data and text descriptions. The templates for text
description depend on structuring method. The template can propose
the set of “brick”-phrases with predefined image meaning. Another
method consists in the representation of the report by tree structure.
This type of structure corresponds to the process of radiology investi-
gation and can be easily stored and processed using XML paradigm.

Taking in consideration that our system is targeted at diagnostics
we intend to use in reporting the data already collected during diagnos-
tic session. This session is implemented by “down-tree-walking” meth-
ods and so the data are well structured. Ouly to add the data which
can not be received from diagnostic session another interface will be
proposed. The changeable template of report will be represented by
external XML-file.
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In [15] the complete solution for development of application imple-
menting structured reporting is proposed. Some conceptual solutions
announced here can be used to achieve the implementation of discussed
features of structured report. The most important features for our fu-
ture implementation are: generating of the report by assembling from
components which are intelligent and verified; collecting of such compo-
nents in knowledge base; tools for components generation and editing.
The process of proposed application activity includes both the gen-
eration of reports and obtaining new components through analysis of
newcoming reports.

8 Conclusion

The proposed system does not intend to replace completely the physi-
cian; it just offers him a second opinion. In all cases user can receive
all rules and judgments on the basis of which the decision was made.
If the user doesn’t agree with the decision, proposed by the system, his
opinion will be sent to expert group for examination.
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At each level of complexity entirely new properties appear.
Psychology is not applied biology, nor is biology applied chemistry.
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Abstract

The paper aims at substantiating that in universities with
scarce resources, applied Information Technologies (IT) research
is affordable, even in most advanced and dynamic sub-domains.
This target is split into four specific objectives: a) to set up a
framework for IT research affordability in universities represen-
tative for current East-European circumstances; b) to outline a
workable approach based on synergistic leverage and to assess
the paradigms prevalent in modern artificial intelligence through
this “affordability filter”; c¢) to describe the evolution and the
current stages of two undertakings exploiting paradigms founded
on emergence (the sub-domains are stigmergic coordination and
agent self-awareness); d) to summarise for both sub domains
the mechanisms and the architectonics (the focus is on computer
science aspects; implementation details will be given in future
papers). The results in both directions appear as promising and
reveal significant potential for transdisciplinarity. From this per-
spective, the paper is a call to improved cooperation.
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1 Introduction

As regards advanced IT, it is generally accepted that academic research
in East-European countries is still limited not by scientific potential but
rather by financial or logistic boundaries. Considering the case of the
“Lucian Blaga” University of Sibiu, the paper tries to show that —
without aiming at immediate spectacular results — such research can
be afforded even in demanding fields like agent-based systems (ABS).
The key seems to be updated context awareness and a short delay in
exploiting it. This context is delineated by:

Environment. Present-day I'T environments, except for some irrel-
evant applications, are open and heterogeneous (the resources involved
are unalike and their availability is not warranted), dynamic (the pace
of exogenous and endogenous changes is high) and uncertain (both in-
formation and its processing rules are revisable, fuzzy, uncertain and
intrinsically non-deterministic — as every stimuli generator) [47]. All
four features are there in any modern I'T system, albeit with different
weights. (Over)simplifying, it could be considered that the first two
features are universal (i.e., any significant activity environment in the
post-industrial age enjoys them), whereas the last two are their — more
or less avoidable — consequences. However, in IT this general role — still
essential — is surmounted by an even weightier one: in the Internet era
of “computing as interaction” [1], dynamic and uncertain environments
are inherent, since deterministic applications are practically vanishing.
In short, nowadays, relevant applications are grounded in open, het-
erogeneous, dynamic, and uncertain environments (OHDUE).

Affordability. For the current Romanian (technological, social, and
economic) context, this is the key feature focused on because applica-
tions should be not just inexpensive, but also convenient as tools for
ordinary interactants in the emerging “information (or broad-band)
society”.

Anthropocentrism. Here it means focusing on the human being as
user, beneficiary, and, ultimately, raison d’étre of any application. An-
thropocentrism becomes common in IT because it is crucial for user
acceptance (the main macro-architectural features looked for are flex-
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ibility and user-friendliness). Only powerful IT companies can im-
pose technocentric solutions. Hence, affordability requires rather “user-
pulled” than “technology-pushed” research. (Anthropocentric interface
design is commented in [10].)

Technological Trends. Prigogine’s idea that the most interesting sci-
entific activities seem to occur at domain interfaces [28] is a confirmed
— and, because of financial reasons, often (first of all, now, in Roma-
nian universities) the only affordable — path for applied research [21]
[20]. Again, only powerful I'T companies can afford to exploit effectively
mature technologies. Academic research is confined to find “Prigogine
niches”; they can be found mainly through innovative, emerging tech-
nologies.

Considering the context described above, the target is split into
four specific objectives: a) to set up a framework for IT research af-
fordability in universities representative for current East-European cir-
cumstances (the University of Sibiu is taken as instance); b) to outline
a workable approach based on synergistic leverage and to assess the
paradigms prevalent in modern artificial intelligence (AI) through the
“affordability filter”; c¢) to describe the evolution and the current stages
of two undertakings in challenging and innovative areas, exploiting (re-
lated but distinct) paradigms founded on emergence (after filtering,
the sub-domains selected are stigmergic coordination and agent self-
awareness); d) to summarise for both sub-domains the mechanisms
applied and the architectonics of the current experimental models (con-
sidering the journal profile, the focus is on computer science aspects
regarding the sub-domains; implementation details as well as aspects
related to complexity science, will be given in future papers).

Accordingly, the rest of the paper is organised as follows: the af-
fordable synergy-based approach is outlined in Section 2 and used for
the paradigm filtering (and blending) in Section 3. The next two sec-
tions describe abridged the emergence-based core undertakings stem-
ming from: a) simulated emergence (in Section 4 stigmergic coordi-
nation (SC) simulates self-organization in ant colonies); b) emulated
emergence (in Section 5 Godelian self-reference tries to emulate self-
awareness of interface agents). The paper concludes (Section 6) that
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results in both directions appear as promising and reveal significant
potential for transdisciplinarity as well as for teamwork. From this
perspective, the paper is a call to improved cooperation in developing
innovative and still affordable ABS. (Why Agent-Based Systems? Be-
cause of two nuances — both related to affordability: a) Although many
such systems are Multi-Agent Systems (MAS) — or, at least labelled as
such — it is not necessary to exclude applications with a few agents.
b) Agent-based, not agent-oriented, to cover also very simple agents in
unpretentious applications.)

2 An Affordable Approach: Synergy as Lever-
age

To draw a workable approach, the previous assertions about the con-
text are restated as premises and commented upon, focusing on their
consequences as regards the very approach:

- Affordability Is Sine Qua Non. Moreover, it is vital for both
research aspects: a) Effort. A university research undertaking
is considered affordable if it proves workable as a project end-
ing with a few experimental models validated “in vitro” (for in-
stance, within the narrow scope of a PhD thesis [43]). b) Appli-
cability. Applications embodying the research results should be
intrinsic usable (to represent solutions first to toy problems but
soon to real-world problems — albeit small-scale one — so as to
be at least roughly conclusive) and easy exztendable for further
research. Thus, the undertaking must ensure affordability for fu-
ture end users with quite scarce resources, i.e. the applications
must be not just inexpensive, but also convenient as tools for or-
dinary interactants in the emerging “information (or broad-band)
society” (for instance, a research project regarding inductive [33]
[53] [54] non-algorithmic [51] e-Learning [47], should be tested
also by individual students on usual configurations).

- Anthropocentric Design Is Crucial For User Acceptance. The goal
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of anthropocentrism entails a kind of “anisotropic” flexibility: at
the outer surface (that means at the interface level), the appli-
cation has to match only user expectations, i.e. to adapt itself
to the user (the users are not forced to adapt themselves). Nev-
ertheless, as this requirement does not hold also for the internal
application layers, in order to improve efficiency — above all, un-
der time criticality — the application and the controlled process
itself can (and should) be adapted and adapt mutually. How-
ever, how can we reach such a comprehensive flexibility, expressed
through both its exogenous facet (adaptability), and its endoge-
nous one (adaptivity)? While adaptability (adapting system be-
haviour to user ezplicit requests) can be attained rather easily
through generic, parameterised functions, adaptivity (learning to
shape, refine, and update several actions so as to meet implicit
user expectations) involves, first of all, intentionality and ability
to learn [26] [6] [7]. That means genuine distributed and multi-
faceted Al

- Technological Trends in Artificial Intelligence Means Agent Tech-
nologies. The trend is well-established, steady, obvious, and un-
countested. However, general consensus stops here. The palette
of divergent opinions is impressive and involves almost all facets
of agent-orientation (AQO). Some of the most controversial issues
are [9]: complexity (many simple agents or a few complex ones?),
degree of parallelism (coarse-grain or fine-grain, genuine or simu-
lated?), degree of autonomy (strict human control but low agent
effectiveness or high autonomy but uncertain — even potentially
dangerous — agent behaviour?), design mechanisms (are object-
oriented tools suitable for implementing agent architectures or
are needed new tools?), etc. The very nature of agent logic
is disagreed upon [17]: should be reasoning based on symbolic
or on sub-symbolic inferences? Thus, comparing and selecting
paradigms is a hot issue in any context.

Such very restricting premises require an approach with a high “per-
formance/resource ratio”. In turn, that entails a kind of “resource
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amplifier”. The ancient, best known, verified, versatile and affordable
universal amplifier is synergy [29]. Thus, in nuce, the approach could be
defined: “in search of synergy, from Aristotle to Haken”, i.e., “synergy
whenever and wherever it emerges” (reminding the slogan about in-
formation, the idea sounds familiar). Where does synergy come from?
Considered pragmatically, in its comprising Aristotelian (or Daoist)
meaning, synergy has three sources (adapted and extended after [21]

[9)):

A) Homogeneous Amassing of Many Simple Entities. For instance,
although ants behave rather as robots than as agents, the sys-
tem they belong to is not a “multi-robot” system, but a “multi-
agent” one. This wonder is due to the synergistic effect of their
interaction: beyond the individuals (ants or ant-like entities),
the team (colony, society, system) comes out. That is the pre-
terminological meaning of “synergy” due to Aristotle: the whole
is stronger than the sum of its parts. This kind of synergy (re-
ferred to as “classical synergy”) is intrinsically linked to multi-
plicity and parallelism. Obviously, if it would be only “one part”,
the “whole” could not be stronger than itself. However, multiplic-
ity implies parallelism, not just because the ,,parts” creating the
swarm coezist but because their incessant interaction (imposed
by the real-world dynamics).

Since synergetics is a well established science, Haken’s principles
[32] [37] should be considered too (in parentheses are comments
on their role in this paper): a) “Subsystems slaved by the system”
(rather irrelevant when the system — for instance, an ant colony
— remains unexplained). b) “Cooperating subsystems” (does not
apply directly since ants do not communicate). c¢) The “thresh-
old” principle (of unquestionable importance in both nature and
IT: a few ants are surely unable to run a colony and, as well, a
few artificial ones are unable to solve research problems, no mat-
ter how long they try). d) The “self-organization” principle (the
conceptual crux of emergence).

B) Heterogeneous Interacting of Few Complex Entities. Dissimilar
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entities create “added value” rather by complementarity (e.g., in
symbiosis) than by crowds. Physical entities can be substituted
by areas of expertise, sub-fields, or paradigms. However, despite
the simple idea of combining paradigms to reach synergy, in I'T
as a whole and in Al in particular, paradigms are still poorly con-
nected. In principle, any paradigms can be mixed up but, since
engineering requires symbols, integrating the symbolic paradigm
with subsymbolic ones (mainly based on biological models) is the
target at hand. This kind of synergy will be called here “inter-
paradigmatic” (see next section).

C) Trans-Disciplinarity. The third source matches Prigogine’s idea
mentioned in Section 1, about domain interfaces. It is a con-
firmed path for research (because of affordability, it becomes the
only one). The prefix trans (instead of the usual inter or multi)
highlights the trend towards osmotic-like confluences.

Since not all connotations of those three kinds of synergy are sug-
gested by the term “emergent synthesis” (more frequently used in mod-
ern I'T contexts), here the term “synergy” is preferred.

More common approach facets (e.g., micro-continuity, rapid and/or
successive prototyping, generic architecture) have been described in [6]
[7] [8] [11] [20] [13] [16] and do not need further comments.

3 Filtering and Blending Paradigms

(Instead of ) Methodology. First synergy itself was deeper investigated,
in its relationship to both complezity and symbols [9] [19] [21]. The
results highlighted the criteria for selecting and the directions for com-
bining paradigms able to boost SC (details in Section 4). Here they
are updated, extended to all emergence-based paradigms as well as to
transdisciplinarity [29] [9] [17] [13] [16] [15], and adapted to the paper
target:

- a) Asregards complexity, older results were reinforced: Synergy im-
plies multiplicity; multiplicity entails parallel interaction; this im-
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plies two kinds of complexity: structural (regarding the system)
and cognitive (regarding the way the system is perceived by its
users). From another outlook, complexity may lie at two levels:
entity or system. In this respect classical synergy is exclusive: en-
tities should be simple, and complexity should emerge at system
level, through the huge number of interacting components. Thus,
the threshold principle becomes crucial also from an engineering
standpoint: “where from start a huge number?” Indeed, albeit
almost any biologically inspired model (even when considerably
modified) has proved to be helpful to AI, the number of enti-
ties should stay affordable. However, artificial neural networks
are founded on massive, fine-grain parallelism (as a premise for
connectionism); likewise, evolutionary algorithms yield relevant
results only with numerous populations; but massive parallelism
is hardly affordable with scarce resources, even when intense sim-
ulation is involved. (Fortunately, there are fewer ants in a colony
than neurons in a neural network or chromosomes in an evolu-
tionary algorithm.)

As regards symbols, it seems that not even nature can afford to
deal with very many complex entities: the strength of synergy
seems to be proportional not only to the scale of parallelism it-
self (number of entities involved) but also to the extent of sub-
symbolic depiction; in other words, self-organization emerges eas-
ier in sub-symbolic contexts. According to Heylighen [34], there
are at least seven characteristics of self-organising systems; here
are relevant four of them: global order from local interactions;
distributed control; robustness and resilience; non-linearity and
feedback. Therefore, sub-symbolic paradigms, with their vast in-
trinsic synergistic potential, are a good choice for exploiting the
first synergy source. Combining this result with those mentioned
above, the best choice is the biologically inspired paradigm in-
volving the smallest number of entities, i.e., stigmergic coordina-
tion. Though, the symbolic approach (Newell-Simon hypothesis)
is unavoidable for at least four reasons: bl). Primarily when com-
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plexity (of all kinds) is high, software effectiveness becomes un-
certain and direct human intervention is rather welcomed. Since
modern IT systems are anthropocentric, the users (no matter
whether system engineer, application developer, manager, and so
on) should be allowed to monitor the system and to communi-
cate with, using familiar semantics — i.e., symbol-based languages,
humans are accustomed to. b2). The same reason holds for any
human-agent interaction (vital for interface agents). b3). To
prevent unintended — and not reasonably predictable — conduct
in OHDUE, agent actions having potential ethical implications
should be more rigorously countrolled. Counsequently, without ob-
structing agent autonomy, their “ethical architectonics” should
be based on symbolic processing [14] [44]. b4). From a soft-
ware engineering perspective, symbolic processing is not a (best)
choice, but a must because any engineering undertaking involves
symbols: design means to project, and any relation to the future
implies symbols.

To get synergy also from the second source, components based on
different paradigms could be mixed in the same model, provided
that both extreme irreconcilable dogmata (the Newell-Simon hy-
pothesis versus the physical-grounding (ethological) paradigm ap-
plied in Brooks’ automata challenging the need for symbol-based
explicit representation) are deprived of their necessity conditions,
i.e., are considered only as sufficiency conditions. Moreover, as
corollary of the assertions above, some paradigm blend involving
the symbolic paradigm is not just possible but highly desirable:
humans — seen as the apex of symbolic reasoning — act as coun-
terparts of sub-symbolic entities, in getting inter-paradigmatic
synergy. Hence, any blend should include both symbols AND
sub-symbols (indeed, here the “AND” should be read almost as
the similar Boolean operator). After all, the way humans make
inferences proves that nature created in our brains the amazing
blend of (a kind of) “von Neumann”-like algorithmic procedures
(in the left hemisphere) with non-algorithmic (creative, heuris-
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tic, emerging) procedures (in the right hemisphere). As a rule, in
agent strategic decision making, the layer of mental (symbolic)
context should prevail over the layer of situational (sub-symbolic)
context. (For the time being, it is safer to set up ABS founded
also on reason not just on instincts! Nevertheless, in the long
run, it will depend on the future “Zeitgeist-stance”.)

- d) The third synergy source, being grounded on transdisciplinarity,
seemed to be, until recently, outside the scope of software en-
gineering but the promising memetic approach [25] could help,
since most paradigms in modern AI have an obvious memetic
character ([15] [16] and future papers).

4 Simulated Emergence

The problem is shaped by affordability restrictions and by the question
(unanswered in Section 3) “where from start a huge number?” Unfor-
tunately, all biologically inspired paradigms model massively parallel
societies/systems. Thus, all are affordable only through simulation.
(Even the less demanding SC involves usually at least tens of entities.)

On the other hand, albeit AO is already a well-established course in
AT — and even in IT as a whole — at the engineering stage its effective-
ness is rather unsuitable for affordable ABS, no matter what paradigms
are applied, because — despite the increasing number of biologically in-
spired models — the newer paradigms they are founded on are in a
yet syncretic stage, embodying a promising (but too little exploited)
niche in itself — for both applied research and effective implementation.
Thus, paradoxically, despite the increasing shift from predominant al-
gorithmic reasoning towards subsymbolic reasoning paradigms (seen
rather as complement, than as alternative) and although the fidelity
towards the biological model is sometimes quite low, letting place for
components sticking to older paradigms — mainly the symbolic one —
inter-paradigmatic synergy is rather not manifest enough.

To exploit the niche, as graft paradigm there was chosen the sym-
bolic one (for obvious conceptual and engineering reasons; moreover,
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albeit not always asserted explicitly, symbolic processing is already
present in some successful algorithms based on SC — e.g., Dorigo’s Eli-
tist Ant System). On this groundwork there was set the engineering
construction [45] [21] [20] [46] [23] [48] [31]: a) designing specific mech-
anisms to graft symbolic components onto the sub-symbolic foundation
(the filtered biological model); b) tailoring the mechanisms to sub-fields
(primarily, manufacturing control); ¢) building an experimental model
as a test-bench for this sub-field but, considering also future extensions.
Even if in SC emergence is impressive, the trouble to understand what
is in fact going on at system level, is less upsetting than in the case of
more familiar sub-symbolic paradigms (as artificial neural networks or
evolutionary algorithms) since ant behaviour is easier to follow due to
its simplicity: the ant travels from the ant hill to the food source and
back guided only by pheromones.

Specifically, some (less quantifiable) synergy was achieved deviating
from the biological model applied in the Elitist Ant Systems by adding
symbolic processing components (firstly adapting the environment and
secondly instituting limited central coordination). Focusing on afford-
ability and keeping a definite engineering perspective, the immediate
purpose of [20] was to save computer resources in applying stigmergic
control to industrial problems by exploring the relationship between the
number of digital ants and problem complexity. The long-range target
is to follow the analogy to superconductivity: moving the threshold in
order to improve performance and/or save computing resources. Since
the ideal threshold is expressed by Heaviside step-functions, as asymp-
totes to sigmoid functions, every discrete function expressing a solution
instance will be represented by a fitting sigmoid:

Sq=00bj/(1+ exp(Td — s)) (1)

where: s(“swarm”) is the number of ants; T'd (“threshold”) is the value
of swhere self-organization [5] becomes manifest (the number of ants
closest to the inflexion point of the sigmoid); Obj (“objective”) is the
optimal solution (the minimal number of iterations for reaching the
optimal route given by the benchmark program); Sq (“solution qual-
ity”) is the instance result, reflecting the degree of self-organization
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expressed through the ratio between the number of iterations for the
best simulation run and the numbers of iterations for the current run
(both for reaching 95% from the optimal solution). The term “swarm”
was chosen for its ambiguity: it has the connotation of both “crowd”
(discrete variable) and “multitude” (indefinite). Thus, it allows sim-
plifying the language without affecting mathematical rigor (requiring a
continuous domain for a sigmoid); of course, during simulations, only
integer values where assigned to s, considered as cardinal of the swarm
set. T'd is obtained from (1):

Td = In(Obj/Sq—1) + s

The corresponding sigmoid for T'd = 4 is represented in Figure 1.
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Figure 1. A very low threshold of self-organization in stigmergic coor-
dination (taken from [20]).

As regards early validation attempts in industrial environment, syn-
ergy achieved through SC (called in [20] “Stigsynergy”) will be tested
as component integrated in a more comprehensive software toolkit for
virtual enterprises [27]. Tools for catalysing emergence in such projects
will be described in more implementation-oriented papers.
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5 Emulated Emergence

Albeit both governed by emergence, the two kinds of undertaking are
quite different: whereas when simulating common ant behaviour, emer-
gence is expectable also from artificial ants and — despite obvious non-
linearity — their performances can be improved “incrementally” (as
shown in Section 4), when emulating emergence the basic argument
about “holism versus reductionism” transcends theory and becomes
crucial for applications. Indeed, here are hidden not only the inter-
nal processes of self-organization (unanswered “Why?”), but also any
“stigmas” (unanswered “How?”).

Research regarding self-awareness in ABS is founded on Hofs-
tadter’s ideas [35] and was presented in: [13] (to illustrate the broad-
band technology potential from an anthropocentric and transdisci-
plinary perspective); [15] (in a larger interdisciplinary framework); [16]
(focusing on computer science aspects, and keeping a definite engineer-
ing perspective); [47] (offering an alternative approach to e-Learning,
where “Learning” is action-oriented and highly personalised, while
“e—" is carried out through a software entity acting as self-referencing
coach and interacting with the user as interface agent). The outline
below follows [16]. Since the target is a generic architecture — based on
Godelian self-reference (GSR ) — for applications meant for present-day
environments (i.e., OHDUE), the key question is one of viability: is it
suitable to consider self-awareness as relevant agent feature when many
other strong agency characteristics are missing, even in current large-
scale ABS? Yes, because: system complexity makes it desirable [24] [2]
[4] [22] [40] [41] [42], agent technology makes it possible [1] [30] [36],
and approaching it by GSR (the agent clones itself — usually spawning
better architecture) makes it affordable. Albeit the “Self-*” meme-
plex invaded modern I'T and despite memetic likeness, the “duplicate
me” [38] instructions in the genotype and the “I clone myself” mes-
sage in Figure 2 are fundamentally different. Agent self-cloning means
spawning an agent identical to its parent. An example at implemen-
tation level (for systems with Windows-like application programming
interface): the parent-agent main thread calls a “Create Thread” system
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function [12] passing itself as parameter. It is expectable that such self-
reference could be a matrix for “strange loops”, which in turn could
lead to a stepwise emergence of (a primitive kind of) self-awareness,
hoping that “Isomorphisms Induce Meaning” [35]. If this expectation
should be too great, at least GSR should provide a workable mech-
anism for improving agent architecture (as “Plan B” for real-world
applications, as used in [47]). Self-cloning is conservative: the agent
clones itself, preserving self-representation (its “I”), but not necessar-
ily its old world model too. Instead, the model is regenerated through
“phenotypical expansion”, in short through elementary learning: as
the agent learns, it fills out the ontology (the black part of its ruck-
sack), and, when assessing a significant improvement, it transfers the
latest assimilated knowledge into the executable program representing
statically the agent (i.e. into its “genotype”) by cloning itself. Here
lies the weakest link of the generic architecture, since filling out ontolo-
gies for real world problems is resource demanding (because it takes
much time, it is the only key application component still in the stage
of suiting only toy problems). This drawback is somewhat balanced by
attractive features, as assigning semantic value to the iconic space (e.g.,
in the context of computer-aided semiosis in trans-cultural interfaces
18)).

From the pragmatic perspective of an application, the process is
seen rather as spawning “smarter progeny” (as shown for e-Learning
in [47]). Evolution is assessed through a performance metrics suited to
action-oriented “Simon-type machine learning” [52] [3] (i.e., the dimin-
ishing duration of task completion).

Hence, in emulating emergence there are two key problems: a) Fea-
sibility. Is the hypothesis valid? For instance, in nature (humans in-
cluded) is self-awareness emerging from strange loops? b) Effectiveness.
How can be the expected feature modelled? For instance, can agent
self-awareness stem from GSR? Corollary: a “Plan B” is mandatory to
save the undertaking as applied research when the basic target is too
far. As a result, the e-Learning application [47] is designed to be useful
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Figure 2. The Self-Cloning Loop: Doing, Learning, Knowing, Cloning
(taken from [16]).
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even if agent self-awareness is not yet achieved: learning is considered
— in both humans and agents — as a process where most effectiveness
is reached through a blend of symbolic (“left-hemisphere”-like) and
subsymbolic (“right-hemisphere”-like) modi operandi. Hence, neither
“apprenticeship learning”, nor “by rote learning”. However, the two
extremes, albeit equally dangerous, are not similarly hard to fight: at
least in Romania, nowadays, the average approach to learning is much
closer to “by rote”. Thus, the balance is redressed, favouring right
hemisphere tactic, i.e., “non-algorithmic” course of action. Fortunately,
that does not imply necessarily “sub-symbolic”, because: a) Symbolic
processing is unavoidable in any learning process (fact rejected only
by radical cognitive theories denying knowledge decomposition and de-
contextualization [3]). b) Anthropocentric interfaces require symbolic
human-computer communication. ¢) As asserted in Section 3, massive
parallelism is hardly affordable.

6 Conclusions and Future Work

The results in both directions appear as promising and reveal significant
potential for transdisciplinarity as well as for teamwork. Since it is an
ongoing research, the conclusions are grouped in three time ranges: A)
short (relevant results obtained with current experimental models), B)
medium (directions for future work likely to be successful), and C) long
(engineering and scientific openings):

Al. Asregards simulated emergence, the experimental model attested
that the threshold exists and depends on problem type and com-
plexity; the same solution quality can be obtained with fewer
ants than used in common benchmarks. Moreover, combining
stigmergic control with symbolic processing components has sig-
nificant synergistic potential (the most useful mechanism proved
to be “User-Driven Heuristics”).

A2. As regards emulated emergence, the current agent endorses the
model, and, mainly, the usefulness of self-cloning. Its generic
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B1.

B2.

Cl.

architecture proved to be affordable for toy problems (inductive
non-algorithmic e-Learning) and the model was not difficult to
implement (the only exception: filling out dynamic ontologies,
even for primitive toy problems is hard work and risky outside an
authentic transdisciplinary effort). In short, “Plan B” is viable.

For stigsynergy, despite insufficient statistical relevance, it seems
that: a) The sigmoid pattern seems credible because it is similar
to — or, at least, consistent with — trustworthy results regard-
ing exponential convergence [49]. This similarity is significant
because both the target (performance vs. affordability) and the
approach (systems achieving global ends based on local behaviour
vs. the principles of synergetics) were different. b) From an engi-
neering perspective, in operational research, comparable solution
quality could be obtained with a significantly less number of ants
than used in common benchmarks, saving thus at least one order
of magnitude of processing time. ¢) The results remind the von
Neumann theorem for the complexity threshold (e.g., a map with
only 14 towns proved to be too simple to allow self-organization).

For emulating agent self-awareness, the main hindrance imposed
by affordability restrictions is the purely software, bodiless, agent
nature: the agent will lack the awareness of its own body, cru-
cial for the somatoception-based self-representation achievable
by robots. Hence, the expected emergence of a primitive “I”
should be catalysed through a powerful temporal dimension and
an emphasised non-algorithmic behaviour: the main feature to be
added to usual interface agent architecture and preserved through
self-cloning is its primal sense of time (besides its intrinsic ar-
chitectonic value, it could be helpful in future “pseudosomato-
ception” as surrogate for the lacking sense of space and haptic
proprioception).

a) From an engineering perspective it is worthwhile to try to
exploit the analogy between self-organization in stigmergic coor-
dination and in electromagnetism, based on the correspondences:
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C2.

C3.

C4.

problem solving vs. superconductivity; number of digital ants
vs. absolute temperature; solution quality vs. conductivity. The
target would be to lower the threshold of self-organization for op-
erational research problems modifying the macro-parameter M
(M stays for Model in SC and for Material in electromagnetism).
b) From a scientific perspective it seems attractive to find out
whether in the real world, natural and digital beings live in, there
are relevant problem classes (or, more general, processes) where
“many starts from four” (as the results for 45 towns in Figure 1
may suggest).

From a computer science perspective it is much too soon to claim
that agents could achieve self-awareness through Godelian self-
reference per se. (Nevertheless, first indices mentioned in A2 and
B2 are rather encouraging.) improve agent architecture, first of
all its dynamic ontology, sense of time and reactivity (it should
be much more event-driven).

Complexity as macro-parameter must be better investigated: a)
For stigmergic coordination besides the number of ants and the
number of towns, probably other factors (e.g., map topology,
anisotropic graph edges) can play a major role. b) For self-
referencing agents a much improved architecture — first of all
their dynamic and visual ontology, sense of time and reactivity
(they should be much more event-driven) — could help emulating
the autocatalytic process of self-awareness.

Since synergy is essential fundamental in both proposed ap-
proaches, and transdisciplinarity is a primary source, a second-
degree synergy (a kind of “synergy of synergies” expressed as
second derivative) may appear, creating relationships closer to
the ideas of Aristotle and Lao Zi, than to those of Haken.

195



B.E. Barbat, A. Moiceanu, S. Plesgca, S.C. Negulescu

References

[1]

2]

3]

[4]

[5]

[6]

[7]

8]

[9]

AgentLink III. Agent based computing. AgentLink Roadmap:
Overview and Consultation Report. University of Southampton.
http://www.agentlink.org /roadmap/al3rm.pdf, 2005.

Amir, E., M.L. Anderson, V.K. Chaudhri. Report on DARPA
Workshop on Self-Aware Computer Systems. Artificial Intelligence
Center SRI International, 2004.

Anderson, J.R., L.M. Reder, H.A.Simon. Applications and Mis-
applications of Cognitive Psychology to Mathematics Education.
Texas Educational Review, 2000.

Anderson, M.L., D.R Perlis. The roots of self-awareness. Phe-
nomenology and the Cognitive Sciences, 4, pp. 297-333, Springer,
2005.

Banzhaf, W. Self-organizing Systems. FEncyclopedia of Physical
Science and Technology, Academic Press, New York, 14, pp. 589—
598, 2002.

Barbat, B.E. Holons, Agents, and Threads in Anthropocentric
Systems. Studies in Informatics and Control Journal, 9, 3, pp.
253-268, 2000.

Barbat, B.E. Agent-Oriented Captology for Anthropocentric Sys-
tems. Large Scale Systems: Theory and Applications 2001 (F.G.
Filip, I. Dumitrache, S.S. Tliescu, Eds.), Elsevier, IFAC Publica-
tions, pp. 214-219, 2001.

Barbat, B.E. Emotions and Time in Captological Agents.
Third International -NAISO Symposium on ENGINEERING
OF INTELLIGENT SYSTEMS, TCSC-NAISO Academic Press
Canada/The Netherlands, 99 (Abstract; full paper on CD-ROM),
2002.

Barbat, B.E. Agent-Oriented Intelligent Systems. Romanian
Academy Publishing House, Bucharest, 2002 (in Romanian, “Grig-
ore Moisil” Prize of the Romanian Academy).

196



Affordability and Paradigms in Agent-Based Systems

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

Barbat, B.E. Communicating in the world of humans and ICTs.
Chapter 8 in L. Fortunati (Ed.) COST Action 269. e-Citizens in
the Arena of Social and Political Communication, pp. 113-142,
EUR21803, Office for Official Publications of the European Com-
munities, Luxembourg, 2005.

Barbat, B.E., R. Creulescu. Affordable Affective Avatars. Persua-
sion, Emotions and Language(s). Proc. of the 1st Balkan Conf.
in Informatics (BCI'2003), (Y. Manolopoulos, P. Spirakis, Eds.),
Publ. Centre Technological Educational Institute of Thessaloniki,
pp. 25-35, 2003.

Barbat, B.E., F.G. Filip. Industrial Informatics - Real-time Soft-
ware Engineering. Technical Publishers, Bucharest, 1997 (in Ro-
manian).

Barbat, B.E., A. Moiceanu. I, Agent. The good, the bad and the
unexpected: The user and the future of information and communi-

cation technologies, Institute of the Information Society, Moscow
(forthcoming, May 2007).

Barbat, B.E., A. Moiceanu, H.G.B. Anghelescu. Enabling Humans
to Control the Ethical Behaviour of Their Virtual Peers. Chapter
in Enid Mante-Meijer, Leslie Haddon and Eugéne Loos (Eds.) The
Social Dynamics of Information and Communication Technology.
(To be published by Ashgate, Aldershot, UK, 2007.)

Barbat, B.E., A. Moiceanu, I. Pah. Godel and the “Self”ish Meme.
Godel — Heritage and Challenge. Interdisciplinary Symposium,
Romanian Academy, Bucharest, 2007.

Barbat, B.E., A. Moiceanu, I. Pah. Godelian Self-Reference in
Agent-Oriented Software. (Accepted for the 11th WSEAS Int.
Conf. on Computers. Agios Nikolaos, Crete, July 2007.)

Barbat, B.E., S.C. Negulescu. From Algorithms to (Sub-)Symbolic
Inferences in Multi-Agent Systems. International Journal of Com-
puters, Communications & Control, 1, 3, pp. 5-12, 2006. (Paper
selected from the Proc. of ICCCC 2006.)

Barbat, B.E., S.C. Negulescu, A.E. Lascu, E.M. Popa. Computer-
Aided Semiosis. Threads, Trends, Threats. (Accepted for the 11th

197



B.E. Barbat, A. Moiceanu, S. Plesgca, S.C. Negulescu

[19]

[20]

[21]

[22]
[23]

[24]

[25]

[26]

[27]

[28]
[29]

WSEAS Int. Conf. on Computers. Agios Nikolaos, Crete, July
2007.)

Barbat, B.E., S.C. Negulescu, C.B. Zamfirescu. Boosting Synergy
in Agent-Based Optimisation Tools. Scientific Bulletin of "PO-
LITEHNICA” University of Timioara, Transactions on AUTO-
MATIC CONTROL and COMPUTER SCIENCE, 49 (63), 4, pp.
119-124, 2004.

Barbat, B.E., S.C. Negulescu, C.B. Zamfirescu. Human-Driven
Stigmergic Control. Moving the Threshold. Proc. of the 17th
IMACS World Congress (Scientific Computation, Applied Math-
ematics and Simulation), (N. Simonov, Ed.), e-book, ISBN 2-
915913-02-01, Paris, 2005.

Barbat, B.E., C.B. Zamfirescu, S.C. Negulescu. The best from
ants and humans: synergy in agent-based systems. Stud-
ies in Informatics and Control Journal, 13, 1, pp. 47-59,
http://www.ici.ro/ici/revista/sic2004_1/art5.pdf, 2004.
Bermudez, J. L. The Paradox of Self-Consciousness. Cambridge,
MA, MIT Press, 1998.

Brueckner, S.A. Engineering Self-organising Systems: Methodolo-
gies and Applications. Springer Publishing 2005.

DARPA. Workshop on Self-Aware Computer Systems 2004. State-
ments of Position. http://www.ihmc.us/users/ phayes/DWSAS-
statements.html#top

Dawkins, R. The Selfish Gene (30th Anniversary edition). Oxford
University Press, 2006.

Dennett, D. The Intentional Stance. The MIT Press, Cambridge,
MA, 1987.

Fabian, R., S. Pleca. Stigmergy-Based Software Toolkit For Vir-
tual Enterprises. (Accepted for the 11th WSEAS Int. Conf. on
Computers. Agios Nikolaos, Crete, July 2007.)

Filip, F.G. Personal account, 1995.

Filip, F.G., B.E. Barbat, Industrial Informatics - New Paradigms
and Applications. Technical Publishers, Bucharest, 1999 (in Ro-
manian).

198



Affordability and Paradigms in Agent-Based Systems

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

FIPA TC Agent Management. FIPA Agent Manage-
ment  Specification.  Standard ~ SC00023K  (2004/18/03).
http://www.fipa.org/specs/fipa00023 /SC00023K.pdf, 2004.

Hadeli, P. Valckenaers, C.B. Zamfirescu, H. Van Brussel, B.S. Ger-
main. Self-organising in Multi-agent Coordination and Control us-
ing Stigmergy. Self-Organising Applications, Springer Verlag, Lec-
ture Notes in Artificial Intelligence 2977, 2004.

Haken, H. Information and Self-Organization: A Macroscopic Ap-
proach to Complex Systems. Springer-Verlag, Germany, 1988.

Hawthorne, J. Inductive Logic. In Stanford Encyclopedia of Phi-
losophy (E.N. Zalta, Ed.). http://plato.stanford.edu/entries/logic-
inductive/#1, 2005.

Heylighen, F. The Science of Self-Organization and Adaptivity. In
The Encyclopedia of Life Support Systems, 2002.

Hofstadter, D.R. GODEL, ESCHER, BACH: an FEternal Golden
Braid. (Including the Preface to the Twentieth-anniversary Edi-
tion.) Basic Books, New York, 1999.

Kephart, J.O., D.M. Chess. The Vision of Autonomic Computing.
IEEE Computer, 36, 1, pp. 41-50, 2003.

Kunyazeva, H., H. Haken. Synergetics of Human Creativity. In Dy-
namics, Synergetics, Autonomous Agents. Nonlinear Systems Ap-
proaches to Cognitive Psychology and Cognitive Science. World
Scientific, pp. 64-79, Singapore, 1999.

Luksha, P.O. Formal definition of self-reproductive systems. Pro-
ceedings of the eighth international conference on Artificial life,
pp- 414-417, MIT Press Cambridge, MA, 2002.

McCarthy, J. Ascribing mental qualities to machines. Technical
Report, Stanford University Al Lab., Stanford, CA 94305, 1978.

McCarthy, J.  Concepts of Logical Al  http://www-
formal.stanford.edu/jmc/concepts-ai.html, 2000.

199



B.E. Barbat, A. Moiceanu, S. Plesgca, S.C. Negulescu

[41]

[42]

[43]

[44]

[45]

[46]

[47]

McCarthy, J. Making Robots Conscious of their Mental States.
http://www-formal.stanford.edu/jmc/ consciousness/node9.html,
2002.

McCarthy, J. Notes on Self-Awareness. WWW-
formal.stanford.edu/jmc/selfaware /selfaware.html, 2004.

Moiceanu, A. Self-Awareness in Agent-Based Systems. (Accepted
for the 2nd Annual South East European Doctoral Student Con-
ference, South East European Research Centre, Thessaloniki, June
2007.)

Moiceanu, A., B.E. Barbat. Ethical Behaviour of Self-Aware
Agents. The good, the bad and the unexpected: The user and the
future of information and communication technologies, Institute
of the Information Society, Moscow (forthcoming, May 2007).

Negulescu, S.C., B.E. Barbat. Enhancing the effectiveness of sim-
ple multi-agent systems through stigmergic coordination. Fourth
International ICSC Symposium on ENGINEERING OF INTEL-
LIGENT SYSTEMS (EIS 2004), ICSC-NAISO, Academic Press
Canada, 149 (summary, complete text on CD), 2004.

Negulescu, S.C., C.B. Zamfirescu, B.E. Barbat. User-Driven
Heuristics for nondeterministic problems. Studies in Informatics
and Control, 15, 3, 289-296. (Special issue dedicated to the 2"
Romanian-Hungarian Joint Symp. on Applied Computational In-
telligence, Timioara, 2005.), 2006.

Pah, 1., A. Moiceanu, I. Moisil, B.E. Barbat. Self-Referencing
Agents For Inductive Non-Algorithmic e-Learning. (Accepted for
the 11th WSEAS Int. Conf. on Computers. Agios Nikolaos, Crete,
July 2007.)

Parunak, H.V.D., S. Brueckner. Ant-like missionaries and can-
nibals: synthetic pheromones for distributed motion control.
Proceedings of the 4th International Conference on Autonomous
agents, Barcelona, ACM Press, pp. 467-474, 2000.

200



Affordability and Paradigms in Agent-Based Systems

[49] Parunak, H.V.D., S. Brueckner, J.A. Sauter, R.
Matthews. Global Convergence of Local Agent Behav-
ior”. The Fourth International Joint Conference on Au-
tonomous Agents and Multi-Agent Systems (AAMAS’05),
http://www.erim.org/~vparunak/AAMAS05Converge.pdf, 2005.

[50] Ray, P., M. Toleman, D. Lukose. Could Emotions be the Key
to Real Artificial Intelligence? Proc. of the ICSC Symposia on
INTELLIGENT SYSTEMS & APPLICATIONS (ISA’2000) (F.
Naghdy et al., Eds.), ICSC Academic Press Canada/Switzerland,
2000.

[61] Resnick, L.B. FEducation and Learning to Think. National
Academy Press, Washington, DC, 1987.

[52] Simon, H.A. Why should machines learn? In Machine Learning.
An Artificial Intelligence Approach (Michalski, R.S. et al., Eds.),
Springer-Verlag Berlin, 1984.

[563] Schulte, O. Formal learning  theory. In  Stan-
ford  Encyclopedia  of  Philosophy  (E.N. Zalta, Ed.).
http://plato.stanford.edu/entries/learning-formal, 2002.

[564] Vickers, J. The Problem of Induction. In Stan-
ford  Encyclopedia  of  Philosophy  (E.N. Zalta, Ed.).
http://plato.stanford.edu/entries/induction-problem/, 2006.

Boldur E. Barbat, Andrei Moiceanu, Sorin Plesgca, Sorin C. Negulescu,  Received
June 5, 2007

B.E. Barbat, S. Plegca, S.C. Negulescu
“Lucian Blaga” University of Sibiu,
Faculty of Sciences

E—mail: bbarbat@Qgmail.com

Andrei Moiceanu
“Politehnica” University of Timigsoara, Faculty of Automation and Computers

201



Computer Science Journal of Moldova, vol.15, no.2(44), 2007

An edge colouring of multigraphs

Mario Gionfriddo, Alberto Amato

Abstract

We consider a strict k-colouring of a multigraph G as a sur-
jection f from the vertex set of G into a set of colours {1,2,...,k}
such that, for every non-pendant vertex z of G, there exist at
least two edges incident to x and coloured by the same colour.
The maximum number of colours in a strict edge colouring of G
is called the upper chromatic index of G and is denoted by Y (G).
In this paper we prove some results about it.

1 Introduction

Let G=(X,E) be an arbitrary multigraph. A strict edge k-colouring of
G is a surjection f from the edge set E into a set of colours {1,2,...,k}
such that, for every non-pendant vertex x of G, there exist at least
two edges incident to x and coloured by f with the same colour.

Following the definition, the minimum number of colours in a strict
edge colouring of a multigraph is one. This is a complementary fashion
of the fact that, in the classical edge colouring, the maximum number
of colours is trivially equal to the number of edges of the multigraph.

The maximum number k for which there exists a strict edge k-
colouring of a multigraph G is called the upper chromatic index of G
and is denoted by X(G). An edge colouring of G which uses exactly
X(@G) colours is called a mazimal edge colouring.

(©2007 by M. Gionfriddo, A. Amato
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2 Main results

Theorem 2.1 - Let G1,G2 be two disjointed multigraphs, x a ver-
tex of Gi such that d(x)>2, y a vertex of Ga such that d(y)>2, o
a simple path from x to y with no edge in common with G1 and Ga,
G=G1UG2Uo. Then X(G)=x(G1)+x(G2)+1.

Proof. Let be h=x(G1), k=x(G2) and let f be a strict edge h-
colouring of G, g a strict edge k-colouring of G2 with no colour in
common. Since we can obtain a strict edge h+k+1-colouring of G
simply by giving to all the edges of the path jointing x and y a colour
distinct from all the colours of f and g, then X(G)>h+k+1.

Suppose that X(G)>h+k+2. Then there exists an edge p-colouring
f of G, with p>h+k+2. Since the edges of ¢ must be coloured with
the same colour, the number of colours of f in the multigraph G is
not less than h+1 or the number of colours of f in the multigraph G2
is not less than k+1, that’s false. So X(G)=h+k+1. O

Theorem 2.2 - If G is an eulerian multigraph and P is an edge par-
tition of G in cycles, then X(G)>|P)|.

Proof. For an eulerian connected multigraph, there exists, as it is
well known, a partition as P. Observe that it is possible to give the
same colour to all the edges of every cycle of P and colours pairwise
distinct to every cycles of P. O

Remarks

1) Considering theorem 2.2, there exist cases in which X(G)>|P)|.
It suffice to examine a simple graph G with 6 vertices formed by two
cycles of length 4 having two vertices and no edge in common: since
every vertex has even degree, this graph is eulerian and Y(G)=3.

2) Observe that, if every cycle of the partition P has exactly one
vertex in common with exactly one other cycle of P, then the graph is
simple and X(G)=|P)|.

M. GIONFRIDDO, L. MiLAZZO, V. VOLOSHIN proved [4] the fol-
lowing theorems:
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Theorem 2.3 - Let G=(X,E) be an arbitrary multigraph, ¢ the maxi-
mum number of disjoint cycles, p the number of pendant vertices of G.
Then

X(G) =c+[E| - [X[+p

Corollary 2.4 - For a graph K,, with n>3, we have:

Y(K,) = Z=T6 if =3k
(K,) = %24k=2  §f =3k 41

X p
N(K,) = 2452 ¢ ) — 3k 42

Now we can prove the following

Corollary 2.5 - For a graph K,, ,, with 1<m<n, we have:

X (Ko p) = 2mn=2n=m if m is even
n

2
X(Kipp) = 20=20=m=1if mpy is odd

Proof. Observe that the maximum number of disjoint cycles of
K, is % if m is even and mTfl if m is odd. Since K,,, has m+n

non pendant vertices and mn edges, the statement follows by simple
calculating from theorem 2.3. O

In the case m=n, we have:

XKnn) = Q”QT_?’” if n is even
X(Knn) = 72712723"71 if n is odd

Theorem 2.6 - For every tree A=(X,E), we have

X(A) =) (d(z)+2)+1

zeX
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where, for every m,neN, m-+n=m-n if m>n and zero otherwise.

Proof. Let r be a root of the tree. Observe that every maximal
edge-colouring f of A has the property that, for every vertex x of A
with z#r and d(x)>2, there exist exactly d(z)-2 edges incident to x
coloured by f with colours pairwise distinct. Since for every pendant
vertex y of A, d(y)=+2=0, the statement of theorem follows. O

Before introducing theorem 2.7, we will call p-tree of height h a tree
defined by induction in the following way:

1) A vertex is a p-tree of height 0;

2) A p-star is a p-tree of height 1;

3) For h>2, we call a p-tree of height h a tree obtained from a p-tree
A of height h-1 by connecting every pendant vertex of A with p other
vertices.

Theorem 2.7 - For a p-tree A of height h with p>2, we have X(A)=p"-
1.

Proof. By induction. If h=1, the statement is trivially true. Let
be h>1 and suppose the statement true for every p-tree of height h-1.
From a p-tree A’ of height h-1 and from a maximal edge colouring f of
A’ we can obtain a p-tree A of height h and a maximal edge colouring g
of A by adding p” vertices and p* edges, from which at most (p-1)p"~!
can be coloured by colours pairwise distinct from the colours used by
f. Therefore X(A) =x(A")+(p-1)p"1=p"1-1+4(p-1)p" 1 =ph-1, and
so the assertion follows. O

Remarks
1) It is possible to prove theorem 2.7 starting from theorem 2.6. In
fact, in a p-tree of height h with p>2, there are 1 vertex with degree p,

Z;:%ll—l vertices with degree p+1 and p" pendant vertices, so that:

ph -1 h
X(A) = dlx)+2)+1= -1p—1 —241=p"-1
X(A) = (d(x) +2) + (p_1 Jp—1)+p—2+1=p

z€EA

2) If we apply theorem 2.3, we obtain simply the statement of the-
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orem 2.7 by observing that a tree is acyclic and the number of pendant
vertices of a p-tree of height h is p”.

Corollary 2.8 - For a p-tree A with p>2 and n vertices, we have
X(4)=(n-1)(1-5).

Proof. Let h be the height of A. Since n
n:p(i(x;)jl)—l
lows. O

phtl_
, from which, by a simple calculation, the statement fol-

1 , we obtain
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Generalized Priority Models for QoS and CoS
Network Technologies *

Gh. Mishkoy, S. Giordano, A. Bejan, O. Benderschi

Abstract

The variety of priority queueing systems with random switch-
over times is suggested in this paper. Such systems represent
generalized models for a wide class of phenomena which involve
queueing and prioritization and are considered in QoS and CoS
network problems. The classification of such systems is given and
methods of their analysis are discussed. Specialists in QoS and
CoS technologies may find such models adequate and appropriate
for the network traffic analysis.

1991 Mathematics Subject Classication: Primary 90B22;
Secondary 68M22, 68M10.

Keywords: Priority queues, switchover times, Quality of
Service (QoS), Class of Service (CoS), prioritization, traffic char-
acteristics

Quality of Service (QoS) and Class of Service (CoS) technologies play
nowadays a crucial role in the analysis of a network traffic, which is
highly diverse and may be characterized in terms of bandwidth, delay,
loss, and awailability. Some more specific characteristics can also be
considered.

Most of the network traffic is IP-based today. On the one hand it
is beneficial, as it provides a single transport protocol and it simplifies
maintaining of the hardware and software products. However, IP-based
technologies have some drawbacks. First of all, under the IP protocol
network packets are delivered through the network without taking any
specific path. This results in the unpredictability of the quality of
service in such networks.

©2007 by Gh. Mishkoy, S. Giordano, A. Bejan, 0. Benderschi
This work was done under support of the SCOPES grant IB7320-110720
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However, today, networks deal with so many types of traffic, that
these may interact in a very unfavorable manner while being transmit-
ted through the network. QoS and CoS technologies serve to ensure
that diverse applications can be properly supported in an IP-network,
i.e. see [21]. This is achieved by distinguishing between different types
of data and by managing them using the mechanisms of data prioriti-
zation.

We consider in this paper a diverse class of priority queueing sys-
tems involving switching to describe, model and analyze phenomena
which involve prioritized queueing and may take place in the studied
or designed network. We suggest that some performance characteris-
tics of such priority queueing systems can be used for estimating and
providing a respective Quality of Service.

In the following section we discuss briefly the QoS and CoS method-
ologies and their applications in analyzing and modeling networks.

We further discuss the priority queueing disciplines in details, then
introduce the most important characteristics of such systems and in-
dicate on the methods of their analytical and numerical study. We
also give a brief description of the imitation modeling of such priority
systems.

In the last section we consider an example of usage of such systems,
and, in particular, we discuss the benefits of using them for obtaining
QoS in WLANSs.

1 QoS and CoS methodology in network traffic
analysis

1.1 Quality of Service and Class of Service

Quality of Service is a general concept referring to the capability of
a network to provide better service to selected network traffic over
various technologies, including Frame Relay, Asynchronous Transfer
Mode (ATM), Ethernet and 802.1 networks, SONET, and IP-routed
networks that may use any or all of these underlying technologies (e.g.

[7])-
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Define by a flow in a broad sense a combination of packets passing
through a network. Basically, QoS enables to provide in a network a
better service to certain flows by assigning the higher priority of a flow
or limiting the priority of another. This can be done in different ways:
mostly by designing corresponding queue management mechanisms.

One can represent the basic QoS architecture by the following three
components and steps [7]:

e QoS marking techniques for coordinating QoS from end-to-end
between network elements

e QoS within a single network element (e.g. queueing, scheduling,
traffic-shaping tools)

e QoS policy, management and accounting functions to control and
administer end-to-end traffic across a network

We refer in this paper mostly to a QoS of a single network element
(i.e. to a second step of the QoS providing architecture scheme given
above).

QoS within a single network element, or node, can be specified
by a congestion management, queue management, link efficiency, and
shaping/policing tools.

The Class of Service concept is a concept of the flow network traffic
division into different classes. This concept provides class-dependent
service to each packet in a flow, depending on which priority class it
does belong to (see [24]). CoS provides end-to-end prioritization for
frame relay and ATM traffic over IP networks. In a framework of CoS
traffic is prioritized by setting the Differentiated Services code in the
header of an IP data packet.

1.2 Prioritization in Information Systems

As we saw, the prioritization plays the crucial role in QoS and CoS
technologies.
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In information networks it is desirable to provide shorter waiting
times for control packets (packets that contain information about net-
work status), voice connection packets, and packets associated with
messages which should be delivered urgently.

There are many ways to attribute preferences. However, on a con-
ceptual level, there are not so many ways to provide preferential service
in a queueing system or queueing network. In Section 2 we describe a
wide range of service disciplines in priority queueing systems involving
switching between flows.

For examples and more account on prioritization and its forms the
reader is referred to [2]. Description of some queueing disciplines imple-
mented at nodes of an ad hoc network can be found in [16]. QoS in ad
hoc networks and mechanisms of data prioritization in such networks
is discussed in [1], [25] and references therein.

1.3 Priority Queueing Systems in QoS and CoS analysis,
modeling and design of networks

The mathematical models of queueing systems play an important role
in analysis, modeling and design of various networks, including Wireless
Local Area Networks (WLAN). The IEEE 802.11 standards, widely
used in WLAN, are playing a more and more important role in building
of the concepts of the Next Generation of Mobile Networks. Some
specific queueing models are still proposed for network management
and performance analysis based on mentioned technologies (see, e.g.,
[20]).

It appears that one of the important problems on the way to next
generations of Mobile Networks will be a problem of providing en-
hanced mechanisms for the delivery of QoS and CoS facilities. The
QoS is very relevant in WLAN, due to the growing demand, even in
the case of mobile users, for multimedia applications, such as streaming
video and teleconferencing. Recently pursued standardization efforts
in IEEE 802.11e attempt to provide a level of service differentiation by
statically associating different QoS parameters for pre-defined traffic
classes, while CoS enables more predictable traffic delivery by assign-
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ing different delivery status for each application. For example, a first
priority label can be assigned to data application which requires faster
turnaround, such as mission-critical data transaction, video or voice
transmission, etc. A lower priority label is assigned to less time sensi-
tive traffic, such as e-mail or web-surfing.

To summarize, there are two ways of achieving a certain level of
quality of service in networks: (i) by increasing bandwidth (which is
not always possible), and (ii) by adding complicated QoS and CoS
traffic management mechanisms.

What do we offer? We offer the modeling of the processes which
take place at the nodes of a network (or any other phenomena in-
volving prioritized queueing) by generalized priority queueing systems
with random switchover times, where appropriate. QoS parameters
defined to measure service quality include traditional parameters such
as latency (delay and delay jitter), packet loss-rate, and throughput (al-
located bandwidth). There are also parameters that are more related
to wireless networks, as varying channel conditions. We believe, that
these parameters can be estimated more appropriately by represent-
ing all the processes involving queueing and waiting phenomena and
taking place in a network (network nodes’ processes, switching). Anal-
ysis of the performance characteristics of such queueing systems can
significantly help in understanding of the network design, analysis and
modeling in order to provide higher QoS level.

Thus, we do not point any attention on the traffic management
mechanisms. Assuming that a certain mechanism is chosen to be con-
sidered we only provide a way of representing any prioritized queueing
process and suggest that performance characteristics of the service pro-
cess in such queueing system may be used in estimation of the end QoS
at the level of a network by estimating QoS’s within network nodes.
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2 Priority queueing systems with switchover
times

2.1 Introduction

Priority queueing systems form a large class of queueing systems where
the incoming requests are to be distinguished by their importance.
Such systems represent adequate models of many aspects of everyday
life, when a preferential service is to be granted to certain kinds of
requests (demands or customers). Priority queueing systems have also
found important applications in the modeling and analysis of computer
and communication systems: packets transfer and routing in computer
networks, distributed operations and calculations (multiprocessor OS’s,
etc), telephone switching systems and mobile phone networks. Some
civil services (surgeries, ambulances, fires, etc.) can also be modeled
using the concept of priority queueing systems.

The general rule of service in priority queueing systems is as follows:
the requests which are in the system and have a higher priority should
be served before those that have lower priorities. However, the mode
of the device’s behavior in such systems may essentially diversify them.
In addition, there are systems where device needs some time to switch
itself from the servicing of one kind of requests to another. All this
gives a great variety of the considered systems. Accordingly to these
phenomena the description and classification of the priority queueing
systems is given below in the great generality.

2.2 Notations, systems description and classification

The classification given here takes its origin from the works of Klimov
and Mishkoy [17], and Bejan and Mishkoy [4].

Consider a queueing system with a single device and r classes of
incoming requests, denoted by class 1, class 2, ..., class r, each having
its own flow of arrival and waiting line. Requests of a particular class
are served on one of the two following bases within their own line:

e a first-in-first-out basis (FIFO);
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e a last-in-first-out basis (LIFO).

Suppose that the time periods between two consecutive arrivals
of the requests of the class i are distributed identically and have a
cumulative distribution function (cdf) A;(¢), ¢ = 1,...,r. Similarly,
suppose that the service time of a customer of the class ¢ is a random
variable (rv) B; with a cdf B;(t), i.e.

]P)(Bz St) :Bi(t), 1= 1,...,7‘.

For conciseness let us call the requests of the class ¢ by i-requests.
We say that i-requests have a higher priority than j-requests if 1 <
1 < j < r. Thus, 1-requests are the requests of the highest priority,
whereas r-requests are of the lowest one. Device gives a preference in
service to the requests of the highest priority among those presented
in the system.

However, some time is needed for the device to proceed with a
switching from one line of requests to another. This time is considered
to be a random variable and we say that Cj; is the time to switch
from the service of i-requests to the service of j-requests, 1 < 1 < 7,
1 <j<r,i#j. Refer further to C;; as ij-switchover time with a cdf
Cij ().

Sometimes it is plausible to view the temporal structure of the
switchover time Cj; as a sum of two independent periods:

Cij =T; + Sj, i # 7, (2.1)

where T; is a (random) time of termination of all service procedures
referring to the class ¢, and S; is a (random) time of the arrangements
the device may need to start servicing the j-requests. Technically, this
phenomenon may be imagined as device’s passing through a special
neutral or null state — while proceeding with the ij-switching the device
needs the time 7; to get to the neutral state from class ¢, and it needs
the time S; to get further to the class j from the neutral state. We
shall call such switching policy by neutral state switching. Under this
policy the cdf’s of rv’s {T;};_; and {S;}]_; will be some known families
of functions {T;(¢)};_, and {S;(¢)};_;.
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2.2.1 Disciplines of service

Cousider two disciplines of service — both traditional in the theory
of priority queues: preemptive service discipline and non-preemptive
service discipline. It is assumed under the former discipline that any
request of the priority higher than the one that is being served inter-
rupts the service process and requires device’s switching to its class
immediately. Under the latter discipline, the request of a lower pri-
ority level will receive a complete service after which the device will
proceed with the switching, if needed. In both cases, on completion of
service of the requests of some class, the device will be ready to move to
the non-empty queue corresponding to the class of the highest priority
level presented in the system at that moment.

Preemptive service discipline. Consider different scenarios in
regard to the request whose service was interrupted:

1. preemptive resume policy — the interrupted request will be served
the residuary period of time after device’s return, i.e. the time
which this request would have been served, if its service was not
interrupted, from the moment of the interruption.

2. repeat again policies:

e preemptive identical repeat policy — the interrupted request
will be served again after device’s return. The service time
will coincide with the complete time this request would have
been served if its service was not interrupted.

e preemptive non-identical repeat policy — exactly as in the
previous policy, but the repeat service time is new, though
distributed in accordance with corresponding service law,
i.e. having cdf Bj(t) if the request to be served again is
from class i.

3. preemptive loss policy — the interrupted requests will be lost and
removed from the system.

Non-preemptive service discipline. There will be no imme-
diate interruptions of requests’ services under this discipline. Yet, on
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completion of service of each request (of several requests within a line),
the device is ready to move to the non-empty queue with the highest
priority level requests, if any are presented in the system and are wait-
ing to be served. Instead of the term non-preemptive service discipline
one can, following Gaver [9], use another name for this discipline —
postponable priority service discipline.

The postponable priority service discipline can be of different kinds,
as how the switching to higher priority requests is postponed:

1. request postponable priority service discipline — on completion
of service of any request, the device is ready to switch to the
non-empty queue of the higher priority requests.

2. e cxhaustive postponable priority service discipline — the de-
vice will be ready to switch to the non-empty queue of the
higher priority requests only and only when the queueing
line of requests, which are being served at the moment, be-
comes empty.

e gated postponable priority service discipline — exactly as in
the exhaustive postponable discipline with the difference that
the device will only serve those requests which came in the
system before the interrupting ones.

2.2.2 Switching

One should take into account that some of the incoming demands may
find the device switching to the requests of lower priority. Therefore,
by analogy with the service process disciplines, distinguish between the
following switching process disciplines: preemptive switching discipline,
preemptive neutral state switching discipline, non-preemptive switching
discipline, non-preemptive neutral state switching discipline.
Preemptive switching. Under the preemptive switching and pre-
emptive neutral state switching disciplines any ij-switching will be im-
mediately interrupted by k-requests, if and only if & < j, i.e., if some
higher priority requests enter the system. After interruption a new
switching to these requests is initiated. The two switching disciplines
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differ only in the absence/presence of the special null state — an inter-
mediate device’s state while switching (see definition of a neutral state
on p. 223).

Sometimes it is plausible to consider the preemptive type of switch-
ing involving neutral state, formally as in (2.1), where the termination
works T; are never interrupted. Call such type of switching pseudo-
preemptive switching.

Non-preemptive switching. Under the non-preemptive switch-
ing and non-preemptive neutral state switching disciplines no switching
can be interrupted by higher priority demands. The latter discipline
differs from the former one in the existence of an intermediate switching
state — neutral state, as introduced above.

Consider the non-preemptive neutral state switching discipline and
recall that the structure of the switching consists in this case of two
paths, as given by (2.1). Suppose that the device was found by a k-
request switching to the j-requests, where k£ < j, i.e. realizing some
ij-switching of the length Cj;. This moment could fall either on one of
the following two periods: switching to the null state (of the length T;)
or switching from the null state (of the length S;). Therefore consider
the following two subdisciplines:

e normal switching — the switching to the k-requests will be made
either after switching to the null state from i-requests (and then
its duration will be S) or after the switching from the null state
to the j-requests (and then its duration will be Cjy).

e postponable switching — the switching to the interrupting k-
requests is possible only after the ij-switching is completed (and
lasts then the time Cjy).

2.2.3 Behavior of the device in the idle state

We move now to the specifications of the device’s regimes in the idle
state. First, regardless the regime, let us assume that the device needs
some warming time to proceed with the switching or servicing when
the first customer comes in the empty system, i.e. after a period of
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idleness. This warming time is a random variable W with a cdf W (¢).
If the warming time is equal to zero (the device requires no warming),
then W (t) = H(t), where H(t) is the Heaviside function.

Following the tradition which takes its origin from the work of Gaver
[10] differ within the following modes of behavior of the device when
the system becomes empty:

e set to zero — upon the completion of service of the last request in
the system the device switches immediately to the neutral state.
If the first request which enters the empty system is a request of
the priority ¢, then the device proceeds with the switching of the
duration S;. Obviously, this regime is well defined in the systems
with the neutral state switching disciplines. However, one can
define the set to zero regime for the systems with the “neutral
state free” switching processes. For this, consider a neutral state
as a special state of device’s relaxation while being idle. Addi-
tional random times {C;};_; of post-warming switching will be
required to be specified then.

e look ahead — the device switches itself to the 1-requests’ line at
the moment the system becomes empty.

e wait and see — the device remains switched to the queueing line
of the last served request.

e wait for the most probable — the device switches to the flow
of the most likely to appear customers. To clarify, this can be
understood as follows. Let a;(t) = A}(t) be the density of the
i-requests’ inter-arrival times, ¢ = 1,...,r. Then, by the flow of
the most likely to appear customers understand the p-requests’
flow, where p = arg max ai(to+), where

tp = min sup t.
i=1,...,7 ai(t)=0

If p is not determined uniquely, then some additional considera-
tions may be taken into account — for instance, p may be taken
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as follows:
p = min{arg max a;(to+)}. (2.2)
K3

A large class of priority queueing systems is described. Essentially,
it comprises the systems defined by the following information and iden-
tifiers:

e arrival flows — distributions of inter-arrival times (for each flow);
e service times — distributions of service times (for each flow);

e switching times — specification of the switching type (neutral
state or not) and distributions of switching times;

e warming time — distribution of waiting times;
e order of service within a line (FIFO, LIFO);

e service discipline;

e switching discipline;

e behavior of the device in the idle state.

Adopt the generalization of the standard Kendall notation A4,|B,|1
for such systems with writing of an additional information on the iden-
tifiers listed above, which specify the system.

Example 1. The queueing systems with the Poissonian incoming flows
are of great importance in the theory and practice. In this case the
inter-arrival times are exponentially distributed, i.e. A;(t) =1 — et
1 =1,...,7, where A\, Aa,..., A\, are some non-negative real numbers
with the physical meaning of the flow arrival rates. A typical sys-
tem with the Poissonian incoming flows may be specified then as fol-
lows: FIFO M,|G,|1 “neutral state”-“request postponable ser-
vice discipline”-“preemptive switching” priority queueing sys-
tem with the “wait for the most probable” device’s regime.
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Here, the most probable requests are the p-requests, where p is deter-
mined from (2.2), i.e. p = min{arg max \;}, and it has a clear phys-
K3 T

ical meaning — p is the highest priority level of the requests among
those which have the greatest arrival rate.

2.3 Characteristics of system performance

Oue can specify many stochastic processes taking place in the described
queueing systems. Some of the characteristics of these stochastic pro-
cesses are of special interest and may well serve as system performance
characteristics.

Begin with the notions of busy period and idle period (or vacation
period). Call by the busy period the period of time during which the
device is occupied either with servicing of the requests or with the
switching. The notion of busy period is intuitively absolutely clear.
We shall call the periods of time which alternate busy periods by idle
periods. It is clear that a busy period follows some idle period and vice
versa.

Let II = {II;,II5,...} be consecutive busy periods of the system.
Note that in M,|G,|1 models II is a sequence of independent and iden-
tically distributed (iid) random variables with some cdf TI(¢), unless it
is the model with the “wait and see” mode of behavior of the device in
the idle state. Therefore, denote the random variable which has a cdf
I1(t) by II and refer to it as a busy period. Note that its distribution
I1(t) does not depend on the order of requests’ service (FIFO, LIFO).
We conjecture that all this is also true for the scheme “wait and see”.

Describe by vector m(t) = {mq(t), ma(t),...,m,(t)} € N*" the
state of the system at time ¢, where m;(¢) is the number of i-requests
in the system at time ¢. Here N* X Ny {0}. Denote by m(t) the
number of all requests in the system at time ¢. Thus,

m(t) = m(t).
=1
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Introduce also the following notations for c¢df’s of m and m:

0 . . .
P (t) < p (there are m; i-requests in the system at time ),

where m = (my,...,m,;); and

P, (t) E P (there are m requests in the system at time ¢).

The following rather abstract notions of wvirtual waiting time and
virtual sojourn time are very important in the theory of queueing sys-
tems and its applications. Counsider i-requests and ask the question:
what time should wait an i-request to get start served if it arrived in
the system at time ¢7 This time period can obviously be considered as
a random variable. Denote it by Wt(z) and call the virtual waiting time

of i-requests. Denote the cdf of Wt(i) by W(t,7), ie.
wO(t,r) =PW; < 7).

Analogously, the time that an i-request would spend in the system if it
entered the system at time ¢ is a random variable denoted by V; with
cdf Vi(t, 1), i.e.

vt T) =PV <71).

Note that the virtual waiting and sojourn times essentially depend on
the requests’ service order (FIFO, LIFO).

Introduce also the notion of a loss probability. Let

Pl(olg 5 U p (an i-request will be lost)
for the scheme “with losses”.

Stationarity. The notion of stationarity is very important in the
study of time-evolving stochastic systems. Usually the system is consid-
ered to be stationary if its behavior becomes stable and, in some sense,
settled down. Many system characteristics have stationary analogues
then and often these are very convenient for describing the settled sys-
tem behavior after some, may be quite long, period of time.

230



Generalized Priority Models for QoS and CoS Network Technologies

More formal means for the study of the stationarity in the family of
the systems considered here are provided by the theory of regeneration
processes and embedded Markov processes. General methodology here
is to discern some underlying, embedded process, say a (continuous)
Markov chain, in the main stochastic process, described, for example,
by vector m(t), and then to impose some restrictions on the system pa-
rameters to obtain the condition of stationarity. Often such condition
is just sufficient and usually it can be formulated in terms of some quan-
tity p which is then to be called a system workload, or traffic coefficient.
We shall call it a node traffic coefficient. Standard form of expressing
the stationarity of the system is an inequality of the following form:

p<l1. (2.3)

In the following section we will again point out the importance of this
characteristic for the network traffic analysis.

3 Performance characteristics of priority sys-
tems with switchover times

3.1 Busy period

The definition of the busy period in priority queueing models involving
switching is given in §2.3.

3.1.1 Motivation

The notion of the busy period is a very important notion. It is re-
ally important to know how busy periods are distributed in order to
evaluate the system performance and the load of the device.

It may also be useful and necessary to evaluate the busy periods
when we want to find some other characteristics of a queueing system,
such as queue length or server’s state, for instance.

Let Py(t) be the probability of the event “there are m

. . o}
(mq,...,m;) requests in the system at time ¢.” Define P(z,t) )
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> Pm(t)z™, where 2™ = 2{"* ... 2], z; € [0,1]. Then, the Laplace-
m>0

Stieltjes transform
o«

p(z,s) = /e_Sth(z,t)
0

of this generating function may be determined with a help of the fol-
lowing

Theorem 2. ([19]) The Laplace-Stieltjes transform p(z,s) of P(z,t)
in M,|Gr|1 can be found as follows:

1+ on(z,s)

p(z:) = s+o—om(s)

where on(z,8) = o,m(2,8) may be determined from the following re-
current equation

oTk(2,8) = op 17k _1(2,8) + Yk_1(8, 2) vk (2, 3) (3.1)
hi(z, s)
Zp — hk(S + [U — Az
+ o 1mk_1(s + M) — o7k (s)], where
’)’kfl(s, Z) = kal[ﬂkfl(s + [U — )\z]k) — 71']6,1(3 + )\k)] + )\kzk, (3.2)

[Ve—1(s; 2)vi (s + [0 — Az]g)
Ik)

and [0 — Azl = > A(1 — zx); hyx and v should be specified for a
i<k

k
certain discipline (e.g., see Theorem 3). Here o := ) ;.
i=1

In this theorem hy is a LST of a k-service period Hy — the time
which starts when a k-request enters the server and finishes when the
server is ready to serve the next k-request queueing in a respective
waiting line; vy is a LST of k-switching period Ny — the period of time
starting from the switching to k-requests’ waiting line and ending when
the server is ready to serve k-requests.

To summarize: to know how the busy periods are distributed is to
be able to evaluate many other system performance characteristics.
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3.1.2 Traffic coefficient and the generalized Kendall equation

We give here more details on node traffic coefficient and its connection
with busy period in systems M,|G,|1. We assume, that C;; = Cj,
independently on 3.

The following result is due to Mishkoy [19].

Theorem 3. For the system M,|G,|1 under preemptive discipline and
scheme “with losses” the following equations hold

Of—1
Ok

Ak
+ — 7k (s),
Ok

7I'k(8 = [7(/9,1(8 + )\k) + 5k,1(s)uk(3 + )\k[l — fk(s)])] (3.3)

Tk (s) = vk(s + Me[L — 7k (s)]) 7 (s), (3.4)
T () = (s + A[L — 7x(s)]), (3.5)
k(s + ok 1)
vE(s) = e ) 3.6
R T ) o
hi(s) = Br(s + ok-1) (3.7)
Sikﬁ[l — Be(s + op_)me—1()vk(s), k=1,....7,
mo(s) = 0. (3.8)
The condition of stationarity is
pr= Aibp <1, (3.9)
k=1
where by = fj_l;g?lll, and
1 1
b= ...0; 1], 3.10
! "o 1ci(oi1) Biloi) ] (3.10)
o =1, (3.11)
. T . 1
o, = 14 Zi=%imiz1 () —1). (3.12)
0i1 ci(oi-1)
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Here p, is nothing but the node traffic coeflicient p.

The condition (3.9) means that II(¢) is a proper cdf, i.e. busy peri-
ods are almost surely of finite length. This is an important condition
for the QoS traffic analysis, as it is useful for nodes’ overloading control.

Note, that the moments of both cycles and busy period may be
easily obtained by differentiating their Laplace-Stieltjes transforms at
zero. Note also, that the equations (3.3) and (3.5) can be viewed as
generalizations of the classical Kendall equation for the LST of busy
period in M,|G,|1. It is really necessary to solve the system (3.3)-
(3.8) for the values of 7;(\;) as these are required for the evaluation
of the traffic coefficient. Moreover, if one has to get more complete
information about distribution of busy periods, then one should be
able to solve the mentioned system at any non-negative point s and to
invert (numerically) the Laplace-Stieltjes transform.

3.1.3 Examples and numerical methods

Cousider the systems of described above type with “degenerated” (i.e.
null, zero) orientation time. The following typical result is known from
[11] (we give it in a short form, more suitable for our needs now).

Theorem 4. In M, |G,|1(scheme “with losses”) the following system
of functional equations

hi(s) = Br(s + oh-1) + 571 = Br(s + op—1)]m-1(s),

Trk(8) = (s + Ak — Memrr(s)),
Tki(8) = Te—1,4(s + Ak — Memee(s)), i=1,... k=1

akwk(s) = Zk: )\j7rkj(s)
j=1

determines unique functions hy(s), 7gi(s), 7k (s) (i,k =1,...,r), which
are analytical in the half-plane Rs > 0, where |hy(s)| < 1, |mpi(s)| < 1,
k=1
: Aj
|mk(s)| < 1. Moreover, if p := A\ fn +J§1 ifjl[ﬂjﬂl(aj) —1] <1 then

hi+1(0) = 7(0) = 7,(0) = 1, and no one equality holds otherwise.
Here (11 := [ tdBi(t) and my(s) = 0.
0
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Functions 7 (s), 7 (s) included in the expressions above are LST’s
of cdf’s of some supplementary time intervals. Specifically, m,(s) is
nothing but a LS[II(?)], i.e. the Laplace-Stieltjes transform of the cdf
I1(¢). Note, that this theorem can be easily derived from the more
general result provided by Theorem 3.

These examples of relatively simple priority queueing models show
that it is necessary to develop numerical methods of their analytical
description.

For some of the described schemes such numerical algorithmms have
already been developed and applied in [3]. The work is in progress to
provide the numerical algorithms for all the schemes from the classifi-
cation given in Section 2.

4 The problem of the input flow type and imi-
tation modeling of priority queueing systems

In the previous section we have proposed a wide range of priority queue-
ing models to describe processes taking place in communication and
information networks. As it has been already pointed out, in order to
design better communication network and to provide higher level of
quality of service, it is really important to be able to evaluate network
performance parameters. We concentrated ourselves on node traffic
characteristics and we described complex priority queueing models with
switching.

One of the crucial cornerstones of queueing theory traditionally was
the assumption that queues and incoming requests can be modeled as
continuous-time Markov chains. Alternatively, one can distinguish an
embedded Markov chain and still perform the analysis of a system.
This allowed to make extensive use of the exponential distributions
and memoryless properties in the study of such systems.

However, it has been recently discovered that, in practice, flows
of incoming requests in queueing systems may exhibit some additional
statistical properties that cannot be ignored in the theory. For instance,
it has been found that traffic in communication networks can exhibit
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such phenomena like self-similarity, long-range dependence and bursti-
ness. In such cases development of traffic models is more sophisticated
and analytical methods became less powerful. Zwart [28] notes that a
careful statistical analysis in [18] showed that Ethernet LAN traffic at
Bellcore exhibits these properties. It also behaves extremely bursty on
a wide range of time scales. Among other sources that confirm that
discussed phenomena take place in today traffic we mention [5], [22],
[23], [26], [27].

Yet, one of the alternative ways of study of such systems is the
method of #mitation modeling. One can choose different tools and
methodologies to use this method in the context of telecommunica-
tion technologies, and, particularly, in the context of wireless systems:
[8], [13] (using OPNET), [14] (using stochastic Petri nets), etc.

We ounly concentrate ourselves here on the priority systems de-
scribed in Section 2. As it has already been pointed out, the assumption
about non-Poissonian nature of arrival flows makes analytical methods
to be less efficient in providing information on the system performance
characteristics.

Let us assume that instead of M, |G,|1 priority queueing system
with switchover times a G,|G,|1 system is studied and it is the sys-
tem of interest in providing a corresponding node QoS. The simulation
package of classes PQSST by Botezatu and Bejan [6] can be efficiently
used for these purposes. It was designed to provide simulation tools
of the performance analysis of systems G,|G,|1, supporting all the dis-
ciplines described in the previous section. In this package the inter-
arrival and service times for each flow can be chosen to be of one of
the following probabilistic laws: Arcsine, Beta, Chi Square, Constant,
Erlang, F-Ratio, Gamma, Logarithmic, Lognormal, Parabolic, Pareto,
Power, Rayleigh, Triangular, Uniform, Weibull. The package is im-
plemented as Java applet which is accessible online at the following
address: http://vantrix.net/queues/applet.htm

Original data and system representation algorithms were used in
the package PQSST which are based mostly on an object-oriented ap-
proach in modeling of such systems (e.g., see [12]).

The package PQSST allows to obtain full chronology of the sys-
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tem under study. Additionally, it provides summary on busy periods
statistics, idle periods statistics, mean waiting times of requests, loss
probabilities (see § 2.3).

It is believed that the package PQSST will be of real interest for
those interested in performance analysis of priority queueing systems
with switchover times, and particularly, in the context of QoS provision
in communication traffic systems.

5 Example of network modeling with priority
queueing systems

We continue with an example of usage of the described systems. This
example is based on a Cisco Priority Queueing technology which is
described in [15].

Priority queueing is useful for making sure that mission-critical traf-
fic traversing various WAN links gets priority treatment. For example,
Cisco uses priority queueing to ensure that important Oracle-based
sales reporting data gets to its destination ahead of other, less-critical
traffic. Priority queueing uses static configuration mechanism and does
not automatically adapt to changing network requirements. In this ex-
ample prioritization represents the process of placing data into four lev-
els of queues: high, medium, normal and low. This is shown schemat-
ically in Figure 1.

It is easy to see that this process of prioritization can be modeled
as G4]|G4|1 priority queueing system with postponable priority service
discipline and correspondingly chosen densities a;(t) and b;(t) of inter-
arrival and service times, respectively (arrival process can be complex
and exhibit such properties as self-similarity, long-range dependence,
or burstiness, as discussed above). The discipline of switching can also
be appropriately chosen.

However, one might prefer to consider a service discipline other than
non-preemptive one (as postponable service discipline is, accordingly to
the classification given in the previous section) in order to minimize
mean waiting times of the packets, for instance. The package PQSST
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Figure 1. Priority Queueing Places Data into Four Levels of Queues:
High, Medium, Normal, and Low (reproduced from CISCO documen-
tation [15]).

may be useful for these purposes, unless the incoming flows are of
Poissonian type (analytical methods can be applied then).

6 Concluding remarks

We described in this paper a large class of priority queueing systems
involving switching as a class of adequate models of the phenomena
which take place in a network. The performance analysis of such sys-
tems may essentially influence the ways of estimating and providing a
respective level of QoS in networks via estimating nodes QoS’s.

One of the most important characteristics of the priority queueing
systems is the node traffic coefficient p. This quantity plays the crucial
role in estimation of the node QoS. The role of the stationarity condi-
tion of the form (2.3) (or, for instance, of the condition (3.9) for the
system M,|G,|1 under preemptive discipline and scheme “with losses”
with zero switchover times) has been discussed. This is an important
condition on a way of providing network QoS. Note, that if at least
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one of the node traffic coefficients of a network is equal or greater than
zero, than the corresponding nodes becomes overloaded (busy periods
are of infinite length with probability one).

It has been pointed out that special numerical algorithms and
schemes should be elaborated in order to estimate node traffic coef-
ficients in the systems of general type. As it may be easily seen from
the results of Theorem 3 and Theorem 4 the problem of estimation of
node traffic coefficients is closely related to the problem of the busy
periods’ estimation.

It will be shown in further research that the blocking probability
(which is one of the main QoS characteristics) can also be expressed
with the help of the system of functional equations of the form (3.3) -
(3.5). It has been mentioned that the system (3.3) - (3.5) represents
a generalization of the well-known Kendall equation. Similarly, the
result of Theorem 2 can be viewed as a generalization of the classical
Pollaczek-Khintchine formula.

Yet, an alternative method of study of the considered system is the
method of imitational modeling, which was applied to the described
systems: the package P@QSST has been designed to imitate such sys-
tems and estimate empirically their most important performance char-
acteristics.

In this paper we suggested to relate network QoS characteristics to
node QoS characteristics on a qualitative level. It is a matter of future
work to propose such a connection on a quantitative level.
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Balkan Olympiad in Informatics for school students

In the period of 07.07-13.07.2007 the XV-th edition of Balkan Olym-
piad in Informatics (http://boi2007.edu.md) was held in the capital
of Moldova — Chisinau. 36 school students from 8 countries (Bosnia,
Bulgaria, Cyprus, Greece, Moldova, Romania, Serbia, Turkey) took
part in that forum. The results of this contest are in Table 1.

The places, which countries-participants took according to the num-
ber of students’ Gold, Silver and Bronze medals, see in the Table 2.

Table 1:

# Medal | Name Country

1 Gold Rostislav Rumenov Bulgaria

2 Gold Tonescu Bogdan-Gabriel Romania

3 Gold Airinei Adrian Romania

4 Silver Miklos Homolja Serbia

5 Silver Mantoulidis Christos Ap. Greece

6 Silver Ivan Labath Serbia

7 Silver Svilen Marchev Bulgaria

8 Silver Iskren Chernev Bulgaria

9 Silver Tataroiu Bogdan-Cristian Romania

10 Bronze | Kaan Soral Turkey

11 Bronze | Miroslav Bogdanovié Serbia

12 Bronze | Boreico Iurie Moldova

13 Bronze | Ibrahim Numanagic Bosnia & Herzegovina

14 Bronze | Iacob Alexandru Moldova

15 Bronze | Dragus Marius-loan Romania

16 Bronze | Emil Ibrishimov Bulgaria

17 Bronze | Ahmet Ridvan Duran Turkey

Table 2:
Place | Country Gold Silver Bronze
1 Bulgaria 1 2 1
2 Romania 2 1 1
3 Serbia 2 1
4 Greece 1
5 Turkey 2
6 Moldova 2
7 Bosnia and Herzegovina 1
3 6 8
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Instructions for authors

The Computer Science Journal of Moldova (CSJMol) is issued three
times a year by the Institute of Mathematics and Computer Science of
the Academy of Sciences of Moldova.

The Journal publishes articles and short communications on: Com-
puter System Organization, Software, Theory of Data, The-
ory of Computing, Computing Methodologies and Applica-
tions, Discrete Mathematics and Graph Theory, Artificial In-
telligence, Operations Research, Mathematical Programming,
Numerical Analysis, Applied Probability and related topics. We
welcome appeals from organizations and individuals to advertize soft-
ware products.

Papers are submitted in English only.

The Journal is computer-typeset. We require texts in the form of
electronic manuscripts in LaTeX and figures in ”"eps” format. Except
computer files, authors are to present at least one hard copy signed by
all co-authors in the first page.

The main policy is to publish papers ”as-is”. The authors are fully
responsible for the content, presentation and global typesetting aspects
of the text. The editorial board reserves the right to review the papers.

The order is as follows: title, author’s name, abstract, main body
of the paper including tables and figures, appendices, references, post
and e-mail addresses of the authors.

The computer-readable texts and hard copies should be sent to:

Dr.S.Cojocaru

Institute of Mathematics and Computer Science, 5 Academiei str.,
Chisinau, 277028, Moldova

Phone: (373+2) 72-84-14

E-mail: csjmol@math.md
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