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#### Abstract

A new type of structures called "universes" is introduced to subsume the "von Neumann universe", "Grothendieck universes" and "universes of discourse" of various theories. Theories are also treated as universes, "universes of ideas", where "idea" is a common term for assertions and terms. A dualism between induction and deduction and their treatment on a common basis is provided. The described approach referenced as "universics" is expected to be useful for metamathematical analysis and to serve as a foundation for mathematics. As a motivation for this research served the Harvey Friedman's desideratum to develop a foundational theory based on "induction construction", possibly comprising set theory. This desideratum emerged due to "foundational incompleteness" of set theory. The main results of this paper are an explication of the notion "foundational completeness", and a generalization of well-founded-ness.
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## 1 Introduction

"Universics" is the term used by philosophers for the approach, which presupposes the treatment of any object from the perspective of the whole Universe, as if "the object was made in the image of the Universe". This is a limit case of the "holistic approach", when the "whole" is chosen to be the "maximal whole", i.e. "the Universe". The term "universics" was coined in the form of plural of modifier "universic" (similar to "mathematics" which comes from modifier "mathematic",

[^0]"related to knowledge") - a term customarily used for a feature of an object, whereby the Universe "reflects" in the object.

The "reflection principle" in set theory states that in any universe of discourse of a full-fledged set theory there are sets which "reflect" the features of the universe; examples of sets which are in the image of the von Neumann universe are Grothendieck universes. Thus, universics is not new to set theory domain. The goal of this paper is to give to universics the features of a mathematical discipline with its specific methodology, in particular, manifesting as (a) treating both theories and their universes of discourse on equal footing, as "universes", and (b) treating induction and deduction as dual notions.

A term which sounds to be closely correlated with "universics" is "multiverse", used to refer to the multitude of set theories viewed from the perspective of their universes of discourse - a multitude, which emerges due to various methods of constructing universes, among which the best known is "forcing method" $[1,2]$. The difference between two approaches is that universics is a theory of separate structures called "universes", whereas in the approach using the term "multiverse", all such structures are treated as parts of a "multiverse".

The Grothendieck universes were introduced as a foundation for category theory - a foundation needed due to the fact, that the main concepts of this theory cannot be expressed in terms of sets, as this is explained next. Really, the "category of categories" is one of the key concepts of category theory, since "functor", "adjointness", "natural equivalence" and other central notions, which determine the value of this theory, are defined proceeding from the supposition that "category of categories" exists. But the existence of such an object presupposes the existence of the "class of classes" - a concept which is "contradictory by definition", since no proper class can be member of another class. Moreover, category theory uses such notions as "functor of functors", which imply existence of "proper classes of proper classes" - objects inadmissible in any set theory or class theory. Thus, since there are mathematical concepts, which cannot be expressed or represented in ZF set theory or NBG (von Neumann-Bernays-Godel) class theory, these theories cannot be said to be "foundations for mathematics".

On the other hand, surprisingly or not, only one of the Grothendieck universes turns out to be sufficiently rich to serve as a "foundation for mathematics" - true, to the same extent as set theory is, that is, as an "incomplete foundation". Merely this fact calls to have clarified the notion "foundational completeness" used by Harvey Friedman in a message to the automated email list "Foundations of Mathematics" (https://cs.nyu.edu/pipermail/fom/1997-November/000143.html). As he wrote, set theory "does not come close to doing everything one might demand of a foundation for mathematics" and it cannot be said to be "foundationally complete" for mathematics. Despite that this is an intuitively clear notion, Friedman mentions that he does not know how to define it. In universics this term will obtain a natural explication and this is one of the main results of this paper.

In addition to the strong conceptual arguments mentioned above to support the statement that set theory is foundationally incomplete for mathematics, there are reasons supporting the thesis that set theory is also foundationally incomplete for informatics (here, the term "informatics" is used to reference mainly the "data structures" used in computer science). Namely, set theory is too poor for representing the data structures used in informatics. On the other hand, no arguments were found in favor of the thesis that category theory, founded on Grothendieck universes, or just these universes alone may be foundationally incomplete. Therefore, a theory of universes, among which are also the Grothendieck universes, can be expected to be a foundationally complete theory. Based on this thesis, the axiomatic system of universics introduced in this paper is expected to be of good service to both mathematicians and computer scientists.

As an informal theory, universics was developed in [3, 4], where "universes" were treated as the largest structures, similarly to how the proper classes called "universes" are treated in set theory. There are, though, two major differences between set theory and universics, namely: (a) set theory studies conceptions which are obtained by abstraction from any kind of order, but the "universes", about which universics discusses, are structures; universics is a "structuralist" theory, (b) set theory studies "small scale" universes (see section 2.), but
universics studies any structures, even though it could be said to be focused on "large scale" universes. The first attempt to present universics as a framework of axiomatic theories was undertaken in [5].

In papers [3] and [4], any structure was considered built by repetitive application of three operations, called "aggregation", "association", "atomification" - operations for building sets, ordered pairs and atoms, respectively. The reason for the choice of these notions as a starting point in building a foundational theory is the belief that the notions "set", "ordered pair" and "atom" are sufficient to serve as a "conceptual orthogonal basis" for a universe of concepts. This conceptuality is intended to describe the "fabric" of a universe, and could be called "small scale universics". The current paper presents a theory of structures called "universes", which can be called "large scale universics". Since the "fabric" of a universe is irrelevant here, any knowledge of $[3,4]$ is not required for understanding the current paper.

## 2 On the terminology and conceptuality used in metamathematics

The terms used in a meta-discourse necessarily contain an amount of ambiguity, but one of the goals of universics is to serve as a language of metamathematics. Therefore, this section is intended to sort out some of the terms used in metamathematics and contribute to their precise use. Several other terms used in metamathematics will get a precise treatment later, when these terms will be explicated. In order that a term needing clarification can be easily found while reading the main text, the terms explained in this section are italicized.

A universe of discourse is correlated with a theory, which is said to "discuss about" the entities populating this universe, but to "describe" the universe (as a whole). The distinction between to "discuss about" and to "describe", is that one discusses necessarily about objects within a "universe of discourse", but one can describe something, which is not in a "universe of discourse" - say, one can describe the (whole) "universe of discourse", informally or by (the axioms of) a theory.

There are clearly specified universes (like Grothendieck universes), for which no theory describing them have been presented; about these they discuss informally. Also, the von Neumann universe was invented as a view upon the totality of sets and only later it was found that ZF theory extended with terms for ranks of the sets can describe it. Finally, two theories may have the same universe of discourse. These arguments support the treatment of the notion "universe" as a notion on its own, prior for it to be correlated with a theory with this universe as its "universe of discourse". Thus, in this paper the term "universe" will be used without necessarily being followed by the phrase "of discourse".

The term "universe of discourse" of a theory was introduced by George Boole (the inventor of the "algebra of logic") and this term turned out to be very useful in the early days of metamathematics, but later, this term created difficulties, for example, when it was used for a theory treated (itself) as a universe. Currently, the term "domain of discourse" is preferred (say, a search in Wiki of the phrase "universe of discourse" will result in an article titled "Domain of discourse"), even though it did not replace the term "universe of discourse", which remains as its synonym.

In universics, the notion "universe" is treated on the same footing as the notion "theory", and the phrase "universe of discourse" may create even more difficulties in forming correct expressions. But, the term "domain of discourse" will not be used in this paper, and the term "universe of discourse" will not create problems, since it will be used only in proper contexts. Also, another phrase starting with particle "of" will follow the word "universe" according the "pattern" of forming the term universe of sets customarily used interchangeably with the expression "the universe of discourse of (a) set theory". Similarly, the terms universe of ideas (as a generalization of "theory"), universe of objects (for the universe described by a theory), universe of structures (for any of the previous two) will be here preferred to the longer expressions using the phrase "of discourse".

Fraenkel used the term "object" for the entities in a universe, and since anything populating a universe is called "object", the expression "universe of objects" does not sound to be always convenient. There
is, though, a special case, when this term is the most appropriate one, and only this case occurs in this paper - this is when one opposes a "universe of ideas" to a "universe of objects". Thus, the term universe of objects will be used here to express a meaning opposed to that of the term universe of ideas. The totality of relationships between elements of one of these universes with those of the other universe is called here reflexion - a generic term for both the "interpretation" of elements of the universe of ideas into the universe of objects, and for the inverse relations of "naming" and "describing" the latter through the former ones.

An example of a "universe of objects" is the totality of all the things called "sets", "classes", "classes-as-many" (a term introduced by Russel to refer to collections which reflect the plural of a noun; the regular classes were shown to incorrectly reflect it), "multi-sets", or "aggregates" (a generic term introduced also by Russel seemingly for any kind of set-like objects). Here, the term "aggregation" instead of "aggregate" is preferred for any "set-likes" - both because this term is widely used in computer science, and in order to avoid confusions with many "theories of aggregates". Accordingly, the "universe of aggregations" refers to a universe containing any set-likes.

The term collection is commonly informally used for a notion generalizing the notions of set and of class. A collection is presupposed to have no repeating elements, i.e. to be really a set or a class, so that the "universe of collections" satisfies the extensionality axiom - an axiom, which occurs in all mainstream set theories. Mathematics does not seem to be same focused on multi-sets as it is on collections. Here, the "universe of collections" is considered as the most important universe for the metamathematics of the foundations of mathematics. On the other hand, the set-likes used in building data structures of informatics, obviously, do not satisfy the extensionality axiom. Therefore, here, the "universe of aggregations" is considered as the most important universe for the foundations of informatics.

The term "collection" is convenient in metamathematical analysis, especially, when the notion of "size" (see below) is irrelevant to the topic of discussion. In set theory, a set is treated as a class which is a
member of another class. There are also classes which are not members of other classes, and these are called "proper classes". Similar to category theory, in metamathematics, the modifiers "small" and "big" are appropriate to modify the noun "collection" in order to distinguish between sets and proper classes in this manner: "small collection" as synonym for "set", "big collection" as synonym for "proper class".

The modifiers "small" and "big" reference two values on a scale called "size" expressed in terms of membership relation " $\in$ ". Namely, a "big collection" is a maximal collection within the universe of collections governed by the membership relation, and a "small collection" is not maximal in this universe. This dimension can also be referenced as "height/depth" (depending on the perspective from which the membership relation is viewed). Accordingly, in category theory, a category with a big collection of objects and morphisms is said to be a "big category", and one with such a collection small, is called "small category".

The universe of discourse of a set theory, let this be ZF, is a proper class (i.e. a "big collection"), but there are also other proper classes, and a question arises: "what singularizes the universe of discourse of ZF among other proper classes making it a 'universe' ". This question cannot be answered in terms of "size", as this term is used today. To answer it, yet another dimension needs to be considered - one which is referenced here as "extension" in this manner: a collection C will be said to have a smaller extension than a collection D , if $\mathrm{C} \subseteq \mathrm{D}$. Notice, that in addition to being "big" in size, the universe of discourse of $Z F$ has the largest extension, and this answers the question regarding what singularizes the universe of discourse among other classes. To account for both "size" and "extension" dimensions, in universics the terms small scale and large scale will be used.

Finally, notice that the word "idea" is treated here as a term. Notice, that logicians consider the things used in a theory to be of two kinds - "notions" and "assertions" and they use the generic term idea for them (here, the "notions" can be - "properties", "relations", "functions", "operations", etc.). A theory is also an "idea" which can be treated as an inhabitant of a universe of ideas, and if a universe of ideas is populated only by theories, the universe is called "universe of
theories". In universics, this is an important universe, without which such notions as "foundational completeness" cannot be explicated in precise terms.

Due to the special role of the universe of theories, certain terms like "foundation", "foundational", "fundamental" which will be explicated here, will be borrowed from it for describing (any) structure called "universe". In particular, the term "foundation of a theory" will be preferred to the term "basis of a theory". This borrowing of terms "from above", considering them as "more general", will provide for a uniform treatment of any universes and will help discover (maybe, totally unexpectedly) similarities between apparently distant notions.

## 3 What is a universe?

Since the notion "universe" originates in logic (if only set theory is considered as a chapter of logic), one can get a hint on what kind of mathematical structure might be a universe exactly from logic, and namely from the definition of the notion "axiomatic theory", or shorter, "theory". Logicians define a theory as having a "basis" consisting of ideas of two sorts - "basic notions" and "axioms" and consider the other ideas of the theory as obtained either by definition or deduction. A common term used here for basic notions and axioms is the term "axiom". Also, since the process of definition and the process of deduction are similar, the term reduction is customarily used for both these processes. According to definition of "theory", a theory uses two sorts of entities - notions and assertions. But the notions can be missing from a theory, and this can be a "theory of assertions". Similarly, by admitting that the assertions can also miss from the theory, one gets a "theory of notions". Customarily, the logicians do not use such "theories", but nothing in this definition prevents these from being "theories". Any of these structures is referenced as 'universe of ideas".

Proceeding from the definition of the notion "theory", and recalling that we prefer the term "foundation" to the term "basis", the notion "universe" is defined here as a triple ( $U, F, R$ ), where $U$ is a collection called support, $F$ is a subcollection of $U$ called foundation, and $R$ a
binary relation on $U$ called reduction relation. As per usual practice for other types of structures, a universe and its support will be denoted and referenced by the same name or notation.

The notion defined next is not primitive, i.e. it does not occur in definition of "universe", but it is the same important as the notion "foundation", since it can be treated as its dual and called "cofoundation". But this notion is intended to serve as an explication of a notion informally treated in $[7]$ and its name is taken from there. Namely, the collection $U \backslash F$ (complement of $F$ in $U$ ) is called superstructure of the foundation $F$ in universe $U$.

In this paper, the meaning of symbol turnstile " $\vdash$ " used in sequent calculi is extended to denote the reduction relation correlating any ideas, assertions or notions. A "universe of ideas" is treated as a simple mathematical structure denoted as a triple ( $U, R$, " $\vdash$ "). Moreover, the use of turnstile symbol will be further extended to stand for arbitrary binary relations. This complies with its use in an increasingly "generic" manner in so called "sub-structural sequent calculi", where this relation is not even supposed to necessarily be reflexive and transitive.

Reduction is to be treated as a "generalization" of many relations between different types of objects. Here, "generalization" is used within quotation marks to emphasize that various other kinds of relations are not really "partial cases" of reduction - they are "reducible to reduction". This means that reduction is a fundamental binary relation and even "generalization", whatever this is, must be treated in terms of reduction.

The ideas about objects and the objects (themselves) abide in a relationship called here "reflection", and the supposition is made that this relation, similar to a "homomorphism", "projects" the same structure "universe" from ideas onto objects. Therefore, a "universe of objects" will be considered here to be the same type of structure as a "universe of ideas". In this manner we came to a definition of the notion "universe", applicable both to theories and to (their) universes of discourse.

One may wonder why the notion of theory is "replaced" with the notion "universe of ideas". Aside from getting to treat theories and
their universes of discourse on the same footing, there are also other benefits from this "replacement". To illustrate this, notice that alongside many alternative "set theories", there is also one discipline called "set theory" and this kind of "theory" defies any definitions given by logicians. The theories like "set theory" turn out to be "universes of ideas", with a foundation consisting of assertions generally accepted as being about the conception "set". Such theories are referenced here as "informal theories".

A remark is also in place regarding the treatment of reduction as a binary relation. Notice, that in case of deduction, in a correlation like " $x \vdash y$ ", $x$ is a list of assertions and $y$ is one assertion, things of different sorts. This forces considering both the lists of assertions and the assertions as things of one sort, "object". Similarly, a notion is generally reducible to a set of other notions and a "set of notions" is of a sort different from "one notion". This forces considering reduction of notions also as a relation between things of the same sort, "ideas". The reason why reduction is treated as a relation between two things, and not between one thing of a sort and many things of the same sort, is that the reduction relation implicitly presupposes the existence of a multitude of things to which one thing is reducible. It is exactly this implicit presupposition which made possible development of an alternative set theory to be presented in a future paper.

The symbol " $\dagger$ " symmetric to " $\vdash$ " will be also used. The formula " $x \dashv y$ " is read " $x$ is reducible to $y$ " or " $x$ is generated from/by $y$ ", and is called "direct presentation" of reduction ("direct", because the order of arguments in formula and in English expression coincides). This "presentation" is more convenient in many cases. The formula " $x \vdash y$ " is read " $x$ reduces to $y$ " or " $x$ generates $y$ and is called "inverse presentation".

As a standard notation for the property "to be a member of foundation" can serve the symbol of reduction "ㅏ" used as a unary predicate symbol as in expression " $\vdash x$ " (which is regularly used in sequent calculi), and symmetrically, the symbol " - " like this: " $\mathrm{x}-\mathrm{"}$ ". Notice, that the notations " $x \vdash$ ", " $\dashv \mathrm{x}$ " have another meaning, and in order to avoid confusions, remember for this meaning to place the argument against
the "dash", and not the "bar", of the turnstile symbol. Such use of the symbol of reduction for a unary predicate symbol shows that the property "to be in foundation" can be intuitively treated as a "rudiment" of the relation "to be reducible to".

The reason why we focused in so much detail on the two presentations is due to our treatment of induction and deduction as two principles "dual" to one another, i.e. as de facto one principle governing the two symmetrical universes - the universe of ideas and the universe of objects. It sounds like a good practice to use the symbol " $\vdash$ " for deduction and its generalizations, and the symbol " - " for all other cases. Also, it is not easy to remember which presentation is "direct" and which is "inverse", but the terms "deductive presentation" and "inductive presentation" are more suggestive and will be preferred (it will become clear later, why "inductive"). This notation practice suggests that membership relation " $\epsilon$ " is treated as "dual" to deduction "in a certain sense", and this sense will become clear after precise terms are introduced in the next section. Meanwhile, here are two important classes of universes, dual to each other.

1. ( $V, F$, " $\in$ "), where $V$ is the universe of discourse of a "collection theory" (a set theory or a class theory), and $F$ is the set of its atoms. Call this kind of universes "collection universes".
2. ( $U, F$, " $\vdash$ "), where $U$ is the set of formulas in a predicate language, $F$ is a subset of closed formulas from $U$ considered as axioms, and " $\vdash$ " is the symbol of deduction. Call this kind of universes "deduction universes".

The intuitive meaning of the notion "foundation of universe" is "the totality of all objects from which all objects in the universe can be "built" or "deducted", where "to build" and "to deduct" are described as "dual" actions to one another. The set of atoms is the foundation of a collection universe, and "the set of 'possible axioms', i.e. of formulas from which the axioms for axiomatic theories can be selected" is the foundation of the deduction universe. From this treatement it follows that the notion of deduction universe can be treated as an explication of an "informal theory", since an informal theory is said to be "axiomatized" by an axiomatic theory, and such axiomatization is nothing else,
but selecting a set of axioms from among the assertions considered as "fundamental" for the conception of "set".

Notice, that the foundation of a collection universe without atoms is the empty set. Thus, the empty set the existence of which is required in any set theory is to be treated as a foundation, which is "mandatory". This shows that even though the "universe of discourse" of set theory is customarily said to be (just) a "class", it is actually treated by set theorists as a full-fledged "universe" as this notion is defined in this paper! Here is a statement of Friedman, which sounds relevant to this: "The viewpoint is that the empty set of set theory has a unique unequivocal meaning independently of context".

## 4 Basic notions related with universes

The first "basic notion" defined here is easier to be understood if the reduction is denoted in its "inductive presentation", i.e. as " - ".

Definition. A sub-collection $X$ of a universe ( $U, F$, " - ") is called transitive collection in universe $U$, if the following condition, called fundamentality principle, is satisfied:

$$
\begin{equation*}
(\forall u, v \in U)((v \in X) \&(u \dashv v) \rightarrow u \in X) . \tag{1}
\end{equation*}
$$

The inductive presentation of reduction was preferred, because if reduction is membership, then what was defined above is exactly the well-known property for a sub-collection of a universe of sets to be called "transitive". In a dual presentation, this condition is a kind of "dual modus ponens" law for a sub-collection:

$$
\begin{equation*}
(\forall u, v \in U)((v \in X) \&(u \vdash v) \rightarrow u \in X) . \tag{2}
\end{equation*}
$$

A universe is called fundamental, if its foundation is transitive. The mainstream collection universes, where reduction is membership, are trivially fundamental by definition of atoms (see section 6). The nonmainstream collection universes, like the universe of discourse of Aczel's set theory with the "anti-foundation" axiom, are also fundamental. Basically, all theories of sets are fundamental, trivially or non-trivially.

The deduction universes are "fundamental" only if condition (2) is satisfied. Even though modus ponens is the main law in the axiomatic theories, the "dual modus ponens" law (2) might not hold for a deduction universe. At this point, it is appropriate to explain this term. Notice, that unlike the modus ponens law (also called "detachment law"), where the consequent is "detached", in (2) the antecedent is "detached", and this explains the use of the word "dual". For comparison, notice that if the subcollection $X$ is a theory, then the (regular) modus ponens law, which holds for the theory, looks like this:

$$
\begin{equation*}
(\forall u, v \in U)((u \in X) \&(u \vdash v) \rightarrow v \in X) . \tag{3}
\end{equation*}
$$

The intuitive meaning of "fundamentality principle" is expressed by this reading: "if an idea is fundamental, then another idea to which it can be reduced is also fundamental". This principle makes little sense for axiomatic theories, where the axioms are already chosen as the "fundamental ideas", but it makes a lot of sense for informal theories. So, the intuitive set theory is an informal theory - it is a universe of statements among which some statements are considered as mandatory for describing the conception "set", i.e. are regarded as "fundamental". If a statement $B$ is regarded as fundamental, and later another statement $A$ was found, such that $A \vdash B$, then the fundamentality principle prescribes to consider "fundamental" also the statement $A$. Thus, fundamentality principle can be used in development of axiomatic theories, which "axiomatize" an informal theory.

The intersection of all transitive subcollections of $U$ containing the collection $X$ is called transitive closure of $X$ in $U$ and is denoted as " $[X]$ ". This is a simple notion for collection universes, but it permits to discuss also about deduction, and in a rather concise manner. So, if $X$ is the axiom set of theory, then " $[X]$ " is the set of its theorems.

The co-universe of a universe ( $U, F$, " $\dashv$ ") is defined as universe ( $U^{c}, F^{c}$, " $\dashv^{c}$ "), where $U^{c}=U, F^{c}=U \backslash F$ (the superstructure in $U$ ), and " $\dashv c$ " graphically coincides with " $\vdash$ ". The universe and its co-universe are said to be "dual" to each other. Notice, that a universe dual to a universe $U$ is not just a universe with the symmetric presentation, but also with the superstructure in $U$ as its foundation.

In a customary manner (as for example, in category theory), a "dual notion" with prefix "co-" added to its name is defined for each notion. The superscript "c" will be used in the denotation of a dual notion as above in the definition of the notion "co-universe" or, for example, in notation $[X]^{c}$ for the co-transitive closure of a subcollection $X$.

Obviously, the correlation $[F]^{c}=\left[F^{c}\right]$ takes place, which in words sounds like this: "the co-transitive closure of the foundation is equal to the transitive closure of the superstructure". Therefore, $[F]^{c}=U$ and $\left[F^{c}\right]=U$ are two equivalent conditions. In words, both have the meaning: "the foundation generates the universe".

This is the right place to explain why the term "foundation" is better than the term "basis" for a universe. In mathematics, the term "basis" is customarily used as a synonym for "generating basis" or "basis of generators". Therefore, mathematicians would consider as implied the statement that "the basis of a universe generates the universe" - a statement which in general case might be wrong! On the other hand, the term "foundation" does not have this connotation of "generation" and this is why it was preferred. Still, when the foundation really generates the universe, like in case of an axiomatic theory, or dually, a set theory with atoms, there is no reason to avoid using the term "basis" for the foundation of a universe.

The notions as direct product, homomorphic image, etc. for universes are defined in the customary manner, but since these are not used in this paper, they will not be formulated here. The only notion in addition to those already introduced which is needed here is that of a "sub-universe" and this is defined here like this: a universe $U$ is said to be a sub-universe of the universe $V$, if the support, the foundation, and the reduction relationship of $U$ (treated as a collection of ordered pairs) are included in the support, foundation and reduction relationship of $V$, respectively.

## 5 The universe of structures

The universes of ideas and the universes of objects are structures of the same type, and the distinction between them can be made only in
terms of various relations between them. These two kinds of universes are "structures", and one would like to look into the reduction relation between structures, before anything else.

If $x$ and $y$ are two structures, then the expression " $\mathrm{x} \dashv \mathrm{y}$ " is conveniently read as "x is a reduct of y ". The term "reduct" used here comes from universal algebra, where an algebra $A$ is said to be a reduct of an algebra $B$, if the signature of $A$ is a subset of the signature of $B$. This can be imagined as "reducing" the $B$ to $A$ by "neglecting" or "ignoring" some of its operations. An intuitive synonym for "reduct" is "rudiment" or "rudimentary structure". In some cases, the expression "x $\dashv \mathrm{y}$ " is conveniently read as "x is more elementary than y ", and in one of such cases, when reduction is membership, even more conveniently: "x is an element of $y$ ".

The collections can be treated as "final reducts" of mathematical structures, since these have a collection as their support. Next, an explanation follows why the term "universe" is customarily used both for a collection and a structure which has this collection as its support. When the set theorists consider a universe of sets as an "internal model" of a set theory, no doubt they also take into account the membership relation which governs the sets in that universe. Thus, they treat such a "universe" as a structure and not as a "class". But they refer to such a structure as "class" by making use of a linguistic device called "metonymy" - naming a whole by the name of a part. Thus, the reference to a structure by its support, which is the "final reduct" of the structure can be treated as a result of applying a "conceptual metonymy" device.

It is by applying the conceptual metonymy device, that other reducts of a universe are also called "universes". One of such reducts is of the kind ( U , " - ") obtainable by ignoring the foundation. Such a universe will be said to be "foundation-free" or (in some cases) "base-free". The most representative example of such a universe is the universe $(V, " \in ")$ of discourse of ZF, where " $V$ " is the standard notation of the class of all pure sets (i.e. sets built out of the empty set). One cannot just "identify" (consider "the same") the pair ( $U$, " $\dashv$ ") and the triple $(U, \emptyset, " \dashv ")$, since "without foundation" is not the same as "with an
empty foundation". Instead, one can use the conceptual metonymy device and call "universe", or more precisely "foundation-free universe", the pair $(U, " \dashv ")$.

There is yet another kind of reduct of a universe - a reduct obtained by discarding the reduction relation to obtain the ordered pair $P=$ $(U, F)$. Such a universe can be treated as a "problem", where $U$ is the collection of "possible solutions", and $F$ - the set of "actual solutions", of the problem $P$. This type of "universes-problems" was proposed by Kolmogorov as an alternative interpretation of intuitionism. Finally, the reduct obtained by discarding both the reduction and the basis is a collection - thus, by using the conceptual metonymy device, the collections will be also referenced as "universes".

A proper definition of universes as structures, a definition accounting for the reducts of universes so that the metonymy device is not needed, cannot be formulated in the language of set theory other than by re-defining the notion of relation in a complicated manner. But such a "re-definition" can create risks of ontological and terminological inconsistency. There is, though, an approach, which offers a convenient device for the presentation of universes as structures - the approach presented in [6] which uses the notion "quasiary relation". Roughly, a quasiary relation is a relation with optional correlates. It also sounds plausible, that the notion of "conceptual metonymy" can be explicated in terms of quasiary relations.

An important question is whether any type of structures is reducible to structures of type "universe". The author did not research this, but there is a result of Quine which sounds to give an affirmative reply to this question. Namely, Quine showed that the combinatory logic of Moses Schoenfinkel can be interpreted as a logic of relations (rather than functions) [8]. This result can serve as a basis for the belief, that all possible kinds of structures can be represented as universes.

The final remark in this section is for terminologic purposes. Since there are two objects, which are more "rudimentary" than a binary relation, then the relation together with these two objects can be treated as a "generalized relation" and this is exactly a "universe". Thus, we obtain an important intuitive definition: A universe is a "generalized
binary relation". This treatment is needed for unification of terminology (say, the notion "well-founded" is commonly defined for relations, and here - for universes).

## 6 Atoms and axioms - dual irreducible objects

Recall that in this paper, the term "axiom" is considered as generalizing the terms "basic notions" and "axioms" of an axiomatic theory. In universics, such "axioms" and the set-theoretic "atoms" are treated as dual, which permits "projecting" the properties of ones to the others. The atoms and the axioms can be called "marginal objects", the atoms - "initial objects", and the axioms - "final objects". Next, the atoms are discussed and the aquired knowledge is applied to axioms.

A set theory with atoms uses a predicate symbol, customarily "Atom $(x)$ ", in addition to the membership symbol, and it postulates that the atoms make up a set (not a class). In such a theory the atoms are objects of a sort different from that of the sets, the atoms need to be considered as making up the foundation of the universe of discourse of the theory, since there is no other way to distinguish between different sorts. Here, as "atoms" the "regular atoms", those also called "urelements", are referenced. The urelements do not have elements, and are different from the empty set.

A "Quine atom" is an object $q$ which equals to its singleton $\{q\}$, or in other words, a Quine atom is a set (!) "on which the membership relation is reflexive". Thus, a Quine atom is not a proper "atom" - it is a singleton, a special kind of set. Hence, a set theory whose all atoms are Quine atoms is a "pure set theory". If $q$ is a Quine atom in a set theory, then there exists an infinite chain in the universe of discourse of this theory: $q \in q \in \ldots$. A Quine atom is a non-well-founded object, and the transfinite induction principle cannot be proved in a set theory with Quine atoms.

By analogy with set theory, the definitions for two kinds of atoms in arbitrary universes are these: $\operatorname{Urelement}(x) \stackrel{\text { def }}{=} \neg \exists y(y \dashv x)$ and QuineAtom $(x) \stackrel{\text { def }}{=} \forall x((y \dashv x) \leftrightarrow y=x)$. In any mainstream "set
theory with atoms", the atoms are always of exactly one of these two sorts, and there is no need to introduce a general term for them. But in universics, the following definition of "atoms", which are either "urelements" or a "Quine atoms", makes sense:

$$
\operatorname{Atom}(x) \stackrel{\text { def }}{=} \forall y((y \dashv x) \rightarrow y=x) .
$$

There is no requirement that the foundation of a universe consists only of atoms, but if this is the case, then the elements of the foundation are "pairwise incomparable", i.e. the following condition is satisfied:

$$
(\forall x, y \in F)((x \dashv y) \&(y \dashv x) \rightarrow x=y) .
$$

Such a "foundation" is called here "basis", or "orthogonal basis", and this complies with general mathematical terminologic practices (here the modifier "orthogonal" is used rather for "emphasis"). The foundation of universes of discourse of set theories with atoms is a "basis".

And now, these notions will be used in the "dual presentation" to clarify the terminology regarding the axioms of an axiomatic theory. The logical terminology is not the same "brushed up" one as that of set theory. Really, a statement, which can be deduced from "axioms", cannot be said to be "axiom" - at most it can be called "intended axiom". But in practice, expressions like "set of independent axioms" are often used, and "axioms", which are deducible from other axioms are accepted for an axiomatic theory. A better term for them is "fundamental statements".

In order to treat the "axioms" of an axiomatic theory and the "atoms" as duals, the term "axiomatic set theory" needs to be treated as "axiomatic set theory with 'independent axiom set'" and to maintain the terminology of universics consistent, this convention is here adopted.

## 7 What is foundational completeness?

Foundationally complete can be the "axiomatic theories" and " $\vdash$ " is the convenient symbol for reduction of the theories treated as universes.

The expression " $x \vdash y$ " will be read here as " $x$ is more fundamental than $y$ ", and the formula " $F(x)$ " as " $x$ is fundamental".

Definition. Suppose ( $T, A$, " $\vdash "$ ) is an axiomatic theory and this theory is a sub-universe of the universe ( $U, F$, , $\vdash$ "). Then the theory $T$ is said to be foundationally complete in the universe $U$, if $[A]=F$.

If in this definition, " $U$ " is a well-founded universe (see below), then the equality $[A]=U$ is definitely true, but using this condition in the definition would limit it to only well-founded universes. Thus, as it was formulated, this definition provides for the most large applicability of this notion, including, to the non-well-founded universes.

To get a better perception of this notion, a couple of examples of "wordings", which are close in meaning with the expression "foundationally complete", is in place (to give "precise" examples is impossible, since this is an "explication" and not a definition of a precise notion):
(a) if $U$ is the collection of all assertions considered as true in intuitive set theory, and $T$ is an axiomatic theory, then $T$ is "foundationally complete in $U$ ", if $T$ is said to be an "axiomatic theory of sets";
(b) if $U$ is the collection of all "mathematical theorems", and $T$ is an axiomatic theory, then $T$ is "foundationally complete in $U$ ", if the theory $T$ is said to be "foundations for mathematics".

## 8 Axiomatic universe theories

Similarly to set theory which is both an informal theory and a collection of "axiomatic set theories" focused on various explications of the conception "set", universics is an informal theory of universes and a collection of axiomatic "universe theories". Various axiomatic theories of Grothendieck universes can serve as examples of the latter kind. In order that universics obtains a practical use, alongside serving as a framework of "universe theories", it must also take over from concrete theories strict treatment of some of the most general subjects. In this paper, "fundamentality" and "well-founded-ness" are considered to be among such subjects, and these are treated here in terms of axiomatic theories. These theories describe the most general features of universes,
and their axioms and axiom schemes are referenced as "principles" to be distinguished from the axioms and axioms schemes of more "special" theories based on them.

The language of universe theories introduced in this paper will use a $1^{\text {st }}$ order predicate language with a unary predicate symbol " $F$ ", where " $F(x)$ " is interpreted in a universe with a foundation $F^{\prime}$ as " $x \in F^{\prime \prime}$ " - a formula read as "x is fundamental" (or as "x is foundational" for a universe of theories, where some theories can be "foundational"), as well as the binary predicate symbol " - " and its "symmetrical" symbol " $\vdash$ ". Obviously, the theory in this language of all universes - denote it as "U" - cannot contain any non-logical axioms, since for any such "axiom" there exists a universe which falsifies it. Thus, only theories describing a class of universes narrower than $U$ are interesting.

Universics explicates the property "to be fundamental' of objects and ideas (notions, assertions, but also theories), via the theory $\mathbf{F}$ with the principle $(F)$ below as its only axiom:

$$
(\forall \mathrm{x}, \mathrm{y})((\mathrm{x} \dashv \mathrm{y}) \& \mathrm{~F}(\mathrm{y}) \rightarrow \mathrm{F}(\mathrm{x})) \quad(F) .
$$

The theory $\mathbf{F}$, obviously, describes all fundamental universes, in particular, the universes of all mainstream set theories, where the "foundation axiom" in any form is either postulated or deducible, but also the universe of discourse of non-well-founded theories, including Aczel's set theory with its "anti-foundation" axiom. Thus, the "fundamentality" is treated in universics in so wide manner that most (or maybe all) set theories proposed for the foundation of mathematics are "fundamental". Obviously, of particular interest is the fundamentality principle for the universe of theories, where some theories are "fundamental" whereas others are not.

In universics, "well-founded-ness" property is explicated via the theory $\mathbf{R}$ with the following axiom scheme $(R)$ as its sole axioms:
$(\forall \mathrm{x}(\mathrm{F}(\mathrm{x}) \rightarrow \mathrm{P}(\mathrm{x})) \& \forall \mathrm{x}(\forall \mathrm{y}((\mathrm{y} \dashv \mathrm{x}) \rightarrow \mathrm{P}(\mathrm{x})) \rightarrow \mathrm{P}(\mathrm{x}))) \rightarrow \forall \mathrm{xP}(\mathrm{x})(R)$.
In this "principle", $P$ is a formula and " $x$ " is a variable which may or may not enter in $P$, together forming a "property". The theory $\mathbf{R}$
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describes the universes said to be "reductive". To get the first idea about these universes, one can analyze "how they look" in particular cases.

If the reduction relation is membership, then by replacing the symbol " - " with the symbol " $\epsilon$ " in $(R)$, one can easily discover that the reduction principle is actually the well known epsilon-induction principle generalized also to describe universes with atoms or other non-well founded objects residing in its foundation.

If the reduction is deduction, then in the particular case, when $F(x)$ is the property " $x$ is an axiom" and $P(x)$ is the property " $x$ is true", the reduction principle states a semantic characteristics of axiomatic theories. In the most general setting, the meanings of reduction principle are much wider, and other meanings can be obtained as the result of profound research.

## 9 Well-founded universes

The notion of well-foundedness in most general treatment is a property of relations (https://en.wikipedia.org/wiki/Well-founded_relation), where the collection, on which a relation is defined, is also taken into account. One can say that this property is currently defined only for the foundation-free universes, and they would obviously expect that this property can be extended to arbitrary universes.

For the foundation-free universes, the induction (epsilon-induction) cannot start from the "induction basis", which is empty, and one would naturally also want to generalize induction to its most general form with "induction basis" as foundation of any universe. This would be the generalization of induction to arbitrary "generalized relations", i.e. to arbitrary universes. In universics, the conjunction $(F) \&(R)$ stands for the "generalized induction principle", and the theory with these two principles as its sole axioms describes the class of all reductive fundamental universes. This class is treated here as the "largest span" of induction principle.

Alongside the axiomatic characterization of reductive fundamental universes, one would expect that these can also be characterized in
terms of their structure. Such a characterization is known for the wellfounded relations: a relation $R$ on a collection $U$ is well-founded, if and only if, it contains no countable infinite descending chains, that is, there is no infinite sequence $x_{0}, x_{1}, x_{2}, \ldots$ of elements of $U$ such that $x_{n+1} R x_{n}$ for every natural number $n$. Considering that this is a characterization of well-founded foundation-free universes, and terming a foundationfree universe with this "chain condition" a "Noetherian universe", one can expect a similar characterization for any reductive fundamental universe, and this will be given below. One may wonder weather the term "Noetherian" was correctly used here, or the term "Artinian" should have been chosen. Actually, the term "Noetherian" is correctly chosen, because this definition can be equivalently formulated in terms of encreasing chains of "ideals" like in ring theory. This was not done because the "ideals" in arbitrary universes would have no other uses in current paper.

A universe ( $U, F$, " $\dashv$ ") is called quasi-Noetherian if any countable infinite descending chain in $U$ continues from some point in $F$, that is, if $x_{0}, x_{1}, x_{2}, \ldots$ is a sequence of elements of $U$, such that $x_{n+1} \dashv x_{n}$, for every natural number $n$, then there exists a natural number $n$ such that $x_{m} \in F$, for any $m$, where $m \geq n$. Obviously, any quasi-Noetherian foundation-free universe is Noetherian.

Theorem. A universe $U$ is both fundamental and reductive, if and only if, $U$ is a quasi-Noetherian universe.

The proof of this theorem, even though formulated in slightly different terms, can be found in [5], published in the Proceeding of the the first "Mathematical Foundations of Informatics", which can be downloaded at this link: http://www.mfoi.eu/workshop2015/proceedings.pdf.

## 10 Conclusions

The following below conclusions about the use of universics impose themselves from the foregoing presentation.
(1) Since the deduction is an apparatus of metamathematics, and the language of set theory is generally considered as the language of
metamathematics - two "duals" in universics, this approach sounds to offer a convenient language for metamathematical analysis.
(2) An important application of universics can be the "projection" of the results from one domain of research to another.
(3) Usiversics can serve as a foundational theory, presumably on par with category theory. Both these theories use maximal collections, i.e. proper classes, but, unlike category theory, universics uses only one sort of entities based on such collections, the "universes", and does not invoke (or rather rarely invokes) any second sort of entities (like "morphisms" of category theory). Due to using only one sort of entities, and due to the similarity of its methods with those used in the intuitive set theory, universics can appear to be more intuitive than category theory to those "working mathematicians", who think that the diagrams of category theory "hide the intuition".

## 11 Future research and an open problem

Various directions of research can be easily indicated proceeding from the conclusions in previous section. But also, there is an "open problem", which prominently imposes itself - one, the solution of which would indicate how important for the foundations are the fundamental reductive universes, outline the "validity span" of principles $(F)$ and $(R)$, and show whether or not their validity is correlated with the predicativity of definition of set via comprehension principle.

Open Problem. Is there an axiomatic set theory with an impredicative comprehensition in which the principle $(F) \&(R)$ is not deducible?
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#### Abstract

In the paper the institution for many-sorted first-order compo-sition-nominative logic (CNL) is considered. The difference from the author's previous paper on this topic is richer logical system in question due to addition of operations and sorts, and also a slightly weakened constraint on signature morphisms regarding the set of names. The satisfaction condition is proven. Some directions for further research are outlined.
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## 1 Introduction

Composition-nominative logics (CNL) are program-oriented algebrabased logics [1]-[3]. Many-sorted algebras of partial mappings form a semantic base of CNL. Mappings are defined over classes of nominative data considered in integrity of their intensional and extensional components [2]. The hierarchy of nominative data induces a hierarchy of CNLs. Properties of composition-nominative logics are quite wellstudied [1], [3], [4]. Still there is a need to relate the results obtained for these logics to other logics. This can be achieved using such theoretical tools as institutions [5], [6].

Institutions are a unified framework that allows studying properties of logical systems in abstract way independently of notation [5], [7]. Institutions capture a lot of common features of different logics. So considering the logical system one is interested in presenting it as institution and finding out what specificity the obtained institution has.

[^1]This paper continues work started in [8], [9]. It aims to construct the institution for many-sorted first-order CNL. This is done in usual fashion when all necessary elements of the corresponding institution are gradually defined starting from category of signatures and ending with checking of satisfaction condition. The difference from one-sorted case is additional structure of sorts. It primarily affects variables and terms. Most compositions remain intact. However, some sort-awareness yet should be considered.

## 2 Indexed families of sets

In order to identify sorts in the system, we use indexed families of sets and functions. There are two approaches to the definition of the indexed families. The first one is conventional and most commonly used in the literature. Its systematic account can be found in [6]. The second approach is based on fibers. The reasoning behind it is presented in [10]. Some results concerning the connection between the approaches are listed in [11]. In this section we only recall necessary concepts and work out notation convention.

Definition 1. Given a set of sorts $S$, an $S$-sorted set $\mathcal{B}$ is an object of the category $\mathbb{S e t}{ }^{S}$. Usually it is denoted $\left(B_{s}\right)_{s \in S}$. An $S$-sorted map is a morphism of the category $\mathbb{S e t}^{S}$.

It is known that the category $\operatorname{Se} t^{S}$ is equivalent to the slice category $\operatorname{Set} / S[12],[13$, sec. 7.9$]$. Where convenient, we use slice category constructions. It is stylistically closer to single-sorted case (provides easy transition by forgetting the sorts). It also allows to save writing by avoiding subscripts. The difference between two categories is that fibers of the object of $\operatorname{Set} / S$ are always disjoint while sets in the indexed family have no such restriction.

Consider an $S$-sorted set $\mathcal{A}=\left(A_{s}\right)_{s \in S}$. If sets $A_{s}$ are pairwise disjoint, then there is a total function $T_{A}: A \rightarrow S$, where $A=\bigcup_{s \in S} A_{s}$. Dot in the middle of symbol for union emphasizes that arguments are pairwise disjoint. Thus pair $\left(A, T_{A}\right)$ determines indexed family. If the disjointness condition does not hold we can use coproduct $A=$
$\coprod_{s \in S} A_{s}$. There is a canonical map $T_{A}: A \rightarrow S$ such that $T_{A}\left(i_{s}(a)\right)=s$ for all $s \in S, a \in A_{s}$, where $i_{s}$ is a coproduct injection. That is the following diagram commutes


In both cases, we use slice category to represent $\mathcal{A}$. We write $\mathcal{A}=$ $\left(A, T_{A}\right)$. In this representation $S$-sorted map from $\left(A, T_{A}\right)$ to $\left(B, T_{B}\right)$ is a function $f: A \rightarrow B$ such that the following diagram commutes.


It is usually quite straightforward to recover presentation in $\mathbb{S e} t^{S}$ from Set/ $S$ representation.

For a given reindexing $\varphi: S \rightarrow S^{\prime}$, there are reindexing of $S$-sorted and $S^{\prime}$-sorted sets described as "change of base" [13, sec. 9.7]. For any $S$-sorted set $\mathcal{A}=\left(A, T_{A}\right)=\left(A_{s}\right)_{s \in S}$, the corresponding $S^{\prime}$-sorted set is $\varphi(\mathcal{A})=\left(A, \varphi \circ T_{A}\right)$. Its fibers are defined as follows:

$$
\varphi(\mathcal{A})=\left(\coprod_{\varphi(s)=s^{\prime}} A_{s}\right)_{s^{\prime} \in S^{\prime}} .
$$

If $\mathcal{A}^{\prime}=\left(A, T_{A}^{\prime}\right)$ is an $S^{\prime}$-sorted set, then we have an $S$-sorted set $\varphi^{*}\left(\mathcal{A}^{\prime}\right)=\left(A_{\varphi(s)}\right)_{s \in S}$ defined by pullback along $\varphi$. This transition can be demonstrated by the following pullback diagram:
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The transitions have functorial behavior and can be applied to $S$-sorted maps as well.

## 3 Syntactic part

### 3.1 Language

Definition 2. A signature of many-sorted first-order compositionnominative logic is a tuple $\Sigma=(S, \mathcal{V}, P, \mathcal{F})$, where $S$ is a set of sorts, $\mathcal{V}$ an $S$-sorted set of names, $P$ a set of predicate symbols and $\mathcal{F}$ an $S$-sorted set of operation symbols.

Sentences of the language, called formulas, are constructed using symbols from the signature and a number of special composition symbols. Composition symbols form a tuple

$$
\begin{aligned}
C=\left(\vee, \neg,\{\exists x\}_{x \in V},\right. & \left\{S^{v_{1} \ldots v_{n}} \mid \bar{v} \in V^{n}, v_{i} \neq v_{j} \text { for } i \neq j\right\}, \\
& \left.\{‘ x\}_{x \in V},\left\{S_{F}^{v_{1} \ldots v_{n}} \mid \bar{v} \in V^{n}, v_{i} \neq v_{j} \text { for } i \neq j\right\}\right) .
\end{aligned}
$$

Here traditional compositions: $\neg-$ negation, $\vee-$ disjunction, $\exists x-$ existential quantifier. Composition ' $x$ is called denomination. Compositions $S^{v_{1} \ldots v_{n}}, S_{F}^{v_{1} \ldots v_{n}}$ are substitutions in formula and in term respectively. $\bar{v}$ denotes sequence $v_{1} \ldots v_{n}$. There is a uniqueness constraint on names $v_{i}$ in substitution: $v_{i}=v_{j}$ only if $i=j$. Usually composition symbols are not explicitly included into signature because they are fixed and fully determined by $\mathcal{V}$.

First, we define the $S$-sorted set of terms $\mathcal{T}(\Sigma)=(\operatorname{Ter}, T)$. The definition is mutually inductive for terms and their typing (here we use notation similar to [14])

$$
\begin{array}{lll}
\tau::= & \alpha & \\
{ }^{\prime} x & & T_{F}(\alpha)  \tag{1}\\
& S_{F}^{v_{1} \ldots v_{n}}\left(t ; t_{1} \ldots t_{n}\right) & : \\
\hline
\end{array}
$$

Here $\alpha \in F, x, v_{i} \in V, i=\overline{1, n}, t, t_{i}$ are terms. The terms $t_{i}$ satisfy condition $T_{V}\left(v_{i}\right)=T\left(t_{i}\right)$ for all $i=\overline{1, n}$. Sorts after semicolons
determine $T(\tau)$. The following notation for substitution is used:

$$
\left[v_{1} \mapsto t_{1}, \ldots, v_{n} \mapsto t_{n}\right] t=[\bar{v} \mapsto \bar{t}] t=S_{F}^{v_{1} \ldots v_{n}}\left(t ; t_{1} \ldots t_{n}\right) .
$$

The class of $\Sigma$-sentences is based on class of terms and defined inductively:

$$
\begin{align*}
\Phi::= & \pi \\
& \neg \Psi \\
& \Psi \vee \Psi^{\prime}  \tag{2}\\
& \exists x \Psi \\
& S^{v_{1} \ldots v_{n}}\left(\Psi ; t_{1} \ldots t_{n}\right),
\end{align*}
$$

where $\pi \in P, x, v_{i} \in V ; \Psi$ and $\Psi^{\prime}$ are formulas, $S^{v_{1} \ldots v_{n}}$ - substitution in formula. Once again there are typing constraints: $T\left(t_{i}\right)=T_{V}\left(v_{i}\right)$ for all $i=\overline{1, n}$. We use notation

$$
\left[v_{1} \mapsto t_{1}, \ldots, v_{n} \mapsto t_{n}\right] \Phi=[\bar{v} \mapsto \bar{t}] \Phi=S^{v_{1} \ldots v_{n}}\left(\Phi ; t_{1} \ldots t_{n}\right) .
$$

Implication, conjunction and universal quantifier are defined conventionally as follows

$$
\begin{aligned}
\Phi \wedge \Psi & =\neg(\neg \Phi \vee \neg \Psi) \\
\Phi \rightarrow \Psi & =\neg \Phi \vee \Psi \\
\forall x \Phi & =\neg \exists x \neg \Phi \\
R_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}} \Phi & =\left[v_{1} \mapsto x_{1}, \ldots, v_{n} \mapsto x_{n}\right] \Phi .
\end{aligned}
$$

Composition $R_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}}$ is called renomination and usually abbreviated as $R_{\bar{x}}^{\bar{v}}$. Uniqueness constraint transfers to the set of upper names $v_{i}$ of renomination.

### 3.2 Signature morphisms and sentence translation

Definition 3. $A$ morphism of signatures is

$$
\varphi=\left(\varphi_{S}, \varphi_{V}, \varphi_{P}, \varphi_{F}\right):(S, \mathcal{V}, P, \mathcal{F}) \rightarrow\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}\right)
$$
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where $\varphi_{P}: P \rightarrow P^{\prime}, \varphi_{S}: S \rightarrow S^{\prime}$ is a reindexing, $\varphi_{F}: \varphi_{S}(\mathcal{F}) \rightarrow \mathcal{F}^{\prime}$ an $S^{\prime}$-sorted map, $\varphi_{V}: \varphi_{S}(\mathcal{V}) \rightarrow \mathcal{V}^{\prime}$ an injective $S^{\prime}$-sorted map. In other words the following diagrams commute:


Name component $\varphi_{V}$ of signature morphism is restricted to 1-1 mapping to avoid name clashes in substitution (renomination) composition and to be able to extend Mod to a functor.

Our category $\mathbb{S i g}$ is simply a category of signatures and signature morphisms defined above.

Now we can extend action of signature morphism to the $\Sigma$-sentences defined in (2), i.e. define $\operatorname{Sen}(\varphi): \operatorname{Sen}(S, \mathcal{V}, P, \mathcal{F}) \rightarrow \operatorname{Sen}\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}\right)$ inductively on structure of the sentence as follows

$$
\begin{aligned}
\operatorname{Sen}(\varphi)(\alpha) & =\varphi_{F}(\alpha) \\
\operatorname{Sen}(\varphi)\left({ }^{‘} x\right) & ={ }^{‘} \varphi_{V}(x) \\
\operatorname{Sen}(\varphi)\left([\bar{v} \mapsto \bar{t}] t^{\prime}\right) & =\left[\varphi_{V}(\bar{v}) \mapsto \operatorname{Sen}(\varphi)(\bar{t})\right] \operatorname{Sen}(\varphi)\left(t^{\prime}\right) \\
\operatorname{Sen}(\varphi)(\pi) & =\varphi_{P}(\pi) \\
\operatorname{Sen}(\varphi)(\Phi \vee \Psi) & =\operatorname{Sen}(\varphi)(\Phi) \vee \operatorname{Sen}(\varphi)(\Psi) \\
\operatorname{Sen}(\varphi)(\neg \Phi) & =\neg \operatorname{Sen}(\varphi)(\Phi) \\
\operatorname{Sen}(\varphi)(\exists x \Phi) & =\exists \varphi_{V}(x) \operatorname{Sen}(\varphi)(\Phi) \\
\operatorname{Sen}(\varphi)([\bar{v} \mapsto \bar{t}] \Phi) & =\left[\varphi_{V}(\bar{v}) \mapsto \operatorname{Sen}(\varphi)(\bar{t})\right] \operatorname{Sen}(\varphi)(\Phi) .
\end{aligned}
$$

Here $\xi(\bar{l})$ denotes componentwise application of a function $\xi$ to a list $\bar{l}=l_{1}, \ldots, l_{n}$, i.e. the list $\xi\left(l_{1}\right), \ldots, \xi\left(l_{n}\right)$.

Proposition 1. The following diagram commutes:


Proof. By induction on term structure. Let us check congruence rule.

$$
\begin{aligned}
T^{\prime}\left(\operatorname{Sen}(\varphi)\left([\bar{v} \mapsto \bar{t}] t^{\prime}\right)\right) & =T^{\prime}\left(\left[\varphi_{V}(\bar{v}) \mapsto \operatorname{Sen}(\varphi)(\bar{t})\right] \operatorname{Sen}(\varphi)\left(t^{\prime}\right)\right) \\
& =T^{\prime}\left(\operatorname{Sen}(\varphi)\left(t^{\prime}\right)\right)=\varphi_{S}\left(T\left(t^{\prime}\right)\right) \\
& =\varphi_{S}\left(T\left([\bar{v} \mapsto \bar{t}] t^{\prime}\right)\right) .
\end{aligned}
$$

Here we used induction hypothesis for $t^{\prime}$, and assumed typing constraint for $\left[\varphi_{V}(\bar{v}) \mapsto \operatorname{Sen}(\varphi)(\bar{t})\right] \operatorname{Sen}(\varphi)\left(t^{\prime}\right)$. Let us prove the latter. By induction hypothesis, the properties of signature morphism and correctness of original term we have

$$
T^{\prime}(\operatorname{Sen}(\varphi)(\bar{t}))=\varphi_{S}(T(\bar{t}))=\varphi_{S}\left(T_{V}(\bar{v})\right)=T_{V}^{\prime}\left(\varphi_{V}(\bar{v})\right) .
$$

As a result, $\operatorname{Sen}(\varphi)$ is correctly defined w.r.t. sorts.
Proposition 2. Sig is a category. Sen is a functor $\mathbb{S i g} \rightarrow$ Set.
In a context where Sen is known, expression $\operatorname{Sen}(\varphi)(\Phi)$ is usually abbreviated as simply $\varphi(\Phi)$.

## 4 Models and model homomorphisms

### 4.1 Many-sorted nominative data

The basis for semantics of various composition-nominative logics is formed by nominative sets, quasiary predicates and operations. Let $A \neq \emptyset$ be some set, $V$ be the set of names. A (partial) nominative set is a partial mapping from $V$ to $A$, the class of all such mappings is denoted ${ }^{V} A$. In this context the set $A$ is called the set of values, ${ }^{V} A-$ the set of nominative sets or set of states. Nominative sets can be also called nominative data. By analogy with single-sorted case, we define many-sorted nominative data.

Definition 4. $A$ partial $S$-sorted map $f:\left(A, T_{A}\right) \rightarrow\left(B, T_{B}\right)$ is a partial map $f: A \rightarrow B$ such that the following diagram commutes in a
weak sense

i.e. $T_{B} \circ f=\left.T_{A}\right|_{\operatorname{dom} f}$.
$S$-sorted sets and $S$-sorted partial maps form a category $S$-Set $\sin _{\text {part }}$.
Definition 5. Let $\mathcal{V}, \mathcal{A}$ be $S$-sorted sets. An $S$-sorted $\mathcal{V}$-nominative set is a partial $S$-sorted map $d: \mathcal{V} \rightarrow \mathcal{A}$.

Let $\mathcal{V}=\left(V_{s}\right)_{s \in S}, \mathcal{A}=\left(A_{s}\right)_{s \in S}$. The class of all $S$-sorted $\mathcal{V}$ nominative sets is also an $S$-sorted set $\mathcal{V}_{\mathcal{A}}$ defined as follows:

$$
\mathcal{V}_{\mathcal{A}}=\left({ }^{V_{s}} A_{s}\right)_{s \in S}
$$

If we ignore sorts, then $S$-sorted nominative set $d$ becomes simply a partial function $d: V \rightarrow A$, where $V=\bigcup_{s \in S} V_{s}, A=\coprod_{s \in S} A_{s}$. In this sense there is an embedding

$$
\mathcal{V}_{\mathcal{A}} \longleftrightarrow V_{A} .
$$

Sometimes we prefer to work with such representation of $d \in \mathcal{V}_{\mathcal{A}}$ rather than $\left(d_{s}\right)_{s \in S}$.

We use the following notation in regard to partiality. Let $f: A \rightarrow B$, $a, a^{\prime} \in A, b \in B$. We write $f(a) \uparrow$ if $a \notin \operatorname{dom} f$, otherwise (if $a \in \operatorname{dom} f$ ) we write $f(a) \downarrow$. Here $\operatorname{dom} f=f^{-1}(B)=\{x \mid(x, y) \in f$ for some $y\}$ is the domain of definition of $f$. In the latter case $f(a) \downarrow$ can be used as well as the value of $f$ on $a$, e.g. $f(a) \downarrow=b$. Also we use symbol $\cong$ for strong equality that makes allowance for undefined value, namely

$$
f(a) \cong f\left(a^{\prime}\right) \text { if } f(a) \downarrow=f\left(a^{\prime}\right) \downarrow \text { or }\left(f(a) \uparrow \text { and } f\left(a^{\prime}\right) \uparrow\right)
$$

Two partial functions $f$ and $g$ are equal if and only if $f(x) \cong g(x)$ for all $x$.

The elements of nominative data are pairs of the form $v \mapsto a$. Expression $v \mapsto a \epsilon_{n} d$ denotes $d(v) \downarrow=a$. Given $v \in V_{s}, a \in A_{s}$
for some $s \in S$, expression $v \mapsto a$ in the context of ${ }^{V} A$ means $v \mapsto$ $i_{s}(a)$, where $i_{s}: A_{s} \rightarrow A$ is a canonical injection. Nominative sets are constructed using set-builder notation with square brackets.

Let us introduce the unary operation $r_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}} \mathcal{V}_{\mathcal{A}} \rightarrow \mathcal{V}_{\mathcal{A}}$ of finite renomination of nominative set, where $T_{V}\left(v_{i}\right)=T_{V}\left(x_{i}\right)$ for all $i=\overline{1, n}$. First, we specify an $S$-sorted map $\sigma_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}}: \mathcal{V} \rightarrow \mathcal{V}$ associated with it:

$$
\sigma_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}}(v)= \begin{cases}x_{i} & \text { if } v=v_{i} \\ v & \text { otherwise }\end{cases}
$$

Then $r_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}} d=d \circ \sigma_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}}$, where $\circ$ denotes the composition of partial functions.

We require three more operations, single name binding, for $d \in \mathcal{V}_{\mathcal{L}}^{\mathcal{A}}$, $u \in V_{s}, a \in A_{s}, s \in S$

$$
d \nabla u \mapsto a=\left.d\right|_{V \backslash\{u\}} \cup[u \mapsto a] .
$$

Here $\left.\right|_{W}$ denotes conventional restriction of function domain to $W$ and dot in $\cup$ emphasizes that the union is disjoint. Finite name binding, for $d \in \mathcal{V}^{\mathcal{L}}$, distinct names $v_{i} \in V_{s_{i}}, a_{i} \in A_{s_{i}}, s_{i} \in S$ for $i=\overline{1, n}$

$$
d \nabla\left[v_{i} \mapsto a_{i} \mid i=\overline{1, n}\right]=\left.d\right|_{V \backslash\left\{v_{i}\right\}_{i=\overline{1, n}}} \cup\left[v_{i} \mapsto a_{i} \mid i=\overline{1, n}\right] .
$$

Finally overriding, for $d_{1}, d_{2} \in{ }^{V} A$

$$
d_{1} \nabla d_{2}=\left.d_{1}\right|_{V \backslash \operatorname{dom} d_{2}} \cup d_{2} .
$$

Construction $\mathcal{V}_{\mathcal{A}}$ demonstrates bifunctorial behavior in the following sense. Let $\sigma: \mathcal{V} \rightarrow \mathcal{V}^{\prime}$ be a partial $S$-sorted map, and $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ be an $S$-sorted map. They induce several total maps between nominative set domains: function ${ }^{\sigma} \mathcal{A}: \mathcal{V}_{\mathcal{A}} \rightarrow \mathcal{V}_{\mathcal{A}}$ that maps nominative set $d \in \mathcal{V}^{\mathcal{V}_{\mathcal{A}}}$ to nominative set $d \circ \sigma$, function ${ }^{\mathcal{V}} h:{ }^{\mathcal{V}} \mathcal{A} \rightarrow{ }^{\mathcal{V}} \mathcal{A}^{\prime}$ that maps $d \in{ }^{\mathcal{V}} \mathcal{A}$ to $h \circ d$, and function ${ }^{\sigma} h: \mathcal{V}_{\mathcal{A}} \rightarrow{ }^{\nu_{A}{ }^{\prime}}$ defined as $d \mapsto h \circ d \circ \sigma$. Notice that functions induced by change of set of values and set of names commute under composition:

$$
\begin{equation*}
\mathcal{V}_{h} \circ{ }^{\sigma} \mathcal{A}={ }^{\sigma} h={ }^{\sigma} \mathcal{A}^{\prime} \circ{ }^{\mathcal{V}^{\prime} h} \tag{3}
\end{equation*}
$$
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In these terms we have

$$
r_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}} d=d \circ \sigma_{x_{1} \ldots x_{n}}^{v_{1} \ldots v_{n}}={ }^{\sigma_{\bar{x}}^{\overline{\tilde{x}}}} \mathcal{A}(d) .
$$

Ignoring the sorts does not change the functorial behavior of ${ }^{\mathcal{V}} \mathcal{A}$.

### 4.2 Quasiary predicates and operations

Let Bool $=\{\top, \perp\}$ be a Boolean set. The quasiary predicate over $S$ sorted set of names $\mathcal{V}$ and $S$-sorted set of values $\mathcal{A}$ is a partial Booleanvalued function: $\mathcal{V}_{\mathcal{A}} \rightarrow$ Bool. The quasiary predicates over set of names $\mathcal{V}$ and set of values $\mathcal{A}$ are called $(\mathcal{V}, \mathcal{A})$-quasiary predicates for short. Let $\operatorname{Pr}_{\mathcal{A}}^{\mathcal{\nu}}=\left\{p \mid p: \mathcal{V}_{\mathcal{A}} \rightarrow\right.$ Bool $\}$.

The truth and falsity domains of $p \in \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}}$ are respectively $\top(p)=$ $\{d \mid p(d) \downarrow=\top\}=p^{-1}(\{\top\}), \perp(p)=p^{-1}(\{\perp\})$.

Definition 6. The extension of a partial predicate $p$ is a pair of its truth and falsity domains: $\|p\|=(T(p), \perp(p))$.

Notice that sets in the extension of a predicate are necessarily disjoint. There is a $1-1$ correspondence between extensions and partial predicates. Also there is a natural ordering of extensions:

$$
\|p\| \subseteq\left\|p^{\prime}\right\| \text { if } \top(p) \subseteq \top\left(p^{\prime}\right) \text { and } \perp\left(p^{\prime}\right) \subseteq \perp(p) .
$$

Definition 7. A predicate $p$ is irrefutable if $\perp(p)=\emptyset$.
Like the domain of nominative data ${ }^{\mathcal{L}} \mathcal{A}$, the construction $\operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}}$ also has bifunctorial behavior. Given partial $S$-sorted map $\sigma: \mathcal{V} \rightarrow \mathcal{V}^{\prime}$ and total $S$-sorted map $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$, there are total maps $\operatorname{Pr}_{h}^{\mathcal{V}}: \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\mathcal{V}} \rightarrow$ $\operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}}, \operatorname{Pr}_{\mathcal{A}}^{\sigma}: \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}} \rightarrow \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}^{\prime}}, \operatorname{Pr}_{h}^{\sigma}: \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\mathcal{V}} \rightarrow \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}^{\prime}}$ realized as follows. Let $p \in \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\nu}, q \in \operatorname{Pr}_{\mathcal{A}}^{\nu}$, then

$$
\begin{aligned}
\operatorname{Pr}_{h}^{\mathcal{V}}(p) & =p \circ{ }^{\mathcal{V}} h \\
\operatorname{Pr}_{\mathcal{A}}^{\sigma}(q) & =q \circ{ }^{\boldsymbol{\sigma} \mathcal{A}} \\
\operatorname{Pr}_{h}^{\sigma}(p) & =p \circ{ }^{\sigma} h .
\end{aligned}
$$

Once again, notice that maps induced by change of set of values and set of names commute under composition

$$
\begin{equation*}
P r_{h}^{\nu^{\prime}} \circ P r_{\mathcal{A}^{\prime}}^{\sigma}=P r_{h}^{\sigma}=P r_{\mathcal{A}}^{\sigma} \circ P r_{h}^{\nu} . \tag{4}
\end{equation*}
$$

Analogously to the quasiary predicates, we consider quasiary operations over $S$-sorted set of names $\mathcal{V}$ and $S$-sorted set of values $\mathcal{A}$ as partial functions: $\mathcal{V}_{\mathcal{A}} \rightarrow A_{s}$ for some $s \in S$. The quasiary operations over set of names $\mathcal{V}$ and set of values $\mathcal{A}$ are called $(\mathcal{V}, \mathcal{A})$-quasiary operations for short. Let $F n_{\mathcal{A}, s}^{\mathcal{\nu}}=\left\{f \mid f: \mathcal{V}_{\mathcal{A}} \rightarrow A_{s}\right\}, \mathcal{F} n_{\mathcal{A}}^{\mathcal{L}}=\left(F n_{\mathcal{A}, s}^{\mathcal{\nu}}\right)_{s \in S}$.

Similarly to the domain of nominative data ${ }^{\mathcal{V}} \mathcal{A}$ and class of quasiary predicates $\operatorname{Pr}_{\mathcal{A}}^{\mathcal{\nu}}$ construction $\mathcal{F} n_{\mathcal{A}}^{\mathcal{L}}$ also demonstrates functorial behavior, but this time only by parameter $\mathcal{V}$. Given a partial $S$-sorted map $\sigma: \mathcal{V} \rightarrow \mathcal{V}^{\prime}$, there is a total $S$-sorted map $F n_{\mathcal{A}}^{\sigma}: \mathcal{F} n_{\mathcal{A}}^{\mathcal{V}} \rightarrow \mathcal{F} n_{\mathcal{A}}^{\mathcal{V}^{\prime}}$ realized as follows: $F n_{\mathcal{A}, s}^{\sigma}(f)=f \circ{ }^{\sigma} \mathcal{A}$, where $f \in F n_{\mathcal{A}, s}^{\mathcal{V}}$. Elements of $F n_{\mathcal{A}, s}^{\mathcal{V}}$ can also be thought as functorial algebras in $S$-Set $t_{\text {part }}$ (for the functor $\left(H_{s}\right)_{s \in S}$ such that $H_{s}(\mathcal{A})={ }^{\mathcal{V}} \mathcal{A}$, and $H_{s^{\prime}}(\mathcal{A})=\emptyset$ for $\left.s^{\prime} \in S \backslash\{s\}\right)[15, \mathrm{p}$. 142-143].

Given $d \in \mathcal{V}_{\mathcal{A}}^{\mathcal{A}}$, distinct $v_{i} \in V, f_{i} \in F n_{\mathcal{A}, s_{i}}^{\mathcal{V}}$, such that $T_{V}\left(v_{i}\right)=s_{i}$, $i=\overline{1, n}$, there is a nominative data $\left[v_{1} \mapsto f_{1}(d), \ldots, v_{n} \mapsto f_{n}(d)\right] \in \mathcal{V}_{\mathcal{A}}$ defined as follows

$$
v \mapsto a \in_{n}\left[v_{1} \mapsto f_{1}(d), \ldots, v_{n} \mapsto f_{n}(d)\right] \text { if } \exists i \in \overline{1, n} \cdot v=v_{i}, f_{i}(d) \downarrow=a .
$$

For short $\left[v_{1} \mapsto f_{1}(d), \ldots, v_{n} \mapsto f_{n}(d)\right]$ is written as $[\bar{v} \mapsto \bar{f}(d)]$. Let us introduce substitution operation $\left[v_{1} \mapsto f_{1}, \ldots, v_{n} \mapsto f_{n}\right]$ for nominative sets:

$$
\left[v_{1} \mapsto f_{1}, \ldots, v_{n} \mapsto f_{n}\right] d=\left.d\right|_{V \backslash\left\{v_{i}\right\}} \nabla[\bar{v} \mapsto \bar{f}(d)] .
$$

For short $\left[v_{1} \mapsto f_{1}, \ldots, v_{n} \mapsto f_{n}\right] d$ is written as $[\bar{v} \mapsto \bar{f}] d$.

### 4.3 Models

The sets $\mathcal{F} n_{\mathcal{A}}^{\mathcal{L}}, \operatorname{Pr}_{\mathcal{A}}^{\mathcal{\nu}}$ are used as a carrier sets for most compositionnominative logics. The terms are interpreted as quasiary operations
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and formulas as quasiary predicates. Compositions have fixed interpretation for CNLs and are defined as follows

$$
\begin{aligned}
‘ x(d) & \cong d_{T_{V}(x)}(x) . \\
\|p \vee q\| & =(\top(p) \cup \top(q), \perp(p) \cap \perp(q)) \\
\|\neg p\| & =(\perp(p), \top(p)) \\
\|\exists x p\| & =\left(\left\{d \mid d \nabla x \mapsto a \in \top(p) \text { for some } a \in A_{T_{V}(x)}\right\},\right. \\
& \left.\quad\left\{d \mid d \nabla x \mapsto a \in \perp(p) \text { for all } a \in A_{T_{V}(x)}\right\}\right) \\
{[\bar{v} \mapsto \bar{f}] g(d) } & \cong g([\bar{v} \mapsto \bar{f}] d) \\
{[\bar{v} \mapsto \bar{f}] p(d) } & \cong p([\bar{v} \mapsto \bar{f}] d) .
\end{aligned}
$$

Here $d \in \mathcal{V}_{\mathcal{A}}, x, v_{i} \in V, g \in F n_{\mathcal{A}, T_{V}(x)}^{\mathcal{V}}, f_{i} \in F n_{\mathcal{A}, T_{V}\left(v_{i}\right)}^{\mathcal{V}}, i=\overline{1, n}$, $p, q \in \operatorname{Pr}_{\mathcal{A}}^{\mathcal{\nu}} ;[\bar{v} \mapsto \bar{f}] g(d)$ denotes $\left[v_{1} \mapsto f_{1}, \ldots, v_{n} \mapsto f_{n}\right] g(d)$, likewise $[\bar{v} \mapsto \bar{f}] p(d)$ denotes $\left[v_{1} \mapsto f_{1}, \ldots, v_{n} \mapsto f_{n}\right] p(d)$. In these terms

$$
R_{\bar{x}}^{\bar{v}} p(d) \cong\left[\bar{v} \mapsto{ }^{‘} \bar{x}\right] p(d) \cong p\left(\left[\bar{v} \mapsto{ }^{‘} \bar{x}\right] d\right) \cong p \circ \circ^{\sigma_{\bar{x}}^{\bar{x}}} \mathcal{A}(d) .
$$

That is

$$
R_{\bar{x}}^{\bar{v}} p=p \circ \sigma_{\overline{\bar{x}}}^{\bar{v}} \mathcal{A}=\operatorname{Pr}_{\mathcal{A}}^{\sigma_{\mathcal{x}}^{\bar{x}}}(p) .
$$

Definition 8. $A$ first-order algebra of $(\mathcal{V}, \mathcal{A})$-quasiary predicates is a tuple ( $\operatorname{Pr}, \mathcal{F} n, \mathcal{A} ; C o m p)$, where Comp are compositions defined in (5) and sets $\operatorname{Pr} \subseteq \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}}, \mathcal{F} n \subseteq \mathcal{F} n_{\mathcal{A}}^{\mathcal{V}}$ are closed under compositions.
Definition 9. Given a signature $\Sigma=(S, \mathcal{V}, P, \mathcal{F})$, a $\Sigma$-model of many-sorted first-order composition-nominative logic is a quadruple $(\operatorname{Pr}, \mathcal{F} n, \mathcal{A}, I)$ such that $(\operatorname{Pr}, \mathcal{F} n, \mathcal{A} ; C o m p)$ forms a first-order $(\mathcal{V}, \mathcal{A})$ quasiary predicates algebra and $I=\left(I_{P}, I_{F}\right)$, where $I_{P}: P \rightarrow \operatorname{Pr}$ and $I_{F}: \mathcal{F} \rightarrow \mathcal{F} n$ are total and $S$-sorted total maps respectively.

Interpretation of formulas and terms in a model is straightforward. The details are presented in section 6 .

### 4.4 Model homomorphisms

Consider the conventional case of first-order logic. Model homomorphisms are functions $h: A \rightarrow B$ with operation and predicate preser-
vation property. For each arity $n$ due to contravariant powerset functor there is an induced map $\mathcal{P}_{n}(h): \mathcal{P}\left(B^{n}\right) \rightarrow \mathcal{P}\left(A^{n}\right)$ between $n$-ary predicates. Preservation of $n$-ary predicate symbol $\pi \in P_{n}$ means $M_{\pi} \subseteq \mathcal{P}_{n}(h)\left(M_{\pi}^{\prime}\right)$.

An analogous construction for quasiary case is presented in subsection 4.2. Let $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ be a total $S$-sorted map. Consider total map $\operatorname{Pr}_{h}^{\mathcal{V}}: \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\mathcal{V}} \rightarrow \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}}$ induced by $h$. Let us check its properties in regards to algebraic structure.

Proposition 3. Function $\operatorname{Pr}_{h}^{\mathcal{V}}$ preserves disjunction, negation and renomination compositions. If $h$ is surjective, it also preserves existential quantifier composition.

Proof. Let $p \in \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\nu}$, then

$$
\top\left(\operatorname{Pr}_{h}^{\mathcal{V}}(p)\right)=\left\{d \mid \mathcal{V}_{h(d)} \in \top(p)\right\}=\left({ }^{\mathcal{V}} h\right)^{-1}(T(p)) .
$$

Therefore

$$
\left\|P r_{h}^{\mathcal{V}}(p)\right\|=\left(\left({ }^{\nu} h\right)^{-1}(\top(p)),\left({ }^{\nu} h\right)^{-1}(\perp(p))\right)=\left({ }^{\nu} h\right)^{-1}\|p\| .
$$

Let $p, q \in \operatorname{Pr}_{\mathcal{A}^{\prime}}{ }^{\mathcal{V}}$, then

$$
\begin{aligned}
\left\|\operatorname{Pr}_{h}^{\mathcal{V}}(\neg p)\right\| & =\left({ }^{\mathcal{V}} h\right)^{-1}(\perp(p), \top(p))=\left\|\neg \operatorname{Pr}_{h}^{\mathcal{V}}(p)\right\|, \\
\left\|\operatorname{Pr}_{h}^{\mathcal{V}}(p \vee q)\right\| & =\left({ }^{\mathcal{\nu}} h\right)^{-1}(\top(p) \cup \top(q), \perp(p) \cap \perp(q)) \\
& =\left\|\operatorname{Pr}_{h}^{\mathcal{V}}(p) \vee \operatorname{Pr}_{h}^{\mathcal{V}}(q)\right\|,
\end{aligned}
$$

where preservation of unions and intersections by preimage is used.
For the renomination composition we use commutativity (4):

$$
\operatorname{Pr}_{h}^{\mathcal{V}}\left(R_{\bar{x}}^{\bar{v}} p\right)=\operatorname{Pr}_{h}^{\mathcal{V}} \circ \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\sigma_{\overline{\bar{x}}}}(p)=\operatorname{Pr}_{\mathcal{A}}^{\sigma_{\bar{x}}^{\bar{x}}} \circ \operatorname{Pr}_{h}^{\mathcal{V}}(p)=R_{\bar{x}}^{\bar{v}} P r_{h}^{\mathcal{V}}(p) .
$$
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Finally, if $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ is surjective, then

$$
\begin{aligned}
\top\left(\operatorname{Pr}_{h}^{\mathcal{V}}(\exists x p)\right) & =\left\{d \in \mathcal{V}_{\mathcal{A}} \mid(h \circ d) \nabla x \mapsto a^{\prime} \in \mathrm{T}(p) \text { for some } a^{\prime} \in A_{T(x)}^{\prime}\right\} \\
& =\left\{d \mid(h \circ d) \nabla x \mapsto h_{s}(a) \in \mathrm{T}(p) \text { for some } a \in A_{T(x)}\right\} \\
& =\left\{d \mid h \circ(d \nabla x \mapsto a) \in \top(p) \text { for some } a \in A_{T(x)}\right\} \\
& =\top\left(\exists x \operatorname{Pr}_{h}^{\mathcal{V}}(p)\right) . \\
\perp\left(\operatorname{Pr}_{h}^{\mathcal{V}}(\exists x p)\right) & =\left\{d \mid(h \circ d) \nabla x \mapsto a^{\prime} \in \perp(p) \text { for all } a^{\prime} \in A_{T(x)}^{\prime}\right\} \\
& =\left\{d \in \mathcal{V}_{\mathcal{A}} \mid(h \circ d) \nabla x \mapsto h_{s}(a) \in \perp(p) \text { for all } a \in A_{T(x)}\right\} \\
& =\perp\left(\exists x \operatorname{Pr}_{h}^{\mathcal{V}}(p)\right) .
\end{aligned}
$$

That is $\operatorname{Pr}_{h}^{\mathcal{V}}(\exists x p)=\exists x \operatorname{Pr}_{h}^{\mathcal{V}}(p)$.
Since there is no direct transformation between $\mathcal{F} n_{\mathcal{A}}^{\mathcal{\nu}}$ and $\mathcal{F} n_{\mathcal{A}^{\prime}}^{\nu}$, we cannot establish similar property for arbitrary substitution but we can do it for some subset of operations.

Definition 10. Given a total function $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$, an operation $f \in$ $F n_{\mathcal{A}, s}^{\mathcal{L}}$ is $h$-related to operation $f^{\prime} \in F n_{\mathcal{A}^{\prime}, s}^{\mathcal{L}}$ if the following diagram commutes.


The next proposition summarizes interaction between $h$ and operation compositions.

Proposition 4. For arbitrary map $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ and name $x \in V$ composition ' $x \in F n_{\mathcal{A}, T_{V}(x)}^{\mathcal{\nu}}$ is $h$-related to ' $x \in F n_{\mathcal{A}^{\prime}, T_{V(x)}}^{\mathcal{\nu}}$. If $g \in F n_{\mathcal{A}, s}^{\mathcal{V}}$, $f_{i} \in F n_{\mathcal{A}, s_{i}}^{\mathcal{\nu}}$ are $h$-related to $g^{\prime} \in F n_{\mathcal{A}, s}^{\mathcal{\nu}}, f_{i}^{\prime} \in F n_{\mathcal{A}^{\prime}, s_{i}}^{\nu}$, then substitution $[\bar{v} \mapsto \bar{f}] g$ is $h$-related to $\left[\bar{v} \mapsto \bar{f}^{\prime}\right] g^{\prime}$. If $f_{i} \in F n_{\mathcal{A}, s_{i}}^{\mathcal{V}}$ are $h$-related to $f_{i}^{\prime} \in F n_{\mathcal{A}^{\prime}, s_{i}}^{\mathcal{V}}, p \in \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\mathcal{V}}$, then

$$
\begin{equation*}
\operatorname{Pr}_{h}^{\mathcal{V}}\left(\left[\bar{v} \mapsto \bar{f}^{\prime}\right] p\right)=[\bar{v} \mapsto \bar{f}] \operatorname{Pr}_{h}^{\mathcal{V}}(p) . \tag{6}
\end{equation*}
$$

Proof. If $d \in \mathcal{V}_{\mathcal{A}}$, then $h_{s}\left({ }^{‘} x(d)\right) \cong h_{s}\left(d_{s}(x)\right) \cong \mathcal{V}_{h(d)}(x) \cong{ }^{`} x\left({ }^{\mathcal{V}} h(d)\right)$, where $s=T_{V}(x)$. For the second property we prove the commutativity of the diagram


The right rectangle is commutative by condition. Let $d \in \mathcal{V}_{\mathcal{A}}, v \in V$. Suppose $v \neq v_{i}$ for all $i=\overline{1, n}$. Then

$$
\mathcal{V} h([\bar{v} \mapsto \bar{f}] d)(v) \cong h([\bar{v} \mapsto \bar{f}] d(v)) \cong h(d(v)) \cong\left[\bar{v} \mapsto \bar{f}^{\prime}\right]\left({ }^{\mathcal{V}} h(d)\right)(v) .
$$

Otherwise, if $v=v_{i}$ for some $i \in \overline{1, n}$, then

$$
\begin{aligned}
& \mathcal{V}_{h([\bar{v} \mapsto \bar{f}] d)(v)} \cong h\left([\bar{v} \mapsto \bar{f}] d\left(v_{i}\right)\right) \cong h\left(i_{s}\left(f_{i}(d)\right)\right) \cong i_{s}^{\prime}\left(f_{i}^{\prime}\left(\mathcal{V}_{h}(d)\right)\right) \\
& \cong\left[\bar{v} \mapsto \bar{f}^{\prime}\right] \mathcal{V}^{\prime} h(d)(v),
\end{aligned}
$$

where $s=T_{V}\left(v_{i}\right)$ and $i_{s}: A_{s} \rightarrow A, i_{s}^{\prime}: A_{s}^{\prime} \rightarrow A^{\prime}$ are canonical injections. This gives us commutativity of left rectangle. As a result outer rectangle is also commutative, i.e. the second property holds.

Let $p \in \operatorname{Pr}_{\mathcal{A}^{\prime}}^{\mathcal{\nu}}$, then

$$
\begin{aligned}
\operatorname{Pr}_{h}^{\mathcal{V}}\left(\left[\bar{v} \mapsto \bar{f}^{\prime}\right] p\right) & =p \circ\left[\bar{v} \mapsto \bar{f}^{\prime}\right] \circ \mathcal{V}_{h} \\
& =p \circ \mathcal{V} h \circ[\bar{v} \mapsto \bar{f}]=[\bar{v} \mapsto \bar{f}] \operatorname{Pr}_{h}^{\mathcal{V}}(p) .
\end{aligned}
$$

Here we used the commutativity of left rectangle once again.
Thus we only need to formalize preservation of predicates by map $h$. There are several ways to accomplish this. Here we do it similarly to the conventional case using the extensions of quasiary predicates.

Definition 11. $A\left(S, \mathcal{V}, P,\left(F_{s}\right)_{s \in S}\right)$-model homomorphism $h:(\operatorname{Pr}, \mathcal{F} n$, $\mathcal{A}, I) \rightarrow\left(P r^{\prime}, \mathcal{F} n^{\prime}, \mathcal{A}^{\prime}, I^{\prime}\right)$ is a total $S$-sorted map $h: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ such that $\operatorname{Pr}_{h}^{\mathcal{V}}\left(\operatorname{Pr}^{\prime}\right) \subseteq \operatorname{Pr}, I_{F, s}(\alpha)$ is $h$-related to $I_{F, s}^{\prime}(\alpha)$ for all $\alpha \in F_{s}, s \in S$, and $\left\|I_{P}(\pi)\right\| \subseteq\left\|\operatorname{Pr}_{h}^{\mathcal{V}}\left(I_{P}^{\prime}(\pi)\right)\right\|$ for all $\pi \in P$.

## A. Chentsov

Proposition 5. $(S, \mathcal{V}, P, \mathcal{F})$-models and $(S, \mathcal{V}, P, \mathcal{F})$-model homomorphisms form a category $\operatorname{Mod}(S, \mathcal{V}, P, \mathcal{F})$.

If this notion of homomorphism is too strict, other options include different relations between predicate extensions [8].

## 5 Model transformation

Now we need to figure out the change of model under signature morphism. Signature morphism has several components. Each of them cause some change of the model. We consider them one-by-one starting with predicate and operation symbols component, then following with change of names and ending with the change of sorts.

The simplest is the change of operation and predicate symbols. It only affects the interpretation functions for operation and predicate symbols. In the new model they become $\left(I_{P}^{\prime} \circ \varphi_{P}, I_{F}^{\prime} \circ \varphi_{F}\right)$. Due to properties of $\varphi$ they are correct interpretations for the set of sorts $S$.

Consider the following commutative diagram


It shows that model transformation is performed sequentially: first, according to the right triangle and then, according to the left triangle.

### 5.1 Change of names

Recall that name component of signature morphism is a 1-1 $S$-sorted $\operatorname{map} \varphi_{V}: \varphi_{S}(\mathcal{V}) \rightarrow \mathcal{V}^{\prime}$. Due to injectivity of $\varphi_{V}$ there is a partial map $\psi_{V}: \mathcal{V}^{\prime} \rightarrow \varphi_{S}(\mathcal{V})$ such that $\varphi_{V} \circ \psi_{V}=\operatorname{id}_{\varphi_{V}\left(\varphi_{S}(\mathcal{V})\right)}, \psi_{V} \circ \varphi_{V}=\mathrm{id}_{\varphi_{S}(\mathcal{V})}$. It induces a total function ${ }^{\psi_{V} \mathcal{A}}:{ }^{\varphi_{S}(\mathcal{V})} \mathcal{A} \rightarrow{ }^{\mathcal{V}^{\prime} \mathcal{A}}$. Notice that ${ }^{\psi_{V} \mathcal{A}}(d)\left(v^{\prime}\right) \uparrow$ for all $v^{\prime} \in V^{\prime} \backslash \varphi_{V}(V)$. There are also total functions $\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}: \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}^{\prime}} \rightarrow$ $\operatorname{Pr}_{\mathcal{A}}^{\varphi_{S}(\mathcal{V})}, F n_{\mathcal{A}, s^{\prime}}^{\psi_{\mathcal{V}}}: F n_{\mathcal{A}, s^{\prime}}^{\mathcal{V}^{\prime}} \rightarrow F n_{\mathcal{A}, s^{\prime}}^{\varphi_{S}(\mathcal{V})}$. They are required to be able to
jump from $\mathcal{V}^{\prime}$-quasiary predicate model to $\mathcal{V}$-quasiary predicate model as Mod-functor implies. Before working out change of the model let us see how $\psi_{V}$ affects the extension of quasiary predicate and how it interacts with compositions.

Lemma 6. The following diagram commutes in the category of sets and partial mappings


Proof. Outer rectangle commutes because $\psi_{V} \circ \varphi_{V}=\mathrm{id}_{V}$. Notice that if $v \in V^{\prime} \backslash \varphi_{V}(V)$, then value for both paths of right rectangle are undefined since $\psi(v) \uparrow, \sigma_{\varphi_{V}(\bar{x})}^{\varphi_{V}(\bar{v})}(v)=v$. Therefore right rectangle commutes. Left rectangle commutes because $\operatorname{dom} \psi_{V}=\varphi_{V}(V)$ and $\psi_{V}$ is injective.

Proposition 7. Let $\varphi_{V}: \varphi_{S}(\mathcal{V}) \rightarrow \mathcal{V}^{\prime}$ be a name component of signature morphism. Then $\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}: \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}^{\prime}} \rightarrow \operatorname{Pr}_{\mathcal{A}}^{\varphi_{S}(\mathcal{V})}, \operatorname{Fn}_{\mathcal{A}, s^{\prime}}^{\psi^{\prime}}: \operatorname{Fn}_{\mathcal{A}, s^{\prime}}^{\mathcal{V}^{\prime}} \rightarrow$ $F n_{\mathcal{A}, s^{\prime}}^{\varphi_{S}(\mathcal{V})}$ preserve compositions in the following sense. Let $p^{\prime}, q^{\prime} \in \operatorname{Pr}_{\mathcal{A}}^{\nu^{\prime}}$, $x, v_{j}, x_{j}, u_{i} \in V, g^{\prime} \in F n_{\mathcal{A}, s^{\prime}}^{\nu^{\prime}}, f_{i}^{\prime} \in F n_{\mathcal{A}, T_{V}^{\prime \prime}\left(u_{i}\right)}^{\nu_{i}^{\prime}}$, then

$$
\begin{aligned}
& \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\neg p^{\prime}\right) \\
& =\neg \text { r }_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \\
& \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime} \vee q^{\prime}\right) \quad=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \vee \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(q^{\prime}\right) \\
& \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(R_{\varphi_{V}(\bar{x})}^{\varphi_{V}(\bar{v})} p^{\prime}\right) \quad=R_{\bar{x}}^{\bar{v}} P r_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \\
& \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\exists \varphi_{V}(x) p^{\prime}\right) \quad=\exists x \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \\
& F n_{\mathcal{A}, T_{V}^{\prime \prime}(x)}^{\psi_{V}}\left({ }^{\prime} \varphi_{V}(x)\right) \quad={ }^{\prime} x \\
& F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] g^{\prime}\right)=\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u})}^{\psi_{V}}\left(\bar{f}^{\prime}\right)\right] F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(g^{\prime}\right) \\
& \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] p^{\prime}\right)=\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u})}^{\psi_{V^{\prime}}}\left(\bar{f}^{\prime}\right)\right] P r_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \text {. }
\end{aligned}
$$

## A. Chentsov

Proof. The proof is similar to the proof of proposition 3. We directly check the properties and switch to extensions of predicates where needed. Suppose that $p^{\prime}, q^{\prime} \in \operatorname{Pr}_{\mathcal{A}}^{\mathcal{V}^{\prime}}$. Then

$$
\top\left(\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)\right)=\left\{d \in \varphi_{S}(\mathcal{V}) \mathcal{A} \mid \psi_{V} \mathcal{A}(d) \in \top\left(p^{\prime}\right)\right\}={ }^{\psi_{V}} \mathcal{A}^{-1}\left(\top\left(p^{\prime}\right)\right),
$$

where ${ }^{\psi_{V}} \mathcal{A}^{-1}(D)$ is a preimage of $D$ under map ${ }^{\psi_{V}} \mathcal{A}$. The same goes for the falsity domain. Therefore

$$
\left\|\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)\right\|=\left({ }^{\psi_{V}} \mathcal{A}^{-1}\left(T\left(p^{\prime}\right)\right),{ }^{\psi_{V}} \mathcal{A}^{-1}\left(\perp\left(p^{\prime}\right)\right)\right)={ }^{\psi_{V}} \mathcal{A}^{-1}\left(\left\|p^{\prime}\right\|\right)
$$

Respectively

$$
\begin{aligned}
\left\|\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\neg p^{\prime}\right)\right\| & =\psi_{V \mathcal{A}^{-1}}\left(\perp\left(p^{\prime}\right), \top\left(p^{\prime}\right)\right)=\left\|\neg \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)\right\|, \\
\left\|\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime} \vee q^{\prime}\right)\right\| & =\psi_{V \mathcal{A}}^{-1}\left(\top\left(p^{\prime}\right) \cup \top\left(q^{\prime}\right), \perp\left(p^{\prime}\right) \cap \perp\left(q^{\prime}\right)\right) \\
& =\left\|\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right) \vee \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(q^{\prime}\right)\right\| .
\end{aligned}
$$

Here we used the properties of the preimage of a function.
For the existential quantifier let $p^{\prime} \in \operatorname{Pr} \mathcal{\mathcal { V }}_{\mathcal{A}}^{\prime}$, then

$$
\begin{aligned}
\top\left(\exists x \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)\right) & =\left\{d \mid(d \nabla x \mapsto a) \circ \psi_{V} \in \top\left(p^{\prime}\right) \text { for some } a \in A_{T_{V}^{\prime \prime}(x)}\right\} \\
& =\left\{d \mid d \circ \psi_{V} \nabla \varphi_{V}(x) \mapsto a \in \top\left(p^{\prime}\right) \text { for some } a \in A_{s}\right\} \\
& =\top\left(\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\exists \varphi_{V}(x) p^{\prime}\right)\right) .
\end{aligned}
$$

Here we used the definition of $\psi_{V}$ and the following property of nominative sets. For $d \in \mathcal{V}_{\mathcal{A}}$, partial function $\sigma: \mathcal{V}^{\prime} \rightarrow \mathcal{V}$ we have

$$
\begin{aligned}
(d \nabla x \mapsto a) \circ \sigma & =\left(\left.d\right|_{V \backslash\{x\}} \cup[x \mapsto a]\right) \circ \sigma \\
& \left.=\left(\left.d \circ \sigma\right|_{\sigma^{-1}(V) \backslash \sigma^{-1}(\{x\})} \cup\left[x^{\prime} \mapsto a \mid \sigma\left(x^{\prime}\right) \downarrow=x\right)\right]\right) \\
& \left.=d \circ \sigma \nabla\left[x^{\prime} \mapsto a \mid \sigma\left(x^{\prime}\right) \downarrow=x\right)\right] .
\end{aligned}
$$

Repeating for falsity domain and combining we derive

$$
\exists x \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\exists \varphi_{V}(x) p^{\prime}\right)
$$

For renomination by lemma 6 we immediately have

$$
R_{\bar{x}}^{\bar{v}} P r_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)=\operatorname{Pr}^{\sigma_{\bar{x}}^{\bar{x}}} \circ \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(R_{\varphi_{V}(\bar{x})}^{\varphi_{V}(\bar{v})} p^{\prime}\right) .
$$

Now let us consider denomination. For $s^{\prime}=T_{V}^{\prime \prime}(x)$ we have

$$
F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(\varphi_{V}(x)\right)(d) \cong \psi_{V} A(d)_{s^{\prime}}\left(\varphi_{V}(x)\right) \cong d_{s^{\prime}}\left(\psi_{V}\left(\varphi_{V}(x)\right) \cong{ }^{‘} x(d) .\right.
$$

Let $g^{\prime} \in F n_{\mathcal{A}, s^{\prime}}^{\nu^{\prime}}, f_{i}^{\prime} \in F n_{\mathcal{A}, T_{V}^{\prime \prime}\left(u_{i}\right)}^{\nu_{i}^{\prime}}, u_{i} \in V, i=\overline{1, n}$. Notice that

$$
\begin{aligned}
\left(\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u})}^{\psi_{V}}\left(\bar{f}^{\prime}\right)\right] d\right) \circ \psi_{V} & =\left(\left.d\right|_{V \backslash\left\{u_{i}\right\}} \nabla\left[\bar{u} \mapsto \bar{f}^{\prime}\left(d \circ \psi_{V}\right)\right]\right) \circ \psi_{V} \\
& =\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right]\left(d \circ \psi_{V}\right) .
\end{aligned}
$$

Here we used equality

$$
\left[\bar{u} \mapsto \bar{f}^{\prime}\left(d^{\prime}\right)\right] \circ \psi_{V}=\left[v \mapsto f_{i}^{\prime}\left(d^{\prime}\right) \mid \psi_{V}(v) \downarrow=u_{i}\right]=\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\left(d^{\prime}\right)\right] .
$$

Then

$$
\begin{aligned}
F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left[\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] g^{\prime}\right)(d) & \cong\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] g^{\prime}\left(d \circ \psi_{V}\right) \\
& \cong g^{\prime}\left(\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] d \circ \psi_{V}\right) \\
& \cong g^{\prime}\left(\left(\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u}}^{\psi_{V}}\left(\bar{f}^{\prime}\right)\right] d\right) \circ \psi_{V}\right) \\
& \cong\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u})}^{\psi_{V}}\left(\bar{f}^{\prime}\right)\right] F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(g^{\prime}\right)(d) .
\end{aligned}
$$

And similarly

$$
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\left[\varphi_{V}(\bar{u}) \mapsto \bar{f}^{\prime}\right] p^{\prime}\right)(d) \cong\left[\bar{u} \mapsto F n_{\mathcal{A}, T_{V}^{\prime \prime}(\bar{u})}^{\psi_{V}}\left(\bar{f}^{\prime}\right)\right] P r_{\mathcal{A}}^{\psi_{V}}\left(p^{\prime}\right)(d) .
$$

### 5.2 Change of base

We start with commutative triangle


According to it $\left(V, T_{V}^{\prime \prime}\right)=\varphi(\mathcal{V})$. A new $S$-sorted set of values is obtained from $S^{\prime}$-sorted $\mathcal{A}$ using pullback functor $\varphi_{S}^{*}(\mathcal{A})=\left(A_{\varphi_{S}(s)}\right)_{s \in S}$. Fundamental for the construction of quasiary predicates and operations of new model is to understand the connection between nominative data of the two models. Here we use 1-1 correspondence

$$
\frac{d: \mathcal{V} \nrightarrow \varphi_{S}^{*}(\mathcal{A})}{d^{\#}: \varphi_{S}(\mathcal{V}) \rightarrow \mathcal{A}}
$$

realized as follows:

$$
\begin{aligned}
d_{s^{\prime}}^{\# \prime} & =\bigcup_{\varphi_{S}(s)=s^{\prime}} d_{s} \\
d_{s} & =\left.d_{\varphi_{S}(s)}^{\#}\right|_{V_{s}}
\end{aligned}
$$

It is actually a conventional adjunction $\varphi_{S} \dashv \varphi_{S}^{*}$ but extended to partial $S$-sorted maps [13, sec. 9.7].

Let $p \in \operatorname{Pr}_{\mathcal{A}}^{\varphi_{S}(\mathcal{V})}, s \in S, f \in F n_{\mathcal{A}, \varphi_{S}(s)}^{\varphi_{S}(\mathcal{V})}$. Then there are $p^{\#} \in$ $\operatorname{Pr}_{\varphi_{S}^{*}(\mathcal{A})}^{\mathcal{\nu}}, f^{\#} \in \operatorname{Fn}_{\varphi_{S}^{*}(\mathcal{A}), s}^{\nu}$ defined as

$$
\begin{aligned}
p^{\#}(d) & \cong p\left(d^{\#}\right) \\
f^{\#}(d) & \cong f\left(d^{\#}\right) .
\end{aligned}
$$

Notice there is an instance of $f^{\#}$ for each $s^{\prime}$ such that $\varphi_{S}\left(s^{\prime}\right)=\varphi_{S}(s)$.
By construction, the transition $d \mapsto d^{\#}$ preserves the operation of domain restriction and disjoint union of nominative sets. Respectively

$$
\begin{aligned}
\left(d_{1} \nabla d_{2}\right)^{\#} & =d_{1}^{\#} \nabla d_{2}^{\#} \\
(d \nabla x \mapsto a)^{\#} & =d^{\#} \nabla x \mapsto a \\
(d \nabla[\bar{v} \mapsto \bar{a}))^{\#} & =d^{\#} \nabla[\bar{v} \mapsto \bar{a}] \\
{[\bar{u} \mapsto \bar{f} \#(d)]^{\#} } & =\left[\bar{u} \mapsto \bar{f}\left(d^{\#}\right)\right] .
\end{aligned}
$$

Proposition 8. The correspondence $p \mapsto p^{\#},(f, s) \mapsto f^{\#}$ preserves compositions in the following sense:

$$
\begin{array}{ll}
(p \vee q)^{\#} & =p^{\#} \vee q^{\#} \\
(\neg p)^{\#} & =\neg p^{\#} \\
\left(R_{\bar{x}}^{\bar{v}} p\right)^{\#} & =R_{\bar{x}}^{\bar{v}} p^{\#} \\
(\exists x p)^{\#} & =\exists x p^{\#} \\
\left({ }^{\prime} x\right)^{\#} & ={ }^{\#} x \\
([\bar{u} \mapsto \bar{f}] g)^{\#} & =\left[\bar{u} \mapsto \overline{f^{\#}}\right] g^{\#} \\
([\bar{u} \mapsto \bar{f}] p)^{\#} & =\left[\bar{u} \mapsto \overline{f^{\#}}\right] p^{\#} .
\end{array}
$$

Proof. We immediately check

$$
\begin{aligned}
&\left\|(p \vee q)^{\#}\right\|=\left(\left\{d \mid d^{\#} \in \top(p \vee q)\right\},\left\{d \mid d^{\#} \in \perp(p \vee q)\right\}\right) \\
&=\left(\top\left(p^{\#}\right) \cup \top\left(q^{\#}\right), \perp\left(p^{\#}\right) \cap \perp\left(q^{\#}\right)\right)=\left\|p^{\#} \vee q^{\#}\right\| . \\
&\left\|(\neg q)^{\#}\right\|=\left(\left\{d \mid d^{\#} \in \perp(q)\right\},\left\{d \mid d^{\#} \in \top(q)\right\}\right)=\left\|\neg q^{\#}\right\| . \\
& \top\left((\exists x p)^{\#}\right)=\left\{d \mid d^{\#} \nabla x \mapsto a \in \top(p) \text { for some } a \in A_{T_{V}^{\prime \prime}(x)}\right\} \\
&=\left\{d \mid(d \nabla x \mapsto a)^{\#} \in \top(p) \text { for some } a \in A_{\left.\varphi_{P}\left(T_{V}(x)\right)\right\}}\right\} \\
&=\top\left(\exists x p^{\#}\right) . \\
& \perp\left((\exists x p)^{\#}\right)=\left\{d \mid(d \nabla x \mapsto a)^{\#} \in \perp(p) \text { for all } a \in A_{\left.\varphi_{P}\left(T_{V}(x)\right)\right\}}\right. \\
&=\perp\left(\exists x p^{\#}\right) . \\
& {[\bar{u} \mapsto \bar{f}] d^{\#} }=d^{\#} \nabla\left[\bar{u} \mapsto \bar{f}\left(d^{\#}\right)\right] \\
&=(d \nabla[\bar{u} \mapsto \bar{f} \#(d)])^{\#}=\left(\left[\bar{u} \mapsto \bar{f}^{\#}\right] d\right)^{\#} . \\
&([\bar{u} \mapsto \bar{f}] p)^{\#}(d) \cong p\left([\bar{u} \mapsto \bar{f}] d^{\#}\right) \\
& \cong p\left(([\bar{u} \mapsto \bar{f} \#] d)^{\#}\right) \cong\left[\bar{u} \mapsto \bar{f}^{\#}\right] p^{\#}(d) . \\
&([\bar{u} \mapsto \bar{f}] g)^{\#}(d) \cong g\left([\bar{u} \mapsto \bar{f}] d^{\#}\right) \\
& \cong g\left(([\bar{u} \mapsto \bar{f} \#] d)^{\#}\right) \cong\left[\bar{u} \mapsto \bar{f}^{\#}\right] g^{\#}(d) . \\
&\left({ }^{( } x\right)^{\#}(d) \cong d_{T_{V}^{\prime \prime}(x)}^{\#}(x) \cong \\
& \varphi_{S}(s)=\varphi_{S}\left(T_{V}(x)\right) \\
& d_{s}(x) \cong ‘ x(d) .
\end{aligned}
$$

$$
\left(R_{\bar{x}}^{\bar{v}} p\right)^{\#}(d) \cong p\left(d^{\#} \circ \sigma_{\bar{x}}^{\bar{v}}\right) \cong p\left(\left(d \circ \sigma_{\bar{x}}^{\bar{v}}\right)^{\#}\right) \cong R_{\bar{x}}^{\bar{v}} p^{\#}(d) .
$$

Suppose $\operatorname{Pr} \subseteq \operatorname{Pr}_{\mathcal{A}}^{\varphi_{S}(\mathcal{V})}$, then we denote $\operatorname{Pr} r^{\#}=\left\{p^{\#} \mid p \in \operatorname{Pr}\right\}$.

### 5.3 Reduct functor

Next we provide combined model transformation.
Proposition 9. Let $\varphi:\left(S, \mathcal{V}, P,\left(F_{s}\right)_{s \in S}\right) \rightarrow\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}\right)$ be a signature morphism and $M^{\prime}=\left(\operatorname{Pr}^{\prime},\left(F n_{s^{\prime}}^{\prime}\right)_{s^{\prime} \in S^{\prime}}, \mathcal{A}, I^{\prime}\right)$ be a $\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}\right)$ model. Then there is a $\left(S, \mathcal{V}, P,\left(F_{s}\right)_{s \in S}\right)$-model

$$
\begin{equation*}
\operatorname{Mod}(\varphi)\left(M^{\prime}\right)=\left(\operatorname{Pr},\left(F n_{s}\right)_{s \in S}, \varphi_{S}^{*}(\mathcal{A}),\left(I_{P}, I_{F}\right)\right) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
P r & =\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\operatorname{Pr}^{\prime}\right)^{\#}, \quad F n_{s}=F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{\psi_{2}}}\left(F n_{\varphi_{S}(s)}^{\prime}\right)^{\#}, \\
I_{P}(\pi) & =\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(I_{P}^{\prime}\left(\varphi_{P}(\pi)\right)\right)^{\#} \text { for } \pi \in P, \\
I_{F, s}(\alpha) & =F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V}}\left(I_{F, \varphi_{S}(s)}^{\prime}\left(\varphi_{F}(\alpha)\right)\right)^{\#} \text { for } \alpha \in F_{s} .
\end{aligned}
$$

Proof. Considerations above show that $\operatorname{Pr}$ is closed under quasiary predicates compositions. For instance, assume that $p_{1,2}=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p_{1,2}^{\prime}\right)^{\#}$ $\in \operatorname{Pr}$. Then $p_{1} \vee p_{2}=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(p_{1}^{\prime} \vee p_{2}^{\prime}\right)^{\#} \in \operatorname{Pr}$. Class $\left(F n_{s}\right)_{s \in S}$ is also closed under operation composition. For instance, suppose that $v_{i} \in V$, $f_{i}=F n_{\mathcal{A}, T_{V}^{\prime \prime}\left(v_{i}\right)}^{\psi_{V}}\left(f_{i}^{\prime}\right)^{\#} \in F n_{T_{V}\left(v_{i}\right)}, i=\overline{1, n}, g=F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V^{\prime}}}\left(g^{\prime}\right)^{\#} \in F n_{s}$. Then

$$
[\bar{v} \mapsto \bar{f}] g=F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V}}\left(\left[\varphi_{V}(\bar{v}) \mapsto \bar{f}^{\prime}\right] f^{\prime}\right)^{\#} \in F n_{s} .
$$

Thus $\left(\operatorname{Pr},\left(F n_{s}\right)_{s \in S}, \varphi_{S}^{*}(\mathcal{A}) ; \operatorname{Comp}\left(\mathcal{V}, \varphi_{S}^{*}(\mathcal{A})\right)\right)$ is indeed a $(\mathcal{V}, \mathcal{A})$ quasiary predicate algebra. The following diagram

$$
P \xrightarrow{\varphi_{P}} P^{\prime} \xrightarrow{I_{P}^{\prime}} \operatorname{Pr}^{\prime} \xrightarrow{\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}} \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\operatorname{Pr}^{\prime}\right) \xrightarrow{\#} \operatorname{Pr}
$$

shows that $I_{P}$ has proper type $P \rightarrow \operatorname{Pr}$. The same way $I_{F, s}: F_{s} \rightarrow$ $F n_{s}$.

Corollary 10. Given signatures $\Sigma=(S, \mathcal{V}, P, \mathcal{F}), \Sigma^{\prime}=\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}\right)$, morphism $\varphi: \Sigma \rightarrow \Sigma^{\prime}$ and $\Sigma^{\prime}$-models $M^{\prime}=\left(\operatorname{Pr}^{\prime}, \mathcal{F} n^{\prime}, \mathcal{A}, I^{\prime}\right), M_{1}^{\prime}=$ ( $\operatorname{Pr}_{1}^{\prime}, \mathcal{F} n_{1}^{\prime}, \mathcal{A}_{1}, I_{1}^{\prime}$ ), any $\Sigma^{\prime}$-model homomorphism $h: M^{\prime} \rightarrow M_{1}^{\prime}$ induces $\Sigma$-model homomorphism $\varphi_{S}^{*}(h): \operatorname{Mod}(\varphi)\left(M^{\prime}\right) \rightarrow \operatorname{Mod}(\varphi)\left(M_{1}^{\prime}\right)$.

Proof. There are three conditions to check here: that map $\operatorname{Pr}_{\varphi_{S}^{*}(h)}^{\mathcal{V}}$ satisfies image condition, that it preserves predicates from $P$ and that map $\varphi_{S}^{*}(h)$ preserves operations from $\mathcal{F}$.

By definition of ( $S^{\prime}, \mathcal{V}^{\prime}, P^{\prime}, \mathcal{F}^{\prime}$ )-model homomorphism, commutativity (4) and properties of images we have

$$
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\operatorname{Pr}^{\prime}\right)^{\#} \subseteq \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\operatorname{Pr}_{h}^{\nu^{\prime}}\left(\operatorname{Pr}_{1}^{\prime}\right)\right)^{\#}=\operatorname{Pr}_{\varphi_{S}^{*}(h)}^{\mathcal{V}}\left(\operatorname{Pr}_{\mathcal{A}_{1}}^{\psi_{V}}\left(\operatorname{Pr}_{1}^{\prime}\right)^{\#}\right) .
$$

Here we also used properties of adjunction:

$$
\operatorname{Pr}_{h}^{\mathcal{V}}(p)^{\#}(d) \cong p\left(h \circ d^{\#}\right) \cong p\left(\left(\varphi_{S}^{*}(h) \circ d\right)^{\#}\right) \cong \operatorname{Pr}_{\varphi_{S}^{*}(h)}^{\mathcal{V}}\left(p^{\#}\right)(d) .
$$

Similarly, for any $\pi \in P$ we have

$$
\left\|P r_{\mathcal{A}}^{\psi_{V}}\left(I_{P}^{\prime}\left(\pi^{\prime}\right)\right)^{\#}\right\| \subseteq\left\|\operatorname{Pr}_{\varphi_{S}^{*}(h)}^{\mathcal{\nu}}\left(\operatorname{Pr}_{\mathcal{A}_{1}}^{\psi_{V}}\left(I_{1 P}^{\prime}\left(\pi^{\prime}\right)\right)^{\#}\right)\right\|,
$$

where $\pi^{\prime}=\varphi_{P}(\pi)$.
Finally, for any $\alpha \in F_{s}$ we have

$$
\begin{aligned}
\varphi_{S}^{*}(h)_{s}\left(I_{F, s}(\alpha)(d)\right) & \cong h_{\varphi_{S}(s)} \circ I_{F, \varphi_{S}(s)}^{\prime}\left(\alpha^{\prime}\right) \circ \psi_{V} \mathcal{A}\left(d^{\#}\right) \\
& \cong I_{1 F, \varphi_{S}(s)}^{\prime}\left(\alpha^{\prime}\right) \circ \mathcal{V}^{\prime} h \circ \psi_{V} \mathcal{A}\left(d^{\#}\right) \\
& \cong I_{1 F, \varphi_{S}(s)}^{\prime}\left(\alpha^{\prime}\right) \circ \psi^{\psi_{V}} \mathcal{A}_{1}\left(h \circ d^{\#}\right) \\
& \cong I_{1 F, \varphi_{S}(s)}^{\prime}\left(\alpha^{\prime}\right) \circ \psi^{\psi_{V}} \mathcal{A}_{1}\left(\left(\varphi_{S}^{*}(h) \circ d\right)^{\#}\right) \\
& \cong I_{1 F, s}(\alpha) \circ{ }^{V_{\varphi}} \varphi_{S}^{*}(h)(d) .
\end{aligned}
$$

where $\alpha^{\prime}=\varphi_{F}(\alpha) \in F_{\varphi_{S}(s)}^{\prime}$. Here we used preservation of $\alpha^{\prime}$ by $h$, adjunction and commutativity for induced maps (3).

Corollary 11. The construction given by (7) and

$$
\operatorname{Mod}(\varphi)(h)=\varphi_{S}^{*}(h)
$$

extends Mod to a functor $\mathbb{S i g} \rightarrow \mathbb{C}$ at.

When Mod is known, the model resulting from the application of the reduct functor $\operatorname{Mod}(\varphi)$ to $M$, i.e. $\operatorname{Mod}(\varphi)(M)$, is often abbreviated as $\left.M\right|_{\varphi}$.

## 6 Satisfaction relation

First, we extend the interpretation to all terms and formulas. Due to the definition of quasiary predicate algebras it is quite easy. Let $\Sigma=(S, \mathcal{V}, P, \mathcal{F}), t \in \operatorname{Ter}(\Sigma), \Phi \in \operatorname{Sen}(\Sigma), M=\left(\operatorname{Pr},\left(F n_{s}\right)_{s \in S}, \mathcal{A}, I\right) \in$ $|\operatorname{Mod}(\Sigma)|$. We define $M(\Phi) \in \operatorname{Pr}, M_{T(t)}(t) \in F n_{T(t)}$ inductively:

$$
\begin{aligned}
M_{s}(\alpha) & =I_{F, s}(\alpha), \text { where } \alpha \in F_{s} \\
M_{T_{V}(x)}\left({ }^{( } x\right) & =‘ \\
M_{T\left(t^{\prime}\right)}\left([\bar{v} \mapsto \bar{t}] t^{\prime}\right) & =\left[\bar{v} \mapsto M_{T(\bar{t})}(\bar{t})\right] M_{T\left(t^{\prime}\right)}\left(t^{\prime}\right) \\
M(\pi) & =I_{P}(\pi) \\
M(\Phi \vee \Psi) & =M(\Phi) \vee M(\Psi) \\
M(\neg \Phi) & =\neg M(\Phi) \\
M(\exists x \Phi) & =\exists x M(\Phi) \\
M([\bar{v} \mapsto \bar{t}] \Phi) & =\left[\bar{v} \mapsto M_{T(\bar{t})}(\bar{t})\right] M(\Phi) .
\end{aligned}
$$

In the right-hand side we use the interpretation of composition symbols given in subsection 4.3. The interpretation is respected by homomorphisms in the following sense.

Proposition 12. Let $h: M \rightarrow M_{1}$ be a $\Sigma$-model homomorphism, where $M=(\operatorname{Pr}, \mathcal{F} n, \mathcal{A}, I), M_{1}=\left(\operatorname{Pr}_{1}, \mathcal{F} n_{1}, \mathcal{A}_{1}, I_{1}\right)$ are $\Sigma$-models. Then $M(t)$ is $h$-related to $M^{\prime}(t)$ for any $\Sigma$-term $t$.

Proof. By induction on term structure and proposition 4.
Corollary 13. Let $h: M \rightarrow M_{1}$ be a $\Sigma$-model homomorphism, where $M=(\operatorname{Pr}, \mathcal{F} n, \mathcal{A}, I), M_{1}=\left(\operatorname{Pr}_{1}, \mathcal{F} n_{1}, \mathcal{A}_{1}, I_{1}\right)$. Then for arbitrary $\Sigma$ terms $t_{i}, i=\overline{1, n}$ and predicate $p_{1} \in \operatorname{Pr}_{1}$, the following holds

$$
\operatorname{Pr}_{h}^{\mathcal{V}}\left(\left[\bar{v} \mapsto M_{1}(\bar{t})\right] p_{1}\right)=[\bar{v} \mapsto M(\bar{t})] \operatorname{Pr}_{h}^{\mathcal{V}}\left(p_{1}\right) .
$$

Definition 12. A formula $\Phi \in \operatorname{Sen}(\Sigma)$ is satisfied by $\Sigma$-model $M=$ $(\operatorname{Pr}, \mathcal{F} n, \mathcal{A}, I)$, if the predicate $M(\Phi)$ is irrefutable, i.e. $\perp(M(\Phi))=\emptyset$. This is denoted by $M \models \Phi$.

Let us see how change of notation affects interpretation of a formula.
Proposition 14. Given a $\Sigma$-term $t$, formula $\Phi \in \operatorname{Sen}(\Sigma)$, signature $\Sigma^{\prime}=\left(S^{\prime}, \mathcal{V}^{\prime}, P^{\prime},\left(F_{s}^{\prime}\right)_{s^{\prime} \in S^{\prime}}\right), \Sigma^{\prime}$-model $M^{\prime}=\left(P r^{\prime}, \mathcal{F} n^{\prime}, \mathcal{A}, I^{\prime}\right)$ and signature morphism $\varphi: \Sigma \rightarrow \Sigma^{\prime}$, the following holds:

$$
\begin{aligned}
F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V}}\left(M_{\varphi_{S}(s)}^{\prime}(\varphi(t))\right)^{\#} & =\left.M^{\prime}\right|_{\varphi, s}(t), \text { where } s=T(t) \\
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi))\right)^{\#} & =\left.M^{\prime}\right|_{\varphi}(\Phi)
\end{aligned}
$$

Proof. By induction on structure of term $t$ and formula $\Phi$ respectively. Let $\alpha \in F_{s}$ be an operation symbol. Then

$$
\begin{aligned}
F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V}}\left(M_{\varphi_{S}(s)}^{\prime}\left(\varphi_{F}(\alpha)\right)\right)^{\#} & =F n_{\mathcal{A}, \varphi_{S}(s)}^{\psi_{V}}\left(I_{F, \varphi_{S}(s)}^{\prime}\left(\varphi_{F}(\alpha)\right)\right)^{\#} \\
& =\left.M^{\prime}\right|_{\varphi, s} \varphi_{F}(\alpha) . \\
F n_{\mathcal{A}, \varphi_{S}\left(T_{V}(x)\right)}^{\psi_{V}}\left(M_{\varphi_{S}\left(T_{V}(x)\right)}^{\prime}\left({ }^{‘} \varphi_{V}(x)\right)\right)^{\#} & =F n_{\mathcal{A}, \varphi_{S}\left(T_{V}(x)\right)}^{\psi_{V}}\left({ }^{6} \varphi_{V}(x)\right)^{\#} \\
& ={ }^{‘} x^{\#}=\left.M^{\prime}\right|_{\varphi, T_{V}(x)}\left({ }^{6} x\right) .
\end{aligned}
$$

In the latter we used propositions 7 and 8 . For the next case in addition to them we use induction hypothesis. Let $t, t_{i}$ be $\Sigma$-terms, $v_{i} \in V$, $T_{V}\left(v_{i}\right)=T\left(t_{i}\right)=s_{i}, T(t)=s, \varphi_{S}(s)=s^{\prime}, i=\overline{1, n}$. Then

$$
\begin{aligned}
F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(M^{\prime}(\varphi([\bar{v} \mapsto \bar{t}] t))\right)^{\#} & =F n_{\mathcal{A}, s^{\prime}}^{\psi_{V}}\left(\left[\varphi_{V}(\bar{v}) \mapsto M_{\bar{s}}^{\prime}(\varphi(\bar{t}))\right] M^{\prime}(\varphi(t))\right)^{\#} \\
& =\left.\left[\left.\bar{v} \mapsto M^{\prime}\right|_{\varphi, \bar{s}}(\bar{t})\right] M^{\prime}\right|_{\varphi, s}\left(t^{\prime}\right) \\
& =\left.M^{\prime}\right|_{\varphi, s}\left([\bar{v} \mapsto \bar{t}] t^{\prime}\right)
\end{aligned}
$$

The same can be done for formulas. Let $\pi \in P$ be a predicate symbol, then

$$
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}\left(\varphi_{P}(\pi)\right)\right)^{\#}=\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(I_{P}^{\prime}\left(\varphi_{P}(\pi)\right)\right)^{\#}=\left.M^{\prime}\right|_{\varphi}(\pi)
$$

For the rest of cases we use propositions 7, 8 , induction hypothesis and just proven property for terms:

$$
\begin{aligned}
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi \vee \Psi))\right)^{\#} & =\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi))^{\#} \vee M^{\prime}(\varphi(\Psi))\right)^{\#} \\
& =\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi))\right)^{\#} \vee \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Psi))\right)^{\#} \\
& =\left.\left.M^{\prime}\right|_{\varphi}(\Phi) \vee M^{\prime}\right|_{\varphi}(\Psi)=\left.M^{\prime}\right|_{\varphi}(\Phi \vee \Psi) . \\
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\neg \Phi))\right)^{\#} & =\neg\left(\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi))\right)^{\#}\right) \\
& =\left.\neg M^{\prime}\right|_{\varphi}(\Phi)=\left.M^{\prime}\right|_{\varphi}(\neg \Phi) . \\
\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\exists x \Phi))\right)^{\#} & =\operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(\exists \varphi_{V}(x) M^{\prime}(\varphi(\Phi))\right)^{\#} \\
& =\exists x \operatorname{Pr}_{\mathcal{A}}^{\psi_{V}}\left(M^{\prime}(\varphi(\Phi))\right)^{\#}=\left.M^{\prime}\right|_{\varphi}(\exists x \Phi) .
\end{aligned}
$$

The case for substitution in formula basically repeats case for substitution in term.

Corollary 15. Given formula $\Phi \in \operatorname{Sen}(\Sigma), \Sigma^{\prime}$-model $M^{\prime}$ and signature morphism $\varphi: \Sigma \rightarrow \Sigma^{\prime}$, then

$$
M^{\prime} \models \varphi(\Phi) \text { if and only if }\left.M^{\prime}\right|_{\varphi} \models \Phi \text {. }
$$

Proof. By previous proposition $\perp\left(\left.M^{\prime}\right|_{\varphi}(\Phi)\right)^{\#}=\psi_{V} \mathcal{A}^{-1}\left(\perp\left(M^{\prime}(\varphi(\Phi))\right)\right.$, where $\mathcal{A}$ is the carrier of $M^{\prime}$. Due to properties of images the satisfaction condition holds.

By proposition 2, and corollaries 11, 15 we have
Theorem 1. Constructed ( $\mathbb{S i g}, \mathrm{Sen}, \mathrm{Mod}, \models$ ) form an institution.
This result finishes construction of institution FOCNL for manysorted first-order composition-nominative logic.

## 7 Conclusion

This paper proves that many-sorted first-order composition-nominative logic forms an institution. For this all necessary constituents of institution are provided. Homomorphisms between models of many-sorted
first-order CNL are introduced. This construction can be considered as an extension of the institution for (pure) first-order CNL [8], [9]. It can be developed further to accommodate programming logics like [4]. Other line of research suggests studying the distinctive features of obtained institutions compared to more conventional ones.
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In the paper we present based on quasigroups new deniable encryption method, generalisation of Markovski stream cipher, and generalisation of El-Gamal enciphering system.
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## 1 Deniable-encryption mode for block ciphers

This paper is the extended version of the paper [1].
Deniable encryption (DE) is a method for generating ciphertexts that can be alternatively decrypted providing security against so called coercive attacks [2] for which it is assumed that after ciphertext has been sent the adversary has possibility to force both the sender and the receiver to open the plaintext corresponding to the ciphertext and the encryption key. In the case of block ciphering the DE can be provided with simultaneous encryption of the secret and fake messages using the secret and fake keys, correspondingly. While being coerced the sender and receiver of the ciphertext open the fake key and fake message and declare they have used the probabilistic encryption [3]. Earlier in paper [4] it had been proposed a method for simultaneous encryption of two messages based on solving a system of two linear equations. In this section we propose design of the DE mode for using block ciphers, which is based on the mentioned method.

Definition 1. Binary groupoid ( $G, \circ$ ) is an isotopic image of a binary groupoid $(G, \cdot)$, if there exist permutations $\alpha, \beta, \gamma$ of the set $G$ such that $x \circ y=\gamma^{-1}(\alpha x \cdot \beta y)$ [5].

Suppose $E_{V}$ be a block encryption algorithm with $n$-bit input data block and the value used as encryption key. All existing $n$-bit data blocks can be considered as elements of some quasigroup with the operation $*$ defined as follows:

$$
K * i=E_{V}\left(K \oplus E_{V}(i)\right),
$$

where $\oplus$ is the XOR operation; $K$ and $i$ are $n$-bit vectors. This quasigroup is an isotope of the group $(G, \oplus)$, where $G$ is the set of all $n$-bit vectors. Here $E_{V}$ is a permutation of the symmetric group $S_{G}$.

Evidently, for all possible values $i$ and $Q \neq K$ we have

$$
\begin{equation*}
E_{V}\left(Q \oplus E_{V}(i)\right) \neq E_{V}\left(K \oplus E_{V}(i)\right) \tag{1}
\end{equation*}
$$

Using this property of the quasigroup and two different keys $K$ and $Q \neq K$ one can define simultaneous encryption of two different messages $T=\left(t_{1}, t_{2}, \ldots, t_{i}, \ldots, t_{z}\right)$ and $M=\left(m_{1}, m_{2}, \ldots, m_{i}, \ldots, m_{z}\right)$, where $z<2^{n} ; t_{i}$ and $m_{i}$ are $n$-bit data blocks, as generation of the single ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{z}\right)$ containing (2n)-bit ciphertext blocks $c_{i}=\left(c_{i}^{\prime}, c_{i}^{\prime \prime}\right)$, where $c_{i}^{\prime}$ and $c_{i}^{\prime \prime}$ are $n$-bit values, computed from the following system of equations in the field $\operatorname{GF}\left(2^{n}\right)$ :

$$
\left\{\begin{array}{c}
c_{i}^{\prime}+A_{i} c_{i}^{\prime \prime} \equiv B_{i}+m_{i} \bmod \eta(x)  \tag{2}\\
c_{i}^{\prime}+G_{i} c_{i}^{\prime \prime} \equiv H_{i}+t_{i} \bmod \eta(x),
\end{array}\right.
$$

where $\eta(x)$ is some specified irreducible binary polynomial of the degree $n$; the $n$-bit values $A_{i}, B_{i}, G_{i}$, and $H_{i}$ are computed using the random $n$-bit initialization vector $V$ (this value is not secret) as follows:

$$
\begin{align*}
& A_{i}=E_{V}\left(K \oplus E_{V}(i)\right) ; G_{i}=E_{V}\left(Q \oplus E_{V}(i)\right) ;  \tag{3}\\
& B_{i}=E_{K}\left(A_{i}\right) ; H_{i}=E_{Q}\left(G_{i}\right) .
\end{align*}
$$

While solving (2) the values $A_{i}, B_{i}, G_{i}$, and $H_{i}$ are considered as binary polynomials of the degree $s<n$. Due to condition (1) it holds the unequality $A_{i} \neq G_{i}$, therefore the system (2) always has the single solution, i.e. the proposed deniable-encryption procedure is defined correctly.

Let us agree that the secret message (key) is the value $T(Q)$ and the fake message (key) is the value $M(K)$. If the coercer forces the sender and receiver of the secret message $T$ to open the ciphertext $C$ and the encryption key, then they open the fake key $K$ and the fake message $M$ and declare using the probabilistic block-encryption mode implemented with the block cipher $E$. In terms of paper [3] the declared encryption algorithm is called the associated encryption algorithm.

In the case of the proposed deniable-encryption method the last algorithm is described as consecutive probabilistic encryption of the data blocks $m_{i}$ for each value $i=1,2, \ldots, z$ performing the following steps:

1. Generate a random initialization vector $V$ and compute the values $A_{i}=E_{V}\left(K \oplus E_{V}(i)\right)$ and $B_{i}=E_{K}\left(A_{i}\right)$.
2. Generate a random binary polynomial $\rho_{i}(x) \neq A_{i}$ of the degree $s<n$.
3. Compute the unknowns $c_{i}^{\prime}$ and $c_{i}^{\prime \prime}$ from the following system of equations in $G F\left(2^{n}\right)$ :

$$
\left\{\begin{array}{l}
c_{i}^{\prime}+A_{i} c_{i}^{\prime \prime} \equiv B_{i}+m_{i} \bmod \eta(x)  \tag{4}\\
c_{i}^{\prime}+\rho_{i} c_{i}^{\prime \prime} \equiv 1 \bmod \eta(x)
\end{array}\right.
$$

Evidently, for some sequence of the values $\rho_{1}(x), \rho_{2}(x), \ldots, \rho_{z}(x)$ the message $M$ is transformed with the key $K$ into the given ciphertext $C$.

To distinguish the use of the deniable encryption with the system (2) from the probabilistic encryption with the system (4) the potential coercive attacker should compute the key $Q$. The last problem is computationally difficult, if $E$ is a secure block cipher, for example, AES [6] with 128 -bit key and $n=128$. Restoring the secret message from the ciphertext is performed as decryption of each ciphertext block $c_{i}=\left(c_{i}^{\prime}, c_{i}^{\prime \prime}\right), i=1,2, \ldots, z$, as follows:

1. Using the secret key $Q$ compute the values $G_{i}=E_{V}\left(Q \oplus E_{V}(i)\right)$ and $H_{i}=E_{Q}\left(G_{i}\right)$.
2. Compute the plaintext data block $t_{i}=c_{i}^{\prime}+G_{i} c_{i}^{\prime \prime}-H_{i} \bmod \eta(x)$. The fake decryption of the ciphertext is performed as follows $(i=$ $1,2, \ldots, z)$ :
3. Using the fake key $K$ compute the values $A_{i}=E_{V}\left(K \oplus E_{V}(i)\right)$ and $B_{i}=E_{K}\left(A_{i}\right)$.
4. Compute the plaintext data block $m_{i}=c_{i}^{\prime}+A_{i} c_{i}^{\prime \prime}-B_{i} \bmod \eta(x)$.

## 2 Stream deniable-encryption scheme

The method described in Section 1 can be used for constructing stream deniable encryption algorithms. Formally, for small values $n$ (for example $n=8$ ) that method represents consecutive deniable encryption of the pairs of symbols of two different input texts. The sequence of the pairs $\left(A_{i}, B_{i}\right)$ represents the key stream used for encrypting the message $M$. Respectively, the sequence of the pairs $\left(G_{i}, H_{i}\right)$ represents the key stream used for encrypting the message $T$. However one should take into account that for small values $n$ these key streams contain too short periods, therefore such encryption method is not secure. To overcome this problem one can propose the following modification of the formulas for computing the values $A_{i}, B_{i}, G_{i}$, and $H_{i}$ :

$$
\begin{align*}
A_{i} & =E_{V \| i}\left(k_{j}\right), G_{i}=E_{V \| i}\left(q_{j}\right),  \tag{5}\\
B_{i} & =E_{K}\left(A_{i}\right), H_{i}=E_{Q}\left(G_{i}\right),
\end{align*}
$$

where \| denotes concatenation operation; $V$ is 64 -bit initialization vector; $i$ is 64 -bit counter; $k_{j}$ are 8 -bit subkeys of the key $K=$ $\left(k_{0}, k_{1}, \ldots, k_{7}\right) ; q_{j}$ are 8 -bit subkeys of the key $Q=\left(q_{0}, q_{1}, \ldots, q_{7}\right)$, $j=(i-1) \bmod 8$. In the last formulas the block encryption function $E$ operates with 8 -bit data block and 128 -bit key.

While generating the keys $K$ and $Q$ it is to be fulfilled the condition $k_{j} \neq q_{j}$ for $j=0,1, \ldots, 7$.

It should be mentioned that the value $V \| i$ is used as variable key for computing the values $A_{i}$ and $B_{i}$, i.e. the key is to be reset for each transformed pair of the 8 -bit symbols of the texts $M$ and $T$. This feature makes preferable to use block ciphers $E$ with simple key scheduling in order to get higher performance of the stream deniable encryption [7]. In the case of hardware implementation of the function
$E$ one can use, for example, the design based on controlled substitutionpermutation networks [8].

## 3 Stream cipher based on binary quasigroups

Here we give more detailed description of algorithm which was proposed in [9]. This algorithm simultaneously uses two cryptographical procedures: enciphering using generalisation of Markovski stream algorithm [10] and enciphering using a system of orthogonal operations.

We also give some realisation of this algorithm based on Tquasigroups, more precise, on medial quasigroups. Necessary information about quasigroups and some its applications in cryptography can be found in [5], [9], [11].

Below we denote the action of the left (right, middle) translation in the power $a$ of a binary quasigroup ( $Q, g_{1}$ ) on the element $u_{1}$ by the symbol $g_{1} T_{l_{1}}^{a}\left(u_{1}\right)$. And so on. Here $l_{1}$ means leader element. See [9]-[11] for details.

Algorithm 1. Enciphering. Initially we have plaintext $u_{1}, u_{2}, \ldots, u_{6}$.
Step 1.
${ }_{g_{1}} T_{l_{1}}^{a}\left(u_{1}\right)=v_{1}$
${ }_{g_{2}} T_{l_{2}}^{b}\left(u_{2}\right)=v_{2}$
$F_{1}^{c}\left(v_{1}, v_{2}\right)=\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$
Step 2.
$g_{3} T_{v_{1}^{\prime}}^{d}\left(u_{3}\right)=v_{3}$
${ }_{g_{4}} T_{v_{2}^{\prime}}^{e}\left(u_{4}\right)=v_{4}$
$F_{2}^{f}\left(v_{3}, v_{4}\right)=\left(v_{3}^{\prime}, v_{4}^{\prime}\right)$
Step 3.
${ }_{g_{5}} T_{v_{3}^{\prime}}^{g}\left(u_{5}\right)=v_{5}$
${ }_{g_{6}} T_{v_{4}^{\prime}}^{h}\left(u_{6}\right)=v_{6}$
$F_{3}^{i}\left(v_{5}, v_{6}\right)=\left(v_{5}^{\prime}, v_{6}^{\prime}\right)$.

We obtain ciphertext $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{6}^{\prime}$.
Deciphering. Initially we have ciphertext $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{6}^{\prime}$.

$$
\begin{aligned}
& \text { Step } 1 \text {. } \\
& F_{1}^{-c}\left(v_{1}^{\prime}, v_{2}^{\prime}\right)=\left(v_{1}, v_{2}\right) \\
& { }_{g_{1}} T_{l_{1}^{-a}}^{-a}\left(v_{1}\right)=u_{1} \\
& g_{2} T_{l_{2}}^{-b}\left(v_{2}\right)=u_{2} \\
& \text { Step } 2 . \\
& F_{2}^{-f}\left(v_{3}^{\prime}, v_{4}^{\prime}\right)=\left(v_{3}, v_{4}\right) \\
& { }_{g_{3}} T_{v_{1}^{\prime}}^{-d}\left(v_{3}\right)=u_{3} \\
& { }_{g_{4}} T_{v_{2}^{\prime}}^{-e}\left(v_{4}\right)=u_{4}
\end{aligned}
$$

$$
\text { Step } 3 .
$$

$$
\begin{aligned}
& F_{3}^{-i}\left(v_{5}^{\prime}, v_{6}^{\prime}\right)=\left(v_{5}, v_{6}\right) \\
& g_{5} T_{v_{3}^{\prime}}^{-g}\left(v_{5}\right)=u_{5} \\
& g_{6} T_{v_{4}^{\prime}}^{-h}\left(v_{6}\right)=u_{6}
\end{aligned}
$$

We obtain plaintext $u_{1}, u_{2}, \ldots, u_{6}$.
From Algorithm 1 we obtain classical Markovski algorithm, if we take only one quasigroup, one kind of quasigroup translations (left translations) any of which is taken in power $=1$, and, finally, if system of orthogonal operations (crypto-procedure $F$ ) is not used. Some generalisations of Algorithm 1 are given in [12].

## 4 T-quasigroup based stream cipher

We give a numerical example of encryption Algorithm 1 based on $T$ quasigroups (more exactly, on medial quasigroups) [12]. Notice that the number 257 is prime. The form of parastrophes of T-quasigroups, for example, of quasigroup $(A, \stackrel{(13)}{*})$ can be found in [12], [13, p. 39].
Example 1. Take the cyclic group $\left(Z_{257},+\right)=(A,+)$.

1. Define T-quasigroup $(A, *)$ by the form $x * y=2 \cdot x+131 \cdot y+3$ with a leader element $l$, say, $l=17$. Denote the mapping $x \mapsto x * l$ by the letter $g_{1}$, i.e. $g_{1}(x)=x * l$ for all $x \in A$.
In order to find the mapping $g_{1}^{-1}$ we find the form of operation $\stackrel{(13)}{*}$. We have $x \stackrel{(13)}{*} y=129 \cdot x+63 \cdot y+127, f^{-1} x=x \stackrel{(13)}{*} l$. Then $g_{1}^{-1}\left(g_{1}(x)\right)=g_{1}^{-1}(x * l)=(x * l) \stackrel{(13)}{*} l=x$.
In some sense quasigroup $(A, \stackrel{(13)}{*})$ is the "right inverse quasigroup" to quasigroup $(A, *)$. Notice that from results of article [13, Theorem 16] it follows that $(A, *) \perp(A, \stackrel{(13)}{*})$.
2. Define T-quasigroup $(A, \circ)$ by the form $x \circ y=10 \cdot x+81 \cdot y+53$ with a leader element $l$, say, $l=71$. Denote the mapping $x \mapsto l * x$ by the letter $g_{2}$, i.e. $g_{2}(x)=l \circ x$ for all $x \in A$.
In order to find the mapping $g_{2}^{-1}$ we find the form of operation $\stackrel{(23)}{\circ}$. We have $x \stackrel{(23)}{\circ} y=149 \cdot x+165 \cdot y+250$.
3. Define a system of two parastroph orthogonal T-quasigroups $(A, \cdot)$ and $(A, \stackrel{(23)}{ })$ in the following way

$$
\left\{\begin{array}{l}
x \cdot y=3 \cdot x+5 \cdot y+6 \\
x^{(23)} y=205 \cdot x+103 \cdot y+153
\end{array}\right.
$$

Denote quasigroup system $\left(A, \cdot\left({ }^{(23)}\right)\right.$ by $F(x, y)$, since this system is a function of two variables.
In order to find the mapping $F^{-1}(x, y)$ we solve the system of linear equations

$$
\left\{\begin{aligned}
3 \cdot x+5 \cdot y+6 & =a \\
205 \cdot x+103 \cdot y+153 & =b
\end{aligned}\right.
$$

We have $\Delta=55,1 / \Delta=243, x=100 \cdot a+70 \cdot b+255, y=43 \cdot a+$ $215 \cdot b$. Therefore we have, if $F(x, y)=(a, b)$, then $F^{-1}(a, b)=$
$(100 \cdot a+70 \cdot b+255,43 \cdot a+215 \cdot b)$, i.e.

$$
\left\{\begin{array}{r}
x=100 \cdot a+70 \cdot b+255 \\
y=43 \cdot a+215 \cdot b .
\end{array}\right.
$$

We have defined the mappings $g_{1}, g_{2}, F$ and now we can use them in Algorithm 1.

Let 212; 17; 65; 117 be a plaintext. We take the following values in formula (6): $a=b=d=e=f=1 ; c=2$. Below we use Gothic font to distinguish leader elements, i.e., the numbers 17 and 71 are leader elements. Then

Step 1.
$g_{1}(212)=212 * 17=2 \cdot 212+131 \cdot 17+3=84$
$g_{2}(17)=71 \circ 17=10 \cdot 71+81 \cdot 17+53=84$
$F(84 ; 84)=(3 \cdot 84+5 \cdot 84+6 ; 205 \cdot 84+103 \cdot 84+153)=(164 ; 68)$
$F(164 ; 68)=(3 \cdot 164+5 \cdot 68+6 ; 205 \cdot 164+103 \cdot 68+153)=(67 ; 171)$
Step 2.
$g_{1}(65)=65 * 67=2 \cdot 65+131 \cdot 67+3=172$
$g_{2}(117)=171 \circ 117=10 \cdot 171+81 \cdot 117+53=189$
$F(172 ; 189)=(3 \cdot 172+5 \cdot 189+6 ; 205 \cdot 172+103 \cdot 189+153)=$ (182; 139)

We obtain the following ciphertext $67 ; 171 ; 182 ; 139$.
For deciphering we use formula (7).
Step 1.
$F^{-1}(67 ; 171)=(100 \cdot 67+70 \cdot 171+255,43 \cdot 67+215 \cdot 171)=(164 ; 68)$
$F^{-1}(164 ; 68)=(100 \cdot 164+70 \cdot 68+255,43 \cdot 164+215 \cdot 68)=(84 ; 84)$
$g_{1}^{-1}(84)=84 \stackrel{(13)}{*} 17=129 \cdot 84+63 \cdot 17+127=$ 212
$g_{2}^{-1}(84)=71 \stackrel{(23)}{\circ} 84=149 \cdot 71+165 \cdot 84+250=17$
Step 2.
$F^{-1}(182 ; 139)=(100 \cdot 182+70 \cdot 139+255,43 \cdot 182+215 \cdot 139)=$ $(172 ; 189)$

$$
g_{1}^{-1}(172)=172{ }_{*}^{(13)} 67=129 \cdot 172+63 \cdot 67+127=\boldsymbol{6} 5
$$

$g_{2}^{-1}(189)=171 \stackrel{(23)}{\circ} 189=149 \cdot 171+165 \cdot 189+250=117$
A program using freeware version of programming language Pascal was developed. First experiments demonstrate that encoding-decoding is executed sufficiently fast.

We plan to continue researches in this direction, namely we plan to estimate time complexity of encryption and decryption for the proposed algorithms, as well as give formal justification for computational security of ones. The authors thank Referee for this suggestion.

Remark 1. Proper binary groupoids are more preferable than linear quasigroups by construction of the mapping $F(x, y)$ in order to make encryption more safe, but in this case decryption may be slower than in linear quasigroup case and definition of these groupoids needs more computer (or some other device) memory. The same remark is true for the choice of the function $g$. Maybe a golden mean in this choice problem is to use linear quasigroups over non-abelian, especially simple, groups.

Remark 2. In this cipher there exists a possibility of protection against standard statistical attack. For this scope it is possible to denote more often used letters or pair of letters by more than one integer or by more than one pair of integers.

## 5 El Gamal cryptosystem

We recall El Gamal cryptosystem [14]. Let $\left(Z_{p},+\right)$ be a cyclic group of residues of big (say 200 to 300 digits) prime order relative to addition of residues, $a$ be a generator of the group $\left(Z_{p-1}, \cdot\right) \cong \operatorname{Aut}\left(Z_{p},+\right)$ $(\operatorname{gcd}(a, p-1)=1)$.

Alices keys are as follows:
Public Key $p, a$, and $a^{m}, m \in \mathbb{N}$.
Private Key $m$.

## Encryption

To send a message $b \in\left(Z_{p-1}, \cdot\right)$ Bob computes $a^{r}$ and $a^{m r}$ for a random $r \in \mathbb{N}$ (sometimes the number $r$ is called an ephemeral key).

The ciphertext is ( $a^{r}, a^{m r} \cdot b$ ).
Decryption
Alice knows $m$, so if she receives the ciphertext $\left(a^{r}, a^{m r} \cdot b\right)$, she computes $a^{-r m}$ from $a^{r}$ and then she computes $b$ from $a^{m r} \cdot b$ using the formula $a^{-m r} \cdot a^{m r} \cdot b=b$.

## 6 De-symmetrisation of Markovski algorithm

We give an analogue of El Gamal encryption system based on Markovski algorithm [1], [15].

Let $(Q, f)$ be a binary quasigroup and $T=(\alpha, \beta, \gamma)$ be its isotopy.
Alices keys are as follows:
Public Key is $(Q, f), T, T^{(m, n, k)}=\left(\alpha^{m}, \beta^{n}, \gamma^{k}\right), m, n, k \in \mathbb{N}$, and Markovski algorithm.

Private Key $m, n, k$.
Encryption
To send a message $b \in(Q, f)$ Bob computes $T^{(r, s, t)}, T^{(m r, n s, k t)}$ for a random $r, s, t \in \mathbb{N}$ and $\left(T^{(m r, n s, k t)}(Q, f)\right)$.

The ciphertext is $\left(T^{(r, s, t)},\left(T^{(m r, n s, k t)}(Q, f)\right) b\right)$.
To obtain $\left(T^{(m r, n s, k t)}(Q, f)\right) b$ Bob uses Markovski algorithm which is known to Alice.

Decryption
Alice knows $m, n, k$, so if she receives the ciphertext

$$
\left(T^{(r, s, t)},\left(T^{(m r, n s, k t)}(Q, f)\right) b\right),
$$

she computes $\left(T^{(m r, n s, k t)}(Q, f)\right)^{-1}$ using $T^{(r, s, t)}$ and, finally, she computes $b$.

In this algorithm there can also be used isostrophy [16] instead of isotopy, Algorithm 1 instead of Markovski algorithm, $n$-ary ( $n>2$ ) quasigroups [9], [17] instead of binary quasigroups.

Generalisation of El Gamal scheme using a Moufang loop is given in [18]. In [19] it is proved that discrete logarithms problem in Moufang loops can be reduced to the same problem in finite simple fields.

Generalisation of El Gamal encryption system based on a quasiautomorphism of a quasigroup is presented in [18]. In this generalisation a generator element of the group $Z_{n}$ is a quasiautomorphism (the third component of an autotopy) of a quasigroup.

## 7 Conclusion

In this paper we have presented stream deniable encryption algorithm, generalisation of quasigroup based Markovski algorithm, and based on Markovski algorithm and concept of isotopy generalisation of El Gamal encryption system.

Acknowledgment. The authors thank Referee for valuable suggestions.
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# Stream Deniable-Encryption Algorithms 
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#### Abstract

A method for stream deniable encryption of secret message is proposed, which is computationally indistinguishable from the probabilistic encryption of some fake message. The method uses generation of two key streams with some secure block cipher. One of the key streams is generated depending on the secret key and the other one is generated depending on the fake key. The key streams are mixed with the secret and fake data streams so that the output ciphertext looks like the ciphertext produced by some probabilistic encryption algorithm applied to the fake message, while using the fake key. When the receiver or/and sender of the ciphertext are coerced to open the encryption key and the source message, they open the fake key and the fake message. To disclose their lie the coercer should demonstrate possibility of the alternative decryption of the ciphertext, however this is a computationally hard problem.
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## 1 Introduction

This paper is an extended version of the article [1].
The notion of deniable encryption (DE) was introduced by Canetti et al. in 1997 [2] as property of cryptographic protocols and algorithms to resist the so called coercive attacks that are performed by some adversary (coercer) that intercepts the ciphertext and has power to force

[^2]sender or/and receiver to open both the sent message and the encryption key. If the sender encrypts the secrete message using public key of the receiver of the message, then we have the case of the public-key deniable encryption schemes. If the encryption of the secrete message is performed using a shared secret key, then we have the case of the shared-key deniable encryption schemes.

The public-key DE protocols are applicable for preventing vote buying in the internet-voting systems [3] and for providing security of multiparty computations [4]. The shared-key DE algorithms represent interest for information protection in computer and telecommunication systems. In literature the following cryptoschemes are considered: sender-deniable [2], [3] (coercer attacks the sender of the ciphertext), receiver-deniable [4] (coercer attacks the receiver of the ciphertext), and bi-deniable [5] (coercer attacks the both parties of the secure communication session) cryptoschemes. The encryption scheme is deniable, if it provides possibility to the sender or/and to the receiver to open a fake message and a fake key instead of the secret ones so that disclosing their lie is a computationally infeasible problem for the coercer. Practical methods for bi-deniable public-key encryption have been proposed in $[6],[7]$.

Fast methods for block deniable encryption are described in [8]. Those methods implement deniable encryption as simultaneous transformation of two different messages, secret and fake ones, using two keys, secret and fake ones, into the single ciphertext. In the paper [8] it has been also introduced the notion of the computational indistinguishability of the DE from the probabilistic encryption. The DE algorithm is considered as possessing such property, if it produces the ciphertext that can be also produced by some probabilistic-encryption algorithm used for ciphering the fake message with the fake key and some random input. The stream DE algorithms proposed in [8] and [9] are indistinguishable from some probabilistic encryption algorithms, however those algorithms are very slow. At present no practical and fast algorithms for shared-key stream DE are described in the literature, such algorithms are very attractive for practical application to provide information protection in computer and telecommunication systems
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though.
The present paper proposes a method and algorithm for sufficiently fast stream bi-deniable encryption. Computational indistinguishability from a probabilistic stream encryption is used as a design criterion. The paper is organized as follows. Section 2 presents the design criteria. Section 3 and 4 present method and algorithm for stream bideniable encryption, correspondingly. Section 5 discusses the proposed algorithm. Section 6 concludes the paper.

## 2 Design criteria

For designing a shared-key DE algorithm the following criteria have been used:

- the algorithm should implement the stream encryption;
- the used encryption method should provide possibility of the independent decryption of each symbol of the produced ciphertext; this criterion takes into account possible practical applications in the cloudcomputing technologies for processing data contained in encrypted files having large size;
- the method should implement the DE procedure as simultaneous encryption of the secret and fake messages using the secret and fake keys;
- the output ciphertext generated by the algorithm should be computationally indistinguishable from the ciphertext produced by some probabilistic ciphering a fake message with a fake key;
- the algorithm should provide sufficiently high encryption speed;
- the algorithm should provide bi-deniability;
- one should provide possibility of the independent recovering of the secret and fake messages, using secret or fake key, correspondingly.


## 3 Encryption method

One can consider text files as sequence of small data blocks having fixed size, i.e. as sequence of bit strings with which symbols are coded. Thus,
for encrypting a file or a message it is possible to apply formally the fast bi-deniable block-encryption method proposed in [7]. To encrypt a secret message $T=\left(T_{1}, T_{2}, \ldots, T_{i}, \ldots, T_{n}\right)$ represented as sequence of the $b$-bit data blocks $T_{i}(b=32,64,128$, or 256$)$, in that method it is supposed to generate a fake message $M=\left(M_{1}, M_{2}, \ldots, M_{i}, \ldots, M_{n}\right)$, where $M_{i}$ are the $b$-bit data blocks, having the same size as the secret one and then to encrypt simultaneously all pairs of the data blocks $T_{i}$ and $M_{i}(i=1,2, \ldots, n)$ as follows:

1. Using some known secure block cipher with $b$-bit input data block, encrypt the data block $M_{i}$ into the $b$-bit block $C_{M_{i}}$ of intermediate ciphertext in accordance with the formula

$$
\begin{equation*}
C_{M_{i}}=E_{K}\left(M_{i}\right) \tag{1}
\end{equation*}
$$

where $E$ is the used block cipher; $K$ is the fake key.
2. Encrypt the data block $T_{i}$ into the $b$-bit block $C_{T_{i}}$ of intermediate ciphertext in accordance with the formula

$$
\begin{equation*}
C_{T_{i}}=E_{Q}\left(T_{i}\right) \tag{2}
\end{equation*}
$$

where $Q$ is the secret key.
3. Compute the $i$ th $(2 b)$-bit block of the output ciphertext $C_{i}$ as (2b)-bit binary polynomial satisfying the system of congruences

$$
\left\{\begin{array}{l}
C_{i} \equiv C_{M_{i}} \bmod \mu(x)  \tag{3}\\
C_{i} \equiv C_{T_{i}} \bmod \lambda(x)
\end{array}\right.
$$

where binary polynomial $\mu(x)=1\left\|\mu^{\prime}(x),\right\|$ denotes the concatenation operation; $\mu^{\prime}(x)$ is the binary polynomial, which is given by the right $b$ bits of the fake key $K$ (i.e. the right $b$ bits of the secret key $K$ are interpreted as binary polynomial); binary polynomial $\lambda(x)=1 \| \lambda^{\prime}(x)$; $\lambda^{\prime}(x)$ is the binary polynomial, which is given by the right $b$ bits of the secret key $Q$.

In the method described in [8] the keys $K$ and $Q$ are generated as a pair of random bit strings such that polynomials $\mu^{\prime}(x)$ and $\lambda^{\prime}(x)$ are mutually irreducible, therefore the last system of congruences has
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unique solution $C_{i}<\lambda(x) \mu(x)$ and can be computed as follows:

$$
\begin{aligned}
& C_{i}=\left[C_{M_{i}} \lambda(x)\left(\lambda^{-1}(x) \bmod \mu(x)\right)+\right. \\
& \left.+C_{T_{i}} \mu(x)\left(\mu^{-1}(x) \bmod \lambda(x)\right)\right] \bmod \mu(x) \lambda(x) .
\end{aligned}
$$

In the case of small values of the data blocks the described method is insecure, for example, in the case of simultaneous encryption of the files $T=\left(t_{1}, t_{2}, \ldots, t_{i}, \ldots, t_{n}\right)$ and $M=\left(m_{1}, m_{2}, \ldots, m_{i}, \ldots, m_{n}\right)$, where $t_{i}$ and $m_{i}$ are symbols having size $b \leq 16$ bits. To overcome this problem we propose to modify the key for each value $i=1,2, \ldots, n$. Due to such modification it becomes possible to simplify computation of the blocks $C_{M_{i}}$ and $C_{T_{i}}$, if the sequences of the modified values of the fake and secret key are generated in the form of some pseudorandom sequence that is computationally indistinguishable from the uniform random sequence. Besides, we propose to use unique fake and secret key sequences for encryption of each secret message $T$. Thus, we have come to idea to generate fake $(\Gamma)$ and secret $\left(\Gamma^{\prime}\right)$ key sequences using the block cipher $E$ in accordance with the following formulas

$$
E_{K}(i \| V) \bmod 2^{2 b}=\left(\alpha_{i} \| \beta_{i}\right) \text { and } E_{Q}(i \| V) \bmod 2^{2 b}=\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right),
$$

where $\alpha_{i}, \beta_{i}, \alpha_{i}^{\prime}$, and $\beta_{i}^{\prime}$ are $b$-bit strings such that binary polynomials $\mu_{i}(x)=1| | \beta_{i}$ and $\lambda_{i}(x)=1| | \beta_{i}^{\prime}$ are mutually irreducible; $V$ is the 64 -bit initialization vector generated at random for each encrypted message or file (the value $V$ is not secret, therefore $V$ can be transmitted via insecure channel).

The sequences $\Gamma$ and $\Gamma^{\prime}$ can be written as follows:

$$
\begin{aligned}
& \Gamma=\left\{\left(\alpha_{1} \| \beta_{1}\right),\left(\alpha_{2} \| \beta_{2}\right), \ldots,\left(\alpha_{i} \| \beta_{i}\right), \ldots,\left(\alpha_{n} \| \beta_{n}\right)\right\} \text { and } \\
& \Gamma^{\prime}=\left\{\left(\alpha_{1}^{\prime} \| \beta_{1}^{\prime}\right),\left(\alpha_{2}^{\prime} \| \beta_{2}^{\prime}\right), \ldots,\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right), \ldots,\left(\alpha_{n}^{\prime} \| \beta_{n}^{\prime}\right)\right\} .
\end{aligned}
$$

The elements $\left(\alpha_{i} \| \beta_{i}\right)$ and $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)$ of these sequences are to be used to encrypt simultaneously the couple of symbols $t_{i}$ and $m_{i}$. Instead of formulas (1) and (2) one can use the following transformation of the $i$ th symbol of the fake and secret messages, respectively:

$$
\begin{align*}
c_{m_{i}} & =m_{i} \oplus \alpha_{i}  \tag{4}\\
c_{t_{i}} & =t_{i} \oplus \alpha_{i}^{\prime}, \tag{5}
\end{align*}
$$

where $\oplus$ is the XOR operation. The $b$-bit symbols $c_{m_{i}}$ and $c_{t_{i}}$ of the intermediate ciphertext are to be mixed into the single (2b)-bit symbol $c_{i}$ of the output ciphertext in accordance with the following formula

$$
\begin{align*}
c_{i} & =\left[c_{m_{i}} \lambda_{i}(x)\left(\lambda_{i}^{-1}(x) \bmod \mu_{i}(x)\right)+\right.  \tag{6}\\
& \left.+c_{t_{i}} \mu_{i}(x)\left(\mu_{i}^{-1}(x) \bmod \lambda_{i}(x)\right)\right] \bmod \mu_{i}(x) \lambda_{i}(x),
\end{align*}
$$

where $\mu_{i}(x)=1| | \beta_{i}$ and $\lambda_{i}(x)=1| | \beta^{\prime}$ are mutually irreducible binary polynomials. Formula (6) defines solution of the following system of congruences

$$
\left\{\begin{array}{l}
c_{i} \equiv c_{m_{i}} \bmod \mu_{i}(x)  \tag{7}\\
c_{i} \equiv c_{t_{i}} \bmod \lambda_{i}(x) .
\end{array}\right.
$$

System (7) defines the following formulas for computing the symbols $c_{m_{i}}$ and $c_{t_{i}}$ from $c_{i}$ :

$$
\begin{align*}
c_{m_{i}} & =c_{i} \bmod \mu_{i}(x),  \tag{8}\\
c_{t_{i}} & =c_{i} \bmod \lambda_{i}(x) . \tag{9}
\end{align*}
$$

Then the $i$ th symbols $t_{i}$ and $m_{i}$ of the source texts $T$ and $M$ are computed using the values $\alpha_{i}$ and $\alpha_{i}^{\prime}$ with the following formulas $(i=$ $1,2, \ldots, n)$ :

$$
\begin{align*}
m_{i} & =c_{m_{i}} \oplus \alpha_{i}  \tag{10}\\
t_{i} & =c_{t_{i}} \oplus \alpha_{i}^{\prime} \tag{11}
\end{align*}
$$

## 4 The stream deniable encryption algorithm

Suppose we have a secure block cipher $E$ with 128 -bit input data block and 128 -bit key $K$. Using the method described in Section 3 (in which it is supposed that two parties of the communication session share the secret 128 -bit key $Q$ and the fake 128 -bit key $K$ ) we have constructed the following algorithm for performing the stream DE of the secret message $T$ :

INPUT: the secret message $T=\left(t_{1}, t_{2}, \ldots, t_{i}, \ldots, t_{n}\right)$ and encryption keys $K$ and $Q$.

## N.A. Moldovyan et al.

1. Generate a fake message $M$ having the same length as the message $T$.
2. Generate a random value of the 64 -bit initialization vector $V$.
3. For $i=1$ to $n$ do the following steps.
3.1. Using the procedure Form_ $\alpha \beta$ generate the $i$ th elements $\left(\alpha_{i} \| \beta_{i}\right)$ and $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)$ of the key sequences $\Gamma$ and $\Gamma^{\prime}$.
3.2. Compute the $b$-bit symbols $c_{m_{i}}$ and $c_{t_{i}}$ of the intermediate ciphertext using formulas (4) and (5).
3.3. Compute the $(2 b)$-bit symbol $c_{i}$ of the output ciphertext as solution of the system of two linear congruences (7), which is defined by formula (6).
4. Compose the output ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$.

OUTPUT: the ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$ and the initialization vector $V$.

The procedure Form_ $\alpha \beta$ used at step 3 is described as follows:
INPUT: two 128 -bit keys $K$ and $Q$ and two 64 -bit values $i$ and $V$.

1. Compute the value $\left(\alpha_{i} \| \beta_{i}\right)=E_{K}(i \| V) \bmod 2^{2 b}$, where $E$ is some specified 128 -bit block cipher; $\alpha_{i}$ and $\beta_{i}$ are $b$-bit strings; the value $E_{K}(i \| V)$ is considered as binary number.
2. Compose the bit string $\mu_{i}=\left(1| | \beta_{i}\right)$.
3. Compute the value $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)=E_{Q}(i \| V) \bmod 2^{2 b}$.
4. Compose the bit string $\lambda_{i}=\left(1 \| \beta_{i}^{\prime}\right)$.
5. Considering the bit strings $\mu_{i}$ and $\lambda_{i}$ as binary polynomials $\mu_{i}(x)$ and $\lambda_{i}(x)$ of the degree $b$, respectively, compute the greatest common divisor $D=\operatorname{gcd}\left(\mu_{i}(x), \lambda_{i}(x)\right)$.
6. If $D \neq 1$, then increment $\beta_{i}^{\prime} \leftarrow \beta_{i}^{\prime}+1 \bmod 2^{b}$ (here the bit string $\beta_{i}^{\prime}$ is considered as binary number) and go to step 4 , otherwise STOP.

OUTPUT: two ( $2 b$ )-bit elements $\left(\alpha_{i} \| \beta_{i}\right)$ and $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)$ of the key sequences $\Gamma$ and $\Gamma^{\prime}$.

Decryption of the ciphertext $C$ produced by the proposed DE algorithm requires using the value $V$ assigned to $C$ (i.e. sent together with the ciphertext $C$ ) and both the secret and fake keys. The following algorithm describes the decryption procedure.

Algorithm for decrypting the secret message.

INPUT: the ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$, the encryption key $Q$, the fake key $K$, and the initialization vector $V$.

1 For $i=1$ to $n$ do the following steps.
1.1. Using the procedure Form $\_\alpha \beta$ generate the $i$ th element $\left(\alpha_{i}^{\prime}| | \beta_{i}^{\prime}\right)$ of the key sequence $\Gamma^{\prime}$.
1.2. Compute the $b$-bit symbol $c_{t_{i}}$ of the intermediate ciphertext using the formula (9).
1.3. Compute the $b$-bit symbol $t_{i}$ of the secret message using formula (11).
2. Compose the message $T=\left(t_{1}, t_{2}, \ldots, t_{i}, \ldots, t_{n}\right)$.

OUTPUT: the opened message $T$.

## 5 Discussion

### 5.1 Security against the two-side coercive attack

Suppose a coercive adversary intercepts the ciphertext and initialization vector sent by sender to receiver of secret message and then forces both the parties to open the message, the encryption and decryption algorithms, and the encryption key. The encryption algorithm proposed in Section 4 resists this attack, since the sender and the receiver are able to fulfill coercers demands without opening the secret message. For this purpose they open the following:

- the fake key $K$ declared as the secret one;
- the fake message $M$ declared as the secret one;
- probabilistic encryption algorithm that allegedly produced the ciphertext intercepted by the coercer;
- decryption algorithm that discloses the fake message from the cryptogram, while using the fake key.

To catch them in a lie, the coercer should show conclusively that the ciphertext contains another message. The last can be performed by guessing the secret key $Q$, however this method is impractical due to sufficiently large size of the value $Q$ ( 128 bits).

Let us also consider the known-plaintext attack, i.e. suppose the coercer knows the secret message. If he is able to compute the secret key
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$Q$, then he is able to prove that the sender and the receiver are cheating (the proving consists in opening the message $T$ from the ciphertext $C$, while using the key $Q$ ). Suppose additionally that, using the known message $T$ and the value $V$, the coercer is able to compute the key sequence $\Gamma^{\prime}$ and then all values $E_{K}(i \| V)$, where $i=1,2, \ldots, n$ (see step 3 in description of the procedure Form_ $\alpha \beta$ ).

In this case the assumption about possibility to compute the key $Q$ from the known 128 -bit input $i \| V$ and output values $E_{K}(i \| V)$ leads to conclusion about insecurity of the used block cipher $E$ against the known-plaintext attack. However in the proposed DE algorithm it is used a secure block cipher, for example, AES that surely resists such attacks and is recommended by the standard ISO/IET 180333:2010 [10].

Thus, one can conclude the proposed DE algorithm provides bideniability. The probabilistic encryption algorithm to be opened to the coercer is described as follows.

## Associated probabilistic stream encryption algorithm

INPUT: the message $M=\left(m_{1}, m_{2}, \ldots, m_{i}, \ldots, m_{n}\right)$ and the encryption key $K$.

1. Generate a random value of the 64 -bit initialization vector $V$.
2. For $i=1$ to $n$ do the following steps.
2.1. Compute the value $\left(\alpha_{i} \| \beta_{i}\right)=E_{K}(i \| V) \bmod 2^{2 b}$, where $E$ is the specified 128 -bit block cipher; $\alpha_{i}$ and $\beta_{i}$ are $b$-bit strings; the value $E_{K}(i \| V)$ is considered as binary number.
2.2. Compose the bit string $\mu_{i}=\left(1| | \beta_{i}\right)$.
2.3. Generate randomly two $b$-bit strings $\rho$ and $\eta^{\prime}$.
2.4. Compose the bit string $\eta=\left(1 \| \eta^{\prime}\right)$.
2.5. Considering the bit strings $\mu_{i}$ and $\eta$ as binary polynomials $\mu_{i}(x)$ and $\eta(x)$ of the degree $b$, respectively, compute the greatest common divisor $D=\operatorname{gcd}\left(\mu_{i}(x), \eta(x)\right)$.
2.6. If $D \neq 1$, then increment $\eta^{\prime} \leftarrow \eta^{\prime}+1 \bmod 2^{b}$ (here the bit string $\eta^{\prime}$ is considered as binary number) and go to step 2.4 , otherwise go to step 2.7.
2.7. Compute the $b$-bit symbol $c_{m_{i}}$ of the intermediate ciphertext using formula (4).
2.8. Compute the (2b)-bit symbol $c_{i}$ as solution of the following system of two linear congruences:

$$
\left\{\begin{array}{l}
c_{i} \equiv c_{m_{i}} \bmod \mu_{i}(x)  \tag{12}\\
c_{i} \equiv \rho(x) \bmod \eta(x),
\end{array}\right.
$$

where the bit string $c_{m_{i}}$ is considered as binary polynomial and $\rho(x)$ is the binary polynomial represented by the bit string $\rho$.
3. Compose the output ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$. OUTPUT: the ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$ and the initialization vector $V$.

The value $c_{i}$ at step 2.8 can be computed using the following formula:

$$
\begin{aligned}
c_{i} & =\left[c_{m_{i}} \eta(x)\left(\eta^{-1}(x) \bmod \mu_{i}(x)\right)+\right. \\
& \left.+\rho(x) \mu_{i}(x)\left(\mu_{i}^{-1}(x) \bmod \eta(x)\right)\right] \bmod \mu_{i}(x) \eta(x) .
\end{aligned}
$$

It is easy to see that for each symbol $c_{i}$ of the ciphertext $C$ there exist different bit strings $\eta^{\prime}$ and $\rho$ satisfying system (12). Indeed, for given $c_{i}$ and arbitrary $\eta^{\prime}$ such that $\operatorname{gcd}\left(\mu_{i}(x), \eta(x)\right)=1$ the value $\rho$ satisfying (12) can be computed as binary polynomial $\rho(x)=c_{i} \bmod$ $\eta(x)$, where the bit string $c_{i}$ is considered as binary polynomial.

Thus, while using the encryption key $K$ the associated probabilistic encryption algorithm can potentially encrypt the message $M$ into the cryptogram $C$ produced by the DE algorithm. Since it is computationally difficult to prove that the ciphertext $C$ was produced by the DE process, but not by the probabilistic encryption, one can say the proposed DE algorithm is computationally indistinguishable from the associated probabilistic encryption algorithm.

The decryption algorithm to be opened to the coercer is described as follows.

## Dishonest decryption algorithm
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INPUT: the ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$, the encryption key $K$, and the initialization vector $V$.

1. For $i=1$ to $n$ do the following steps.
1.1. Compute the value $\left(\alpha_{i} \| \beta_{i}\right)=E_{K}(i \| V) \bmod 2^{2 b}$.
1.2. Compose the bit string $\mu_{i}=\left(1| | \beta_{i}\right)$.
1.3. Compute the $b$-bit symbol $c_{m_{i}}$ of the intermediate ciphertext using the formula (8).
1.4. Compute the $b$-bit symbol $m_{i}$ using the formula (10).
2. Compose the message $M=\left(m_{1}, m_{2}, \ldots, m_{i}, \ldots, m_{n}\right)$.

OUTPUT: the opened message $M$.

### 5.2 Estimation of the encryption speed

For comparing the performance of the proposed algorithm with the stream DE algorithm described in [7] one can roughly assume that time complexity of computation of the value $c_{i}$ in accordance with the formula (6) is equal to the time complexity of one block encryption operation. Besides, the time complexity of generation of the values $\left(\alpha_{i} \| \beta_{i}\right)=E_{K}(i \| V) \bmod 2^{2 b}$ and $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)=E_{Q}(i \| V) \bmod 2^{2 b}$ is approximately equal to 1 and 2 block-encryption operations, correspondingly.

Thus, the time complexity of the encryption of one symbol of the secret message is equal to $\approx 4$ block-encryption operations. Taking the last into account one can get the following formula for the encryption speed of the proposed algorithm:

$$
\begin{equation*}
S=\frac{1}{4} \cdot \frac{b}{128} S_{E}, \tag{13}
\end{equation*}
$$

where $b$ is the bit length of the symbols with which the secret message is written; $S_{E}$ is the encryption speed of the block cipher $E$.

While implementing the DE method from [8] using the block cipher $E$, encryption of one symbol of the secret message takes on the average $2^{2 b+1}$ operations of the block encryption and defines the following formula for estimating the speed:

$$
\begin{equation*}
S_{[7]}=\frac{b}{128} \cdot \frac{S_{E}}{2^{2 b+1}} . \tag{14}
\end{equation*}
$$

Comparing (13) with (14) one can state that the proposed stream DE algorithm is significantly faster (by $2^{2 b-1}$ times) than algorithm by method in [8]. For example, in the case $b=8$ the ratio $S / S_{E}$ is equal to $2^{15}$.

### 5.3 Probabilistic deniable encryption

The feasibility of practical use of the probabilistic encryption is related to its providing better statistical properties of ciphertext. This thesis provides credence to both the associated probabilistic stream encryption algorithm and the dishonest decryption algorithm that are to be presented to the coercive attacker together with the fake key. In the stream deniable encryption algorithm described in Section 4 no random values are used, i.e. it is deterministic after the fake message was generated. From practical point of view it is interesting that one can modify the proposed deniable encryption algorithm into the probabilistic deniable encryption one. Indeed, the probabilistic deniable encryption of the messages $T$ and $M$ can be performed as follows:

1. Generate a random value of the 64 -bit initialization vector $V$.
2. For $i=1$ to $n$ do the following steps.
2.1. Using the procedure Form $\alpha \beta$ generate the $i$ th elements $\left(\alpha_{i} \| \beta_{i}\right)$ and $\left(\alpha_{i}^{\prime} \| \beta_{i}^{\prime}\right)$ of the key sequences $\Gamma$ and $\Gamma^{\prime}$.
2.2. Compute the $b$-bit symbols $c_{m_{i}}$ and $c_{t_{i}}$ of the intermediate ciphertext using formulas (4) and (5).
2.3. Generate at random two $b$-bit strings $\rho$ and $\eta^{\prime}$.
2.4. Compose the bit string $\eta=\left(1| | \eta^{\prime}\right)$.
2.5. Considering the bit strings $\mu_{i}, \lambda_{i}$, and $\eta$ as binary polynomials $\mu_{i}(x), \lambda_{i}(x)$, and $\eta(x)$ of the degree $b$, respectively, compute the greatest common divisors $D_{1}=\operatorname{gcd}\left(\mu_{i}(x), \eta(x)\right)$ and $D_{2}=\operatorname{gcd}\left(\lambda_{i}(x), \eta(x)\right)$.
2.6. If $D_{1} \neq 1$ or $D_{2} \neq 1$, then increment $\eta^{\prime} \leftarrow \eta^{\prime}+1 \bmod 2^{b}$ (here the bit string $\eta^{\prime}$ is considered as binary number) and go to step 2.4, otherwise go to step 2.7.
2.7. Compute the (3b)-bit symbol $c_{i}$ of the output ciphertext as
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solution of the system of the following three linear congruences

$$
\left\{\begin{aligned}
c_{i} & \equiv c_{m_{i}} \bmod \mu_{i}(x) \\
c_{i} & \equiv c_{t_{i}} \bmod \lambda_{i}(x) \\
c_{i} & \equiv \rho(x) \bmod \eta(x)
\end{aligned}\right.
$$

which is defined by the formula

$$
\begin{aligned}
& c_{i}=\left\lfloor c_{m_{i}} \lambda_{i}(x) \eta(x)\left(\lambda_{i}^{-1}(x) \eta^{-1}(x) \bmod \mu_{i}(x)\right)+\right. \\
& +c_{t_{i}} \mu_{i}(x) \eta(x)\left(\mu_{i}^{-1}(x) \eta^{-1}(x) \bmod \lambda_{i}(x)\right)+ \\
& \left.+\rho(x) \lambda_{i}(x) \mu_{i}(x)\left(\lambda_{i}^{-1}(x) \mu_{i}^{-1}(x) \bmod \eta(x)\right)\right\rfloor \bmod \lambda_{i}(x) \mu_{i}(x) \eta(x)
\end{aligned}
$$

## 3. Compose the output ciphertext $C=\left(c_{1}, c_{2}, \ldots, c_{i}, \ldots, c_{n}\right)$.

The associated probabilistic encryption algorithm connected with the last one is the same as that described in Subsection 5.1, except at step 2.3 there are generated ( $2 b$ )-bit random values $\rho$ and $\eta^{\prime}$. The corresponding dishonest decryption algorithm is exactly the same as that described in Subsection 5.1.

## 6 Conclusion

It is proposed a method and algorithm for fast stream deniable encryption satisfying criterion of the computational indistinguishability from the stream probabilistic encryption. It has been shown that the DE algorithm resists two-side coercive attack. As compared with the stream DE algorithm presented in [8] the proposed one is significantly faster, the algorithm from [8] has one interesting advantage though. The advantage consists in using the same decryption algorithm for opening both the secret and the fake messages from the ciphertext. Such property is significant for providing security against coercive attacks combined with measuring duration of the decryption process. In our future research we plan to develop a fast stream DE method with the same algorithm that decrypts the secret and fake message.
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# Taxonomy of Strategic Games with Information Leaks and Corruption of Simultaneity 
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#### Abstract

We consider pseudo-simultaneous normal form games - strategic games with rules violated by information leaks and simultaneity corruption. We provide classification and construction of a game taxonomy based on applicable solution principles. Existence conditions are highlighted, formulated and analysed.
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## 1 Introduction

Strategic or normal form game constitutes an abstract mathematical model of decision processes with two or more decision makers (players) [5], [6]. An important supposition of the game is that all the players choose their strategies simultaneously and confidentially, and that everyone determines his gain on the resulting profile. Reality is somewhat diverse. The rules of the games may be broken. Some players may cheat and know the choices of the other players. So, the rule of confidentiality and simultaneity is not respected. Is the essence of initial normal form game change in such games? Is still the Nash equilibrium principle applicable? Do we need other solution principles and other interpretations? How many types of games appear and may they be classified? Can we construct a taxonomy (classification) of these

[^3]games? Answers to these and other related questions are the objective of presented work.

Usually, the traditional research approach to games of such types relies on consideration of all possible players' best response mappings and analysis of all possible profiles [3]. There is a stable opinion about a high complexity of their analysis and solving [3].

We initiate an approach which sets rules of all possible games with information leaks and highlights their specific characteristics. The approach relies on knowledge vectors of the players and game knowledge net. A taxonomy (classification) of all possible games is done on the bases of the applicable solution principles. The name of every taxon (class) reflects the principle used for including respective games in the same taxon.

As a result of the taxonomy construction and establishing strict characteristics and rules for every taxon, we reveal simplicity of analysis and solving the games. It is an unexpected and impressive result.

For the beginning, let us remember that a Nash equilibrium (NE) sample and the entire Nash equilibrium set (NES) may be determined via intersection of the graphs of best response mappings - a method considered earlier in works [8]-[13]. The approach proves to be expedient for strategic games with information leaks and broken simultaneity as well. Initially, we expose the results for two-matrix games with different levels of knowledge. Then, we expose results for the general multi-matrix game. It is a useful approach both for simplicity of exposition, and for understanding the ideas and results.

### 1.1 Normal form game and axioms

Consider finite strategic (normal form) game

$$
\Gamma=\left\langle N,\left\{S_{p}\right\}_{p \in N},\left\{a_{\mathbf{s}}^{p}=a_{s_{1} s_{2} \ldots s_{n}}^{p}\right\}_{p \in N}\right\rangle,
$$

where

$$
\begin{aligned}
& N=\{1,2, \ldots, n\} \text { is a set of players, } \\
& S_{p}=\left\{1,2, \ldots, m_{p}\right\} \text { is a set of strategies of player } p \in N,
\end{aligned}
$$

$s_{p} \in S_{p}$ is a strategy of $p \in N$ player,
$\# S_{p}=m_{p}<+\infty, p \in N$, is a finiteness constraint,
$a_{\mathbf{s}}^{p}=a_{s_{1} s_{2} \ldots s_{n}}^{p}$ is a player's $p \in N$ pay-off function defined on Cartesian product $S=\underset{p \in N}{\times} S_{p}$, i.e. for every player $p \in N$ a $n$ dimensional pay-off matrix $A^{p}\left[m_{1} \times m_{2} \times \cdots \times m_{n}\right]$ is defined.

For normal form game a system of axioms is stated.
Axiom 1.1. Rationality. The players behave rationally. The rationality means that every rational player optimizes the value of his pay-off function.

Axiom 1.2. Knowledge. The players know the set of players, the strategy sets and the pay-off functions.

Axiom 1.3. Simultaneity. The players choose their strategy simultaneously and confidentially in a single-act (single stage) without knowing the chosen strategies of the other players.

Axiom 1.4. Pay-off. After all strategy selection the players compute their pay-off as the values of their pay-off functions on the resulting profile.

Traditionally, simultaneous Nash games [5], [6] are based on these four axioms.

In Stackelberg game the axiom of simultaneity is replaced by the axiom of hierarchy.
Axiom 1.5. Hierarchy. The players choose their strategies in a known order, e.g. the first player chooses his strategy and communicates it to the second player. The second player (follower) knows the strategy of the leader, chooses his strategy and communicates it to the third player and so on. The last player knows all the strategies of the precedent players and chooses his strategy the last.

Both the Nash game, and the Stackelberg game, are based commonly on axioms of rationality, knowledge and pay-off. Additionally
and distinctively the Nash game [5] is based on axiom of simultaneity, while the Stackelberg game [4], [7] is based on axiom of hierarchy.

Finally, we can deduce that in Nash game all the players choose their strategies simultaneously and every player determines his gain as the value of his pay-off function on the resulting profile. But in Stackelberg game the players choose their strategies sequentially, in a known order and knowing the strategies chosen by the precedent players, and every player determines his gain as the value of his pay-off function on the resulting profile.

### 1.2 Axiom of simultaneity and its corruption

Both for Nash games, and for Stackelberg games, their own solution principles exist. If the axioms of the games are respected, these solution principles may be applied. Actually, the name of the games are chosen to reflect the solution concept which is applicable.

But, what does it happen when the axioms are violated by the corruption of some of their elements, e.g. some players may know chosen strategies of the other players in Nash games? May such games be examined by applying the same general solution principles (Nash and Stackeberg equilibria) or must new solution concepts be defined and applied?

To respond to these questions, we need to avoid the ambiguity. So, let us examine more exactly the process of decision making in conditions of information leaks, by establishing the axioms of the corrupt games. It is very convenient to consider in such case a manager of the games - a person (or persons) which organizes and manages the decision process in the games. Thereby, we can describe exactly the process of decision making in corrupt games, knowing the source of corruption ${ }^{1}$.

At the first pseudo-stage of the decision process, the manager declares the players must choose their strategies. After players choose their strategies (intentions), the manager dishonestly from the view-

[^4]point of the rules of the strategy game may submit to some players information about chosen strategies (corruption and information leaks). With additional information, some of players may want to change their strategies and they can do this at the second pseudo-stage.

At the second pseudo-stage, the manager declares the players must submit immediately their choices. At this moment, the players may change their initial decisions. After possible changes in their intentions the players submit definitely their chosen strategies.

For an honest player, the decision process looks like a mono stage process. Only for the dishonest manager and for the players which obtain additional information, the decision process looks like a two stage process.

As an axiom of such a game the axiom of information leak may be stated as

Axiom 1.6. Information leak. The decision process has two pseudostages.

At the first pseudo-stage, the information leak about player chosen strategies may occur.

At the second pseudo-stage, the players choose their strategies, some of them knowing eventually the strategies chosen by the other players.

Definition 1.1. Let us define a game with information leak or a corrupt game as a game for which four axioms are fulfilled: rationality, knowledge, pay-off and information leak.

Remark 1.1. Let us observe that three axioms of rationality, knowledge and pay-off, are common for Nash game, Stackelberg game and corrupt game (game with information leak).

Remark 1.2. Generally, the game with information leak is only a particular case of the corrupt game. We will use interchangeably this name unless we will define a more general context of corrupt game.

Remark 1.3. The game with information leak as it is defined above actually includes different types of games.

To respond to the various questions which appear in the context of corrupt games we consider further the taxonomy (classification) of the all possible types of games, principles of solutions, solution existence conditions and algorithms for solutions determining. The exposition will start with two-matrix games, but firstly we must highlight shortly in this context the essence of so named theory of moves.

### 1.3 Theory of moves

We must observe that the games we consider in this work may be related to the theory of moves [2]. Nevertheless, it is an important difference - we consider only two pseudo-stages of the decision making process, while the theory of moves does not limit the number of moves to one fixed number. Moreover, theory of moves has initial axioms which are defined in a strict manner as the process of decision making, as the end condition. Additionally, those axioms differ from that accepted for games with information leaks.

The theory of moves is based on the concepts of thinking ahead, stable outcomes, outcomes induced when one player has "moving power", incomplete information, non-myopic concept of equilibrium, etc. The non-myopic equilibrium depends on some parameters, such as, e.g., initial state from which the process of moving starts and who moves the first. It is essential that all games have at least one non-myopic equilibrium. In the games we consider, there are different solution concepts and it is not guaranteed that the solutions exist. These thoughts we expose further.

## 2 Taxonomy of two-matrix games with information leaks

For two-matrix strategic games, we suppose the process of making decision occurs in two pseudo-stages, because of possible information leaks. At the first pseudo-stage, the players choose their strategies and by corruption, it is possible either for one of them, or for both players, to know the chosen (intention) strategy of the opponent. At the second
pseudo-stage, the players use the obtained information, choose their strategies and no more corruption is possible.

First, for such processes of decision making we can distinguish simultaneous and sequential two-matrix games.

Second, simultaneous two-matrix games may obtain some features of sequential games taking into consideration the obtained information/knowledge $(\gamma \nu \omega \sigma \eta)$ possessed by each player in the process of realizing the game.

Remark 2.1. We suppose initially, when the players begin the strategy selections, they start playing a Nash game, but in the process of strategy selections information leak may occur, the Nash game may degenerate and may change its essence.

Remark 2.2. In order to distinguish players without their numbers, we will refer to them as the player and his opponent. So, if the first player is referred to simply as the player, then the second player is referred to as the opponent, and vice versa.

### 2.1 Knowledge and types of games

The knowledge of the players is associated with their knowledge vectors $\gamma^{A}$ and $\gamma^{B}$.

### 2.1.1 Knowledge vectors

Essentially, the knowledge vectors have an infinite number of components $\gamma^{A}=\left(\gamma_{0}^{A}, \gamma_{1}^{A}, \ldots\right)$ and $\gamma^{B}=\left(\gamma_{0}^{B}, \gamma_{1}^{B}, \ldots\right)$, with components defined and interpreted as it follows.

- Player's knowledge of the normal form components. $\gamma_{0}^{A}$ and $\gamma_{0}^{B}$ are reserved to knowledge about the normal form of the game. Values $\gamma_{0}^{A}=1$ and $\gamma_{0}^{B}=1$ mean that the players have full information about the strategy sets and pay-off functions. It is the case we consider in this work, i.e. mutually $\gamma_{0}^{A}=1$ and $\gamma_{0}^{B}=1$, and these components of the knowledge vectors are simply omitted.
- Player's knowledge of the opponent's chosen strategy. Values $\gamma_{1}^{A}=0$ and $\gamma_{1}^{B}=0$ mean for each player, correspondingly, that he doesn't know the opponent's strategy. $\gamma_{1}^{A}=1$ and $\gamma_{1}^{B}=1$ mean for each player, correspondingly, that he knows the opponent's strategy. The combined cases are possible, too.
- Player's knowledge of the opponent's knowledge of the player's chosen strategy. $\gamma_{2}^{A}=0$ and $\gamma_{2}^{B}=0$ mean for each player, correspondingly, that he knows that the opponent doesn't know player's strategy. $\gamma_{2}^{A}=1$ and $\gamma_{2}^{B}=1$ mean for each player, correspondingly, that he knows that the opponent knows player's strategy. Evidently, the combined cases are possible, too. Remark that these components may be thought rather as the players beliefs, because such type of knowledge may be as true, as false. In this context it must be observed, that the values of $\gamma_{2}^{A}$ and $\gamma_{2}^{B}$ represent the knowledge/belief about the values of $\gamma_{1}^{B}$ and $\gamma_{1}^{A}$, correspondingly.
- The next components $\gamma_{3}^{A}, \gamma_{4}^{A}, \ldots$ and $\gamma_{3}^{B}, \gamma_{4}^{B}, \ldots$ of the knowledge vectors are omitted, initially. Nevertheless, it must be remarked that the values of $\gamma_{i}^{A}$ and $\gamma_{i}^{B}$ represent the knowledge/belief about the values of $\gamma_{i-1}^{B}$ and $\gamma_{i-1}^{A}$, correspondingly.

We distinguish the games with $l$ levels of knowledge, for which all components of the knowledge vectors with indices greater than $l$ are equal to 0 .

Remark 2.3. Remark, once again, that there are two pseudo-levels of decision making process. Information leaks may occur only at the first pseudo-level. The knowledge vectors may have any number $l \geq 1$ of components (levels of knowledge).

### 2.1.2 Types of games

Depending on the values of the knowledge vectors, different types of games may be considered.

Proposition 2.1. There are $4^{l}$ possible types of games $\Gamma_{\gamma^{A} \gamma^{B}}$ with $l$ levels of knowledge.

Proof. It is enough to emphasize the components of the knowledge vectors $\gamma^{A}=\left(\gamma_{1}^{A}, \ldots, \gamma_{l}^{A}\right)$ and $\gamma^{B}=\left(\gamma_{1}^{B}, \ldots, \gamma_{l}^{B}\right)$ and their possible values as 0 or 1 . Accordingly, there are $4^{i}$ possible pairs of such vectors, i.e. $4^{l}$ possible games.

### 2.1.3 Knowledge net

Knowledge net is defined as:

$$
G=(V, E)
$$

where $V=I \cup J \cup \gamma_{A} \cup \gamma_{B}, E \subseteq V \times V$.
For the present we will limit ourselves to knowledge vectors.

### 2.2 Taxonomy Elements

If the information leaks occur only at the first 2 levels, then there are $4^{2}=16$ possible kinds of games with information leaks with $\gamma^{A}=\left(\gamma_{1}^{A}, \gamma_{2}^{A}\right)$ and $\gamma^{B}=\left(\gamma_{1}^{B}, \gamma_{2}^{B}\right)$, according to the above. From the solution principle perspective, some of them are similar and they may be included in common taxa (classes, families, sets).

Let us highlight the possible kinds of such games by the values of low index, where the first two digits are the values for knowledge vector components of the first player, and the following two digits are the values for knowledge vector components of the second player. We obtain the following taxonomy for two matrix games with information leaks on two levels:

1. Nash taxon: NT $=\left\{\Gamma_{0000}, \Gamma_{1111}, \Gamma_{0011}, \Gamma_{1100}\right\}$,
2. Stackelberg taxon: $\operatorname{ST}=\left\{\Gamma_{0110}, \Gamma_{0111}, \Gamma_{1001}, \Gamma_{1101}\right\}$,
3. Maximin taxon: $\mathrm{MT}=\left\{\Gamma_{01} 01\right\}$,
4. Maximin-Nash taxon: $\mathrm{MNT}=\left\{\Gamma_{0001}, \Gamma_{0100}\right\}$,
5. Optimum taxon: $\mathrm{OT}=\left\{\Gamma_{1010}\right\}$,
6. Optimum-Nash taxon: $\mathrm{ONT}=\left\{\Gamma_{0010}, \Gamma_{1000}\right\}$,
7. Optimum-Stackelberg taxon: $\operatorname{OST}=\left\{\Gamma_{1011}, \Gamma_{1110}\right\}$.

The generic name of each taxon is selected on the basis of the correspondent solution principles applied by the players: Nash equilibrium, Stackelberg equilibrium, Maximin principle, Optimum principle or two of them together. Even though the taxon may include some games, the name reflects solution principle or principles applied in all the games of the taxon. If the taxon is formed only by one element, its name is the same as for game.

Remark 2.4. We choose the term taxon (plural - taxa) to name the set of the related games in order to highlight additionally their acquired pseudo-dynamics [1],[4],[7] and to avoid confusion with mathematically overcharged or too used terms of class, cluster, family, group or set.

Let us investigate the solution principles for all these taxa.

## 3 Solution principles of two-matrix games with information leaks on two levels of knowledge

Consider a two-matrix $m \times n$ game $\Gamma$ with matrices

$$
A=\left(a_{i j}\right), B=\left(b_{i j}\right), i \in I, j \in J,
$$

where $I=\{1,2, \ldots, m\}$ is the set of strategies of the first player, and $J=\{1,2, \ldots, n\}$ is the set of strategies of the second player.

We consider the games base on four axioms of rationality, knowledge, pay-off and information leak (axioms 1.1, 1.2, 1.4, 1.6). The players choose simultaneously their strategies and before submitting the results of their selections, the information leaks may occur. One or both of them may know the intention of the opponent. Let us suppose in such case, they may change only once their strategy according to the leaked information. So, the strategic games may be transformed
by acquiring additional information into two stage games. At the first stage they choose strategies but do not submit them because of acquiring additional information. At the second stage, according to the leaked information they may change the initial strategies and submit definitely new strategies adjusted to the obtained information. After such submission, the games end and both players determine the values of their pay-off functions.

Evidently, other types of games with information leaks may be considered. Firstly, we will limit ourselves only to such two-pseudo-stage games with information leaks on two levels of knowledge.

For every taxon we will firstly define it, after that we will argue its consistency.

### 3.1 Nash Taxon

Let us argue that for $\mathrm{NT}=\left\{\Gamma_{0000}, \Gamma_{1111}, \Gamma_{0011}, \Gamma_{1100}\right\}$ all its elements are Nash games, i.e. axioms 1.1-1.4 are characteristic, too, for these games and for them Nash equilibrium principle may be applied as a common solution principle.

Firstly, let us remember, that the process of decision making in the Nash game, denoted by $\mathrm{N} \Gamma$, is described in the following way. Simultaneously and confidentially, the first player selects the lines $i^{*}$ of the matrices $A$ and $B$, and the second player selects columns $j^{*}$ of the same matrices. The first player gains $a_{i^{*} j^{*}}$, and the second player gains $b_{i^{*} j^{*}}$.

Evidently, $\Gamma_{0000}$ is a pure Nash game, i.e. $\Gamma_{0000}=\mathrm{N} \Gamma$. But, it is not difficult to understand that $\Gamma_{1111}, \Gamma_{0011}, \Gamma_{1100}$, are Nash games, too. So, the taxon (group) is formed by four Nash games, differing only by the knowledge/belief of the players.

If we call the player which applies a Nash equilibrium strategy as an atom (a Nash atom, Nash atomic player) and denote him as N, then the two-player Nash game may be denoted as $\mathrm{N}_{2}$ (Nash game, Nash molecular game).

Remark 3.1. We will name and denote in the same manner other types of players and games.

### 3.1.1 Nash Equilibrium

The pair of strategies $\left(i^{*}, j^{*}\right)$ forms a Nash equilibrium if

$$
\begin{aligned}
& a_{i^{*} j^{*}} \geq a_{i j^{*}}, \forall i \in I, \\
& b_{i^{*} j^{*}} \geq b_{i^{*} j}, \forall j \in J .
\end{aligned}
$$

### 3.1.2 Set of Nash Equilibria

An equivalent Nash equilibrium definition may be formulated in terms of graphs of best response (optimal reaction) applications (mappings).

Let

$$
\operatorname{Gr}_{\mathrm{A}}=\left\{(i, j): j \in J, i \in \underset{k \in I}{\operatorname{Argmax}} a_{k j}\right\},
$$

be the graph of best response application of the first player, and

$$
\operatorname{Gr}_{\mathrm{B}}=\left\{(i, j): i \in I, j \in \underset{k \in J}{\operatorname{Argmax}} b_{i k}\right\} .
$$

be the graph of best response application of the second player.

$$
\mathrm{NE}=\mathrm{Gr}_{\mathrm{A}} \cap \mathrm{Gr}_{\mathrm{B}}
$$

forms the set of Nash equilibria.

### 3.1.3 Nash Equilibrium Existence

Proposition 3.1. There are Nash games which do not have a Nash equilibrium.

Proof. Examples of games which do not have a Nash equilibrium are commonly known.

Remark, the games we consider are pure strategy games. It is a largely known result that every poly-matrix strategic game has Nash equilibria in mixed strategies. In this work we consider only pure strategy games.

### 3.2 Stackelberg Taxon

Stackelberg Taxon is defined as $\mathrm{ST}=\left\{\Gamma_{0110}, \Gamma_{0111}, \Gamma_{10} 01, \Gamma_{1101}\right\}$. To argue the inclusion of each element in ST, let us remember the decision making process in the Stackelberg game.

Stackelberg two player game has two stages, from the start, and for Stackelberg game the axioms 1.1, 1.2, 1.4 and 1.5 are characteristic. At the first stage, the first player (leader) selects the lines $i^{*}$ of the matrices $A$ and $B$, and communicates his choice to the second player (follower). At the second stage, the second player (follower) knows the choice of the first player (leader) and selects columns $j^{*}$ of the matrices $A$ and $B$. The first player gains $a_{i^{*} j^{*}}$, and the second player gains $b_{i^{*} j^{*}}$. If the players change their roles as the leader and the follower, an another Stackelberg game is defined.

The Stackelberg game is denoted by $\mathrm{SG}_{12}$ if the first player is the leader and by $\mathrm{SG}_{21}$ if the second player is the leader.
$\Gamma_{0110}$ is a pure Stackelberg game $\mathrm{S} \Gamma_{12}$, i.e. $\Gamma_{0110}=\mathrm{S} \Gamma_{12}$, and $\Gamma_{1001}$ is a pure Stackelberg game $S \Gamma_{21}$, i.e. $\Gamma_{1001}=S \Gamma_{21}$. It is clear that $\Gamma_{0111}=\mathrm{S} \Gamma_{12}$ and $\Gamma_{1101}=\mathrm{S} \Gamma_{21}$.

### 3.2.1 Stackelberg Equilibrium

The pair of strategies $\left(i^{*}, j^{*}\right) \in \operatorname{Gr}_{\mathrm{B}}$ forms a Stackelberg equilibrium if

$$
a_{i^{*} j^{*}} \geq a_{i j}, \forall(i, j) \in \mathrm{Gr}_{\mathrm{B}}
$$

If the players change their roles and the second player is the leader, then the pair of strategies $\left(i^{*}, j^{*}\right) \in \operatorname{Gr}_{\mathrm{A}}$ forms a Stackelberg equilibrium if

$$
b_{i^{*} j^{*}} \geq b_{i j}, \forall(i, j) \in \mathrm{Gr}_{\mathrm{A}}
$$

### 3.2.2 Set of Stackelberg Equilibria

The sets of Stackelberg equilibria are generally different for Stackelberg games $S \Gamma_{12}$ and $S \Gamma_{21}$.

$$
\mathrm{SE}_{12}=\underset{(i, j) \in \mathrm{Gr}_{\mathrm{B}}}{\operatorname{Argmax}} a_{i j}
$$

forms the set of Stackelberg equilibria in a Stackelberg game $\mathrm{S}_{12}=$ $S_{12}$.

$$
\mathrm{SE}_{21}=\underset{(i, j) \in \operatorname{Gr}_{\mathrm{A}}}{\operatorname{Argmax}} b_{i j}
$$

forms the set of Stackelberg equilibria in a Stackelberg game $\mathrm{S}_{21}=$ $S_{21}$.

It is evident that the notions of Nash and Stackeberg equilibria are not identical. The respective sets of equilibria may have common elements, but the sets generally differ.

### 3.2.3 Stackelberg Equilibrium Existence

Proposition 3.2. Every finite Stackelberg game has a Stackelberg equilibrium.

Proof. The proof follows from the Stackelberg equilibrium definition and the finiteness of the player strategy sets.

### 3.3 Maximin Taxon

Maximin Taxon contains only one element MT $=\left\{\Gamma_{0101}\right\}$.
The decision making process in the Maximin game $\mathrm{M} \Gamma=\mathrm{M}_{2}$ follows the axioms 1.1-1.4 as for Nash game. Simultaneously and secretly, as in Nash Game, the first player selects the lines $i^{*}$ of the matrices $A$ and $B$, and the second player selects columns $j^{*}$ of the same matrices. Unlike the Nash game, every player suspects that the opponent may know his choice, i.e. distinction of the Maximin game consists in player attitudes.

### 3.3.1 Maximin Solution Principle

Players compute the set of their pessimistic strategies.

$$
\mathrm{MS}_{\mathrm{A}}=\operatorname{Arg} \max _{i \in I} \min _{j \in J} a_{i j}
$$

forms the set of pessimistic strategies of the first player.

$$
\mathrm{MS}_{\mathrm{B}}=\operatorname{Arg} \max _{j \in J} \min _{i \in I} b_{i j}
$$

forms the set of pessimistic strategies of the second player.
Every element of Cartesian product $\mathrm{MS}=\mathrm{MS}_{\mathrm{A}} \times \mathrm{MS}_{\mathrm{B}}$ forms a maximin solution of Maximin Game $\mathrm{M} \Gamma=\mathrm{M}_{2}$.

### 3.3.2 Set of Maximin Solutions

$\mathrm{MS}=\mathrm{M}_{\mathrm{A}} \times \mathrm{M}_{\mathrm{B}}$ is the set of Maximin Solutions of the Maximin Game.

Proposition 3.3. For matrices $A$ and $B$ the sets $\mathrm{NE}, \mathrm{SE}_{12}, \mathrm{SE}_{21}$ and MS are generally not identical.

Proof. It is enough to mention that every Stackelberg game has Stackelberg equilibria and every Maximin game has the maximin solution, but the Nash game with the same matrices may do not have Nash equilibria. Even though the Nash game has equilibria, simple examples may be constructed which illustrate that Nash equilibrium is not identical with the Stackelberg equilibrium and the Maximin solution.

### 3.3.3 Maximin Solution Existence

Proposition 3.4. Every finite Maximin Game has maximin solutions.
Proof. The proof follows from the finiteness of the strategy sets.

### 3.4 Maximin-Nash Taxon

Maximin-Nash Taxon contains two elements:

$$
\mathrm{MNT}=\left\{\Gamma_{0001}, \Gamma_{0100}\right\}
$$

Let us suppose, without loss of generality, that the players choose their strategies without knowing the opponent choice. However, one of them (and only one) has the belief that there is information leak about the chosen strategy. Let us denote such a game by $\mathrm{MN} \Gamma=\mathrm{MN}$ or $\mathrm{NM} \Gamma=\mathrm{NM}$.

### 3.4.1 Maximin-Nash Solution Principle

For defining the solution concept of such games, we can observe firstly that they may be seen as a constrained Nash Game $\Gamma_{0000}$, in which additionally must be applied the Maximin principle for the pessimistic player which suspects the corruption. So, for $\Gamma_{0001}$ we can define as the solution any element from:

$$
\mathrm{NMS}=\mathrm{NE} \cap\left(\mathrm{I} \times \mathrm{MS}_{\mathrm{B}}\right),
$$

For $\Gamma_{0100}$ the solution is any element from:

$$
\mathrm{MNS}=\mathrm{NE} \cap\left(\mathrm{MS}_{\mathrm{A}} \times \mathrm{J}\right) .
$$

From the above definitions, it follows that a Maximin-Nash Solution is a Nash Equilibrium for which one of it's components (corresponding to the player which suspects corruption) is a Maximin strategy, too.

### 3.4.2 Set of Maximin-Nash Solutions

NMS is the set of solutions in game $\mathrm{NM}=\Gamma_{0001}$, and MNS is the set of solutions in game $\mathrm{MN}=\Gamma_{0100}$.

### 3.4.3 Maximin-Nash Solution Existence

Proposition 3.5. If Maximin-Nash Game MN has a solution, then the Nash Game has a Nash equilibrium.

Proof. The proof follows from the definition of the Maximin vs Nash solution.

Generally, the reciprocal proposition is not true.

### 3.5 Optimum Taxon

Optimum Taxon is formed only by one element OT $=\left\{\Gamma_{1010}\right\}$.
The player strategies are selected as it follows. Let us suppose, that the both players declare they play Nash game, but everyone cheats
and (by corruption and information leaks) knows the choices of the opponent. Such a game is denoted by $\mathrm{O} \mathrm{\Gamma}=\mathrm{O}_{2}$.

To formalize this game we must highlight two pseudo-stages of the game. The first pseudo-stage when the players initially choose their strategies $\left(i_{0}, j_{0}\right)$. And the second pseudo-stage when the players, after knowing ( $i_{0}, j_{0}$ ), may choose their final strategies $\left(i_{1}, j_{1}\right)$.

### 3.5.1 Optimum Profile

As everyone do not suspect opponent of cheating, but the both cheat, they play as followers, i.e., in the game $\mathrm{O}_{2}$ the players act as followers.

The resulting profile is $\left(i_{1}, j_{1}\right)$, where $i_{1} \in \operatorname{Argmax} a_{i j_{0}}$ and $j_{1} \in$ Argmax $b_{i_{0} j}$.
$j \in J$
As both $i_{1}$ and $j_{1}$ correspond to $j_{0}$ and $i_{0}$, correspondingly, the pair $\left(i_{1}, j_{1}\right)$ is not a solution concept. It is a simple profile - an Optimum Profile.

### 3.5.2 Set of Optimum Profiles

For this game we can define only the set of Optimum Profiles:

$$
\mathrm{O}_{2} \mathrm{P}\left(i_{0}, j_{0}\right)=\left(\underset{i \in I}{\operatorname{Argmax}} a_{i j_{0}}, \underset{j \in J}{\operatorname{Argmax}} b_{i_{0} j}\right) .
$$

### 3.5.3 Optimum Profiles Existence

We mentioned above that the OT taxon is based on Optimum Profile, which is generally not a solution concept. Nevertheless, we may conclude the Optimum Profile exists for every finite game, because of strategy finiteness.

### 3.6 Optimum-Nash Taxon

This Taxon has two symmetric elements ONT $=\left\{\Gamma_{0010}, \Gamma_{1000}\right\}$.

Let us suppose, the players declare they play Nash game, but one of them cheats and (by corruption and information leaks) knows the choice of the opponent. We denote this game by ONT $=$ ON or $\mathrm{NOF}=\mathrm{NO}$.

To formalize this game we highlight two stages of the game, as in the precedent case. The first stage is when the players initially choose their strategies $\left(i_{0}, j_{0}\right)$. And the second stage is when the cheater changes his strategy as optimal to the opponent strategy. So, at the second stage the strategy $\left(i_{0}, j_{1}\right)$ or $\left(i_{1}, j_{0}\right)$ is realised.

### 3.6.1 Optimum-Nash Profile Principle

As in the case of the Maximin vs Nash Game, for defining the solution concept we can observe firstly that if they play Nash Game $\Gamma_{0000}$, i.e., they choose to play a Nash Equilibrium, the cheating is not convenient. For such games, Nash Equilibrium is the solution principle to apply. If the honest player does not play Nash Equilibrium Strategy, he may lose out comparably with the Nash Equilibrium. So, he plays Nash Equilibrium. In such case, for the cheater it is convenient to play a Nash Equilibrium strategy.

As a conclusion, this type of game may be thought as a Nash Game if the game has Nash equilibrium. If the game doesn't have Nash Equilibrium or it has many Nash Equilibria, the principle of the OptimumNash profile is applied. One of them chooses his strategy as in Nash game (leader). He can apply the maximin or the Stackelberg strategy of the leader. The opponent chooses his strategy as the last player in Stackelberg game (follower).

### 3.6.2 Set of Optimum-Nash Profiles

Evidently, if the honest player chooses the Nash Equilibrium Strategy, the set of solutions is identical to NES.

If the honest player chooses maximin strategy, e.g. the first player chooses one of the elements of $\mathrm{MS}_{\mathrm{A}}=\operatorname{Arg} \max _{i \in I} \min _{j \in J} a_{i j}$, the opponent chooses every element from $J^{*}=\operatorname{Arg} \max _{j \in J} b_{i j}$.

If the honest player chooses Stackelberg leader strategy, the opponent chooses the follower strategy. In such case, the ON Profile is a Stackelberg equilibrium.

### 3.6.3 Optimum-Nash Profile Existence

Based on the above, ON Profile exists for every ON game. It may be NE, SE, or a simple Maximin-Optimum Profile.

### 3.7 Optimum-Stackelberg Taxon

Optimum-Stackelberg Taxon contains two symmetric elements:

$$
\mathrm{OST}=\left\{\Gamma_{1011}, \Gamma_{1110}\right\} .
$$

Let us suppose that each player knows the opponent's chosen strategy, and only one of them knows additionally that the opponent knows his chosen strategy. So, the one which doesn't know that the opponent knows his chosen strategy, will simply select his strategy as optimal response to the opponent's strategy (he will play as an unconscious leader in a Stackelberg game), but the other (which knows additionally that the opponent knows his chosen strategy; player with the value of knowledge vector equal to ' 11 ') will know the opponent's reaction and will play as a follower in a Stackelberg game.

Proposition 3.6. If every player knows a priory what information leaks he will use (he knows the values of his respective knowledge vector), then the player with the value of knowledge vector equal to '11' will play as a leader, and his opponent will play as a follower.

It is not the case we consider.

### 3.7.1 Optimum-Stackelberg Solution Principle

If the first player doesn't suspect of information leaks to the second player ( $\Gamma_{1011}$ ), but he knows the strategy $j$ selected by the second player, then he chooses his strategy as an optimal response to $j$, i.e. $i^{*} \in I^{*}=\underset{i \in I}{\operatorname{Argmax}} a_{i j}$. Let us suppose that $\# I^{*}=1$. The second
player knows that for his selected strategy $j$ the first player will select $i^{*}$. He must select his strategy as an optimal response to the $i^{*}$, i.e. $j^{*} \in J^{*}=\underset{j \in J}{\operatorname{Argmax}} b_{i^{*} j}$. So, the solution of $\Gamma_{1011}$ is $\left(i^{*}, j^{*}\right)$.

By analogy, we can define the solution concept for $\Gamma_{1110}$. If the second player doesn't suspect of information leaks to the first player, but he knows the strategy $i$ selected by the first player, then he chooses his strategy as an optimal response to $i$, i.e. $j^{*} \in J^{*}=\operatorname{Argmax} b_{i j}$. Let $j \in J$
us suppose that $\# J^{*}=1$. The first player knows that for his selected strategy $i$ the second player will select $j^{*}$. He must select his strategy as an optimal response to the $j^{*}$, i.e. $i^{*} \in I^{*}=\underset{i \in I}{\operatorname{Argmax}} a_{i j^{*}}$. So, the solution of $\Gamma_{1110}$ is $\left(i^{*}, j^{*}\right)$.

Let us denote such a game by $\mathrm{OS} \Gamma=\mathrm{OS}$. The symmetric one is denoted as $\mathrm{SO}=\mathrm{SO}$.

### 3.7.2 Set of Optimum-Stackelberg Solutions

Let us remember that to define solution concept we impose the cardinality of sets $I^{*}$ and $J^{*}$ to be 1 . To define the set of solutions we must exclude this supposition. So, for $\Gamma_{1011}$ the set $I^{*}=\operatorname{Argmax} a_{i j}$ represents all optimal responses to strategy $j$ of the second player. The second player knows/calculates this optimal response set. On its basis, by applying Maximin Principle he defines his set of Maximin Response $J^{*}=\underset{j \in J}{\operatorname{Argmaxmin}} b_{i \in I^{*}}$. So the set of solutions of $\Gamma_{1011}$ is $I^{*} \times J^{*}$.

Analogically, for $\Gamma_{1110}$ the set $J^{*}=\operatorname{Argmax} a_{i j}$ represents all opti$j \in J$ mal responses to strategy $i$ of the first player. The first player knows this optimal response set. On its base, by applying Maximin Principle he defines his set of Maximin Response $I^{*}=\underset{i \in I}{\operatorname{Argmax}} \min _{j \in J^{*}} a_{i j}$. So the set of solutions of $\Gamma_{1110}$ is $I^{*} \times J^{*}$.

### 3.7.3 Optimum-Stackelberg Solution Existence

Proposition 3.7. Every finite Optimum-Stackelberg Game OS has an Optimum-Stackelberg solution.

Proof. The proof follows from the definition of the Optimum-Stackelberg Solution and the finiteness of the strategy sets.

## 4 Taxonomy of two-matrix games with information leaks and three or more levels of knowledge

According to the above result, there are $4^{3}=64$ possible kinds of games with information leaks $\Gamma_{\gamma^{A} \gamma^{B}}$ in the case when the vectors of knowledge have three components $\gamma^{A}=\left(\gamma_{1}^{A}, \gamma_{2}^{A}, \gamma_{3}^{A}\right)$ and $\gamma^{B}=$ $\left(\gamma_{1}^{B}, \gamma_{2}^{B}, \gamma_{3}^{B}\right)$ (information leaks may occur on 3 levels).

In this case and in the general case, is it enough to examine only seven taxa of games as for games with two level of knowledge or the number of taxa increases?

Theorem 4.1. The number of taxa for two-matrix games with information leaks with the number of knowledge levels $l \geq 2$ does not depend on $l$.

Proof. Firstly, let us observe that the abstract maximal number of possible taxa depends on number of solution principle applied by two players. In our case, we apply only four solution principle: Nash equilibrium, Stackelberg equilibrium, Maximin principle, and Optimum principle. So, the maximal number of taxa may be equal to 16 . But, the rules of the games and knowledge possessed by players in the case of two levels of knowledge make up possible only seven taxa.

By induction, it is provable that this number of taxa remains unchanged for $l \geq 3$.

## 5 Repeated two-matrix games with information leaks

If the games described above are considered as molecular games, then we can examine a series of molecular games on every stage of
which a molecular game is played. Evidently, such games are a simple consequence of the games of the seven types, corresponding to seven taxa highlighted above.

## 6 Taxonomy of multi-matrix games with information leaks and three or more levels of knowledge

In the case of three and more players, we can adjust the molecular approach and we can denote the games by their atoms (atom players). Evidently, the number of taxa for such games can increase. Can we present a taxonomy of such games? Can we present a scheme or a table of elementary or molecular games? We are going to answer soon to these questions.

## 7 Conclusions

Normal form games pretend to be a mathematical model of situations often met in reality. Actually, they formalize an essential part of real decision making situations and processes, but not ultimate. Real decision making situations are influenced by different factors, which may change the essence of the games and the solution principle applicable for their solving. It follows that the initial mathematical models must be modified, at least.

This work in progress presents a taxonomy of normal form games with information leaks. Every taxon contains the games solvable on the base of the same solution principle, highlighted in the name.

The games with arbitrary pseudo-levels and levels of knowledge, and the games with bribe are the subject of the work in progress.
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# Optical Character Recognition Applied to Romanian Printed Texts of the 18th-20th Century* 

Svetlana Cojocaru Alexandru Colesnicov<br>Ludmila Malahov Tudor Bumbu


#### Abstract

The paper discusses Optical Character Recognition (OCR) of historical texts of the 18th-20th century in the Romanian language using the Cyrillic script.

We differ three epochs (approximately, the 18th, 19th, and 20th centuries), with different usage of the Cyrillic alphabet in Romanian and, correspondingly, different approach to OCR.

We developed historical alphabets and sets of glyphs recognition templates specific for each epoch. The dictionaries in proper alphabets and orthographies were also created. In addition, virtual keyboards, fonts, transliteration utilities, etc. were developed.

The resulting technology and toolset permit successful recognition of historical Romanian texts in the Cyrillic script. After transliteration to the modern Latin script we obtain no-barrier access to historical documents.


## 1 Introduction

At present Internet is the most valuable deposit of information as it can be accessed and researched from any point. New information is prepared electronically and can be exposed effortlessly. If we want to expose historical documents, we are to digitize them.
(C) 2016 by S. Cojocaru, A. Colesnicov, L. Malahov, T. Bumbu
*The results published in this article were presented on November 13, 2015 at the seminar dedicated to the memory of Prof. Iu. Rogojin

OCR Applied to Romanian...

Sometimes we even can access graphical images of text pages but this form effectively restricts their availability. In particular, graphical presentation makes impossible full text search.

Full text search needs textual transcription of the historical source that can be got by OCR. It was statistically showed that full-text search and quick access to contents are very important for the users, because access to the original document becomes smoother [1].

Using OCR for historical documents started in early 1990-s and progressed in parallel with the advance of OCR tools. Since 2008 big OCR projects have started, like large-scale OCR of newspaper collections in the United Kingdom and Austria [1]. Modern projects referred to in [1] are IMPACT (Improving Access to Text) under FP7, and EOD under EU Culture 2007-2013 programme.

The conversion of historical documents from the paper to accessible and searchable electronic form meets two obstacles that are not fully cleared till now.

Nowadays state-of-the-art in OCR guarantees relatively good results only on modern texts. For historical typography, results are worse. There are several causes of it. Historical fonts vary even in one book, and are less readable. Old paper introduces speckles and distortions. Linguistic components and resources of modern systems don't often know the peculiarities of historical language variations. Each text yields its own specific mix of features and problems, which implies that the quality of OCR for historical documents may vary from perfect to almost unacceptable.

The second general problem is produced by the historical orthography and language changes. Most users of digital libraries don't have a good command of old language and desire to use the modern orthography at their search. Any word can have numerous variants in the historical documents because of language evolution and lack of orthography standardization. To get satisfactory replies at search, it is necessary to skip over the gap between modern and new orthography.

In different languages, availability of texts in original historical orthography differs. For example, Romanian Cyrillic script of the 18th century has glyphs that are not supported by most OCR programs.

There are such variants in accessibility of lexical resources at the search in the historical documents. Very subtle details should be taken into account because of the alphabet evolution; for example, the Romanian language in the middle of the 19th centure used more than 17 alphabet modifications.

This situation is usual for many languages and for many cases when scientists, students, publicists, writers, statesmen, etc. want to learn from original historical documents without intermediate interpretations. Therefore, national systems for no-barrier access to historical documents are necessary, being supported by historical lexical resources, proper OCR tools and tools for quick interpretation of new unknown texts. Such systems should become available for interested users of these cultural data.

The OCR of manuscripts is a specific challenge, and we will not discuss it here.

In the paper, we would discuss the factors defining the reliability of the OCR result, and the techniques permitting to enhance it by the example of printed historical Romanian texts of the 18th-20th century in the Cyrillic script. The following epochs were preliminary distinguished in the Cyrillic scripts for Romanian, using the principle "since the present and back centuries" (see details in [2]):
Epoch 1: the 2nd half of the 20th century, Moldavian SSR, Russianbased Cyrillic script.
Epoch 2: 1830-1860, the so-called transitional alphabets, mix of Romanian Cyrillic and Latin script.
Epoch 3: the early 19th century and back, the Romanian Cyrillic script.

For epoch 1 , the problem seems to be almost solved, and we shortly discuss our achievements in Sec. 4. We concentrate our discussion mainly on the 2 nd epoch (Sec. 5). We research also epoch 3; our results are presented in Sec. 6.
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## 2 Production process

The following four stages form the process of producing the textual transcription of a printed historical document.

1. Digitization (scan) and image preprocessing.
2. OCR.
3. Text post-processing.
4. Quality evaluation.

For scanning, we recommend specialized book scanners, for example, Plustek OpticBook [3], and scan with at least 600 DPI resolution. The worst case is when we get already scanned source from some collection and cannot regulate its properties.

There are several freely available programs for image preprocessing like line straightening, image cleaning, converting to black-andwhite. One of such programs is ScanTailor. A big collection of such tools is presented at [4]. In particular, Agora is an interesting tool that analyses blocks of text and images on pages.

OCR is a most complicated and error-prone stage. We tested several OCR systems and selected ABBYY FineReader (AFR) [2], [5]. The latest AFR versions include some image preprocessing but we recommend separate tools as more powerful and versatile. The OCR program performs segmentation of image to characters, and produces text comparing characters with patterns. Then the dictionaries for supposed languages can be used to check the spelling of resulted text and correct it. Training mode can be proposed when the user manually corrects text segmentation to glyphs and pattern-to-glyph mapping.

Post-processing of the text mainly includes manual correction of the OCR outcome, and extracting words to replenish the dictionary used at OCR. AFR permits some manual corrections in its output window before storing the resulting text. Allocation of textual blocks may also need correction, depending on purpose. For example, it is not necessary for full text search. The post-processing may continue up to full restoration of physical text appearance.

Quality assurance also depends on purpose of text processing. It can be done at several levels: the scan and dataset level, institutional
and the project consortium level. It is recommended to perform thorough post-evaluation and error spotting over the first produced text samples to ensure consistency in further production.

## 3 Factors affecting scan and OCR quality

The recognition quality depends on: the scan quality; the alphabet selection; the OCR engine training over specific texts; the availability of dictionary corresponding to the proper historical period. In its turn, scan quality is influenced by factors like: black-letter typefaces; irregular spacing between letters and words; changing font sizes; poor paper; inconsistent inking; speckles; distortion and other geometric deformations of text, non-straight lines; text strike-through. In the worst case, these may imply the manual correction of each page image, e.g., despeckling.

The case of color and negative (white letters on black or dark background) printing is also very difficult. AFR splits the image of each page to blocks that can be attributed as text, table, or image. This splitting is not always perfect; the manual correction may be necessary.

OCR quality may be affected by: alphabet diversity; mix of scripts; use of special characters, digraphs, ligatures; use of accents; use of historical vocabulary; poor vocabulary recognition.

The task of dictionary creation seems to be a true vicious circle as it supposes studying a lot of potential hardly accessible sources, and extracting data through language and script barriers.

## 4 Recognition of Moldavian Cyrillic script

Moldavian Cyrillic script was used in Moldavian ASSR and Moldavian SSR. It was based on the Russian alphabet with one additional letter "災". The typography of that period permits to obtain good scans. The dictionary was produced from recognized books themselves using manual correction of words; it can be expanded from new books. Details are discussed in [2], [5]. The purpose of recognition was mainly
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re-editing valuable books in modern Latin script; for this purpose, a transliteration utility was developed [5].

## 5 Recognition of transitional alphabets

Transitional alphabets were used in the Romanian typography since 1830 and until 1860-1870 [6]. They can be characterized by regular many-to-one mapping of old Romanian Cyrillic letters to the mix of Latin and Cyrillic letters. This mapping could be expanded further to modern Latin Romanian script; slightly different orthography makes an obstacle. The existence of such mapping distinguishes the old Romanian Cyrillic and transitional scripts from Moldavian Cyrillic script that cannot be ([5]) regularly mapped to the modern Latin script.

There were many different transitional scripts. Our impression is that different typographers used them depending on the existed stock of letterpunches, progressively replacing the Cyrillic letterpunches with the Latin ones whenever the former were worn. We can see different alphabets at the same year. Book [6, p. 115] shows a "record" example of 1840 where the title page was printed in four different scripts simultaneously (old Cyrillic, simplified Cyrillic, transitional, and Latin). Sources count up to 17 variants of the transitional scripts. This diversity makes a main problem at OCR of these documents.

We used two approaches to OCR of Romanian transitional scripts. The first approach is to reproduce the scanned text after OCR in its original glyphs. It is possible with the corresponding AFR configuring and training, and by providing the proper dictionary (Fig. 1, p. 112). It produces $7 \%$ of erroneous words.

The second approach was tested to solve the problem of alphabet variation. We rejected the principle of the exact text reconstruction after OCR. AFR permits to output the result in original glyphs or substitute them by any sequence of letters from the selected alphabet of recognition. This is called "ligatures" in AFR documentation. For AFR output, we invented a Latinized version of the alphabet that can be set in one-to-one mapping with any transitional alphabet. For example, both " T " (Cyrillic) and " t " (Latin) will be recognized as " t ".

алиіі̆ 'л аб̆ апроват кв птфокаре, шъръ пndoiant, щептрв къ ведеа дптр'ғпсбл оп прілеж d'a аръта cimgimцntдл поетік ал ероблві̆ лор, поате ппкв de кцй се афла ди леагъп. Къчі̆ Asвреі історісеще къ тжпърьл Biлiam, neпбтжnd cı се сбвпве кб плъчере dаторіілор крвптблбі̆ еб̆ стат, къбта

 tzia rpe 0 вitb.

## ЛУІ̆ ШЕКСПІР


 сітцітжпт४л поетік ал еровл४і̆ лор, поате ィпкъ
(b) de кænd се афла ィn леагъn. Къчі А४бреі історісеще къ тжпър8л Віліат, nепชтғnd съ се с8бп४с к8 плъчере dаторіілор кр8пт8л8і̆ съі стат, къ8та a'л мnълца пріп експресііле 8n8і̆ повіл сітцітғпт, проп४nцжnd кжте 8n потпос diскӨрс de кжте орі̆ тъіа вре о вітъ.

Figure 1. Romanian transitional script (1848) after OCR: (a) source; (b) text
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Because of one-to-one letter mapping, the exact reconstruction of the text from a book is achieved applying a simple letter substitution selecting the desired variant of the transitional alphabet. We are developing the corresponding conversion utility.


Figure 2. Part of AFR pattern collection for Romanian transitional alphabets with substitutions ("ligatures")

This approach also reduces drastically the volume of the dictionary. For example, "trekut" ("past", modern Latin script "trecut") in the recognition dictionary may check up to 16 variants obtaining by independently replacing $\mathrm{t} \rightarrow \mathrm{T}, \mathrm{r} \rightarrow \mathrm{p}, \mathrm{k} \rightarrow \mathrm{K}, \mathrm{u} \rightarrow \delta)$.

This restriction of the recognition alphabet solves one small problem of interaction with AFR. AFR does not support arbitrary Unicode
glyphs in its dialogs and forms. Old Romanian letter " $\uparrow$ " was introduced in Unicode only after 2009. Standard system fonts do not contain some Romanian Cyrillic (and transitional) letters. As a result, we see in AFR empty boxes " $\square$ " instead of letters during training, alphabet formation, etc.

Work with ligatures also reduces errors to $4.8 \%$ (word level; see Sec. 6).

After training, we collected a set of glyph patterns for Romanian transitional alphabets. Part of this collection is shown in Fig. 2, p. 113.

Resuming, the OCR of Romanian transitional script should be performed as follows. Configure AFR with the corresponding "user language". Set the alphabet for this language from the corresponding string. Fill the recognition dictionary from the corresponding file. In the pattern editor of AFR, download recognition patterns from the corresponding file. After recognition, apply the utility and remap the result to the necessary variant of the transitional alphabet to restore the original glyphs.

You can also use the AFR output (before its remapping) to replenish the recognition dictionary. The recognition quality grows as the dictionary grows. We repeated recognition several times using the recognized text as new words source, with manual checking of the included words because of the absence of the historical lexicons.

## 6 Recognition of old Romanian Cyrillic script

AFR recognizes old Romanian Cyrillic Script. Small problems arose due to absence of necessary glyphs in system fonts, as it was already noted above. In fact, only three fonts in the whole world have old Romanian Cyrillic letters: Kliment, Unifont (bitmap font), and Everson Mono [7]-[9].

For example, the juridical text from 1786 was recognized with engine training and user supplied dictionary (Fig. 3, p. 117). This results in $4.5 \%$ errors (word level) with original glyphs and $3 \%$ errors with ligatures. We observed this effect with transitional scripts also.

This unexpected result is to be explained. The most likely reason
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is that AFR skips some glyphs that are supposed to be recognized properly in the training mode. With original glyphs, AFR skips more glyphs, while, at the glyph substitution, AFR should train substituted glyphs and performs better training.

## 7 Conclusions

Digitization of historical texts includes their scanning and recognition; the latter was performed by ABBYY FineReader 12.

To use OCR for the Romanian Cyrillic script, we developed a set of historical alphabets and sets of glyphs templates, which are specific for each epoch. The spelling dictionaries in proper alphabets and orthographies were also created. Some auxiliary supporting tools like virtual keyboards, fonts, transliteration utilities, etc. were also developed.

Images were preprocessed with specific pre-OCR tools.
We have analyzed two approaches to recognition: using authentic glyphs, and using glyph substitution. The second approach solves the problem of diversity for transitional alphabet, and, due to some peculiarities of the AFR training mode, produces fewer errors.

OCR can dramatically increase the usability of digital libraries. The proposed solutions of the problems discussed in the paper can significantly impair the quality of the OCR outcomes. With it, full-text search and no-barrier access to digitized historical documents become possible.
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(i) ча́ьть

мтрхнселе ад४ъъаи де царь, атхтв аша п४мителе порте ca\& порцїи (песте тоту грьижд) волкичьџ̣е са४ ппьрциту спрефі еше каре комгтату, к8мши ар аккарь ши хотьрхрь дърилор прик дикацїе, дела карь съ черъ ши съ ръдмка дарь сау фък\&т8 грешит8, недрепту. ши ас४приторо ивдУстрїеи Дечи диктрачаста оръмъзъ, кумкъ адевърата феричире а църилор
 грижь, ттрачеста кпп пиче эдинїыарь ну сь похте добхнди, дупъ ярмаре даторїа ноастрь чьре, ка аша съ клбздим л४крул, кхт४ тот с४п४с४л каре есте с४пт४ даре, спреа
(a) часть

і̂трхжселе адйжъри де царъ, атхтй аша порте сай порціи (песте тотй гръинд) волкичвщ̣е сай і̂пьрцитй спрефіещ̣е каре комитатй, кймши арйккарь ши хоттрхрь дьрилор прип дикаціе, дела ка^рь съ черь ши съ рьдика дарь сай фькйтй грешитй, недрептй. ши асйприторо иждйстріеи. Дечи диітрачаста оуръыђзъ, кймкь адевврата феричире а цьрилор
(c) оушгйре^^^ челор че схнтй і̂крезйте пйртьрій ноастре де грижь, і̂трачеста кип пиче шдикїадрь пй сь поате добхнди, дйпъ оурмаре даторїа ноастрь чьре, ка аша съ кибзйим лйкрйл, кхтй тот сйпйсйл каре есте сйптй даре, спреа-
(a) $4 а с т в$

Figure 3. Recognition of the juridical text of the 18th century in the Romanian Cyrillic script: (a) source; (b) original glyphs; (c) "ligatures"

# Large-scale executable biology using rapid integration of computational models* 

Vladimir Rogojin, Ion Petre


#### Abstract

We plan to develop a systematic framework for assembling largescale computational biological models by reusing and combining already existing modelling efforts. Our goal is to build a software platform that will compile large-scale biomodels through successive integrations of smaller modules. The modules can be arbitrary executable programs accompanied by a set of (I/O) interface variables; they may also have an internal structure (such as a metabolic network, interaction network, etc.) that yields its executable part in a well defined way. Firstly, wherever possible, modules with the compatible internal structure will be joined by combining their structure and by producing new larger executable modules (like, combining two metabolic networks, etc.). Then, irrespective of the underlying internal structure and modelling formalisms, all the modules will be integrated through connecting their overlapping interface variables. The resulting composed model will be regarded as an executable program itself and it will be simulated by running its submodules in parallel and synchronizing them via their I/O variables. This composed model in its turn can also act as a sub-module for some other even large composite model. The major goal of this project is to deliver a powerful large-scale modeling methodology for the primary use in the fields of Computational Systems Biology and Bioinformatics.
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## 1 Introduction

Predictive and comprehensive models of biological cells are highly significant for the understanding and engineering biological systems. Such largescale whole-cell models have the potential to direct experiments in molecular biology, facilitate computer-aided design and simulation in synthetic biology, and enhance personalized therapeutic methods.

The ultimate goal of our research is to develop and implement a generic technique that will allow for automatic building of custom large-scale multilevel comprehensive models that are able to describe accurately a biological phenomenon of interest with a desired level of details. The main idea here stays in reusing and integrating of already existing disparate modeling efforts into more representative, and therefore, more accurate, simulations of the targeted phenomenon. The models will be organized into a hierarchical structure by their levels of abstraction, so that a user can easily navigate through the hierarchy and choose the appropriate levels of details for the resulting integrated model.

In Computational Systems Biology a large number of individual teams of researchers target isolated subsystems and processes from living cells for modeling and simulation. In many cases, different researchers model independently overlapping, highly related or even the same cellular structures and processes. Moreover, those computational models focus on some particular cellular sub-systems while ignoring cross-talks with the other sub-systems and the other factors that also influence the sub-system under studies. A step forward towards building representative cellular models will be to join the disparate efforts of different modelers and build complex large-scale models via integration of already existing ones.

The greatest challenge here comes from the fact that different research teams come with their own concepts, abstraction levels, formalisms and methodology preferences as well as with their own technological limitations for their models. They contribute to the literature a mass of knowledge in the form of models and simulations in different formats, level of details and data types. One has to overcome those challenges in order to bring numerous modeling and simulation efforts into a significantly more representative larger comprehensive model that will capture all the features of initial models
and will agree still with all the respective initial experimental data.
Our method will involve searching for a common ground of integration between models, regardless of their formalisms and implementation. That common ground can be used to join models automatically into a single comprehensive simulation system. This will allow models to be integrated on several levels of details, depending on the required analysis. We will base our developments on a formal framework for integration of models of different formalisms, implementations and level of details that was presented in [1].

A software implementation of an integrated whole-cell model was presented in [2]. A model Mycoplasma genitalium was obtained through joining of 28 different independent computational submodels, where each submodel represents some specific cellular process [2]. The model described the dynamics of every molecule over the entire life cycle and accounts for the specific function of every annotated gene product. Each submodel was using formalism most appropriate to its functioning and existing knowledge. The submodels were assumed to run approximately independently on a short time scales. Simulations were performed by running through a loop in which the submodels were run independently at each time step but depended on the values of variables determined by the other submodels at the previous time step. The simulation software worked as a set of communicating running in parallel Matlab programs, where each program implements a submodel. The whole-cell software managed to predict the observed experimental data very accurately as well as it helped also to discover new previously unknown cellular behaviors. In the similar spirit, we will let for coordinated synchronized execution of different simulation instances within our simulation framework.

In our research, we propose a follow-up for the effort of developing largescale biological model building techniques and model integration [1], [2]. We will represent a model as an executable simulating program that can be integrated with the other executable simulating programs standing for other models via a well defined API. We will allow for hierarchical type of model integration, that is, a number of complex models obtained due to previous integrations of simpler models can also be integrated together and form even more complex models.The practical outcome of our research will be a software modeling platform that will provide a systematic framework for integra-
tion and coordinated execution of different simulation instances, each simulating different parts of the biological phenomenon of interest. We are going to validate our methodology and computational platform through building a prototype for a whole-cell model of the life cycle of either yeast or E.coli, two of the most studied model organisms [3], [4]. Existing data in well-curated model database such as Biomodels [5] should be enough at least for a rough prototype of such a whole-cell model.

## 2 Background

A formal framework for integration of models of different formalisms, implementations and level of details was presented in [1]. The framework involves searching for a common computational ground between the models that will allow to integrate them, regardless of their formalism and implementation, across different methodologies into a single agent-based simulation system. Our abstract model descriptor will be based in particular on the concept of behavioral inclusion trees from [1].

Parameter fitting of a model to the experimental data is formulated as a global optimization problem. The goal is to tweak parameters of the model in such way that the predicted behavior of the model is as close as possible to the experimental data. The objective function here shows how far are the simulated data points from the experimental ones and takes as arguments the set of parameters to fit. The optimization goal is to find values of the parameters where the objective function reaches the global optimum (minimum). In particular, COPASI provides functionality for quantitative ODE-based model parameter estimation. It allows to fit both reaction kinetic rate parameters as well as initial concentrations of the metabolites.

Quantitative model refinement is an essential step in the model development cycle. Starting with a high level, abstract representation of a biological system, one often needs to add details to this representation to reflect changes in its constituent elements. Any such refinement step has two aspects: one structural and one quantitative. The structural aspect of the refinement defines an increase in the resolution of its representation, while the quantitative one specifies a numerical setup for the model that ensures its fit preservation at every refinement step. The refinement should be done so as to ensure the
preservation of the numerical properties of the model, such as its numerical fit and validation. In [6]-[10] there were presented methods for quantitative model refinement in a number of modeling frameworks, such as ODE-based models, rule-based models, Petri net models, guarded command language. We plan to use quantitative refinement when bringing different models to the same level of details.

A number of efforts towards integrating a plethora of publicly available molecular-scale experimental measurements that render intracellular molecule functions and interactions has facilitated data-driven large-scale model development [11]. For instance, in [11] there was developed a toolkit called Moksiskaan that can integrate information about the connections between genes, proteins, pathways, drugs and other biological entities from a large number of databases. As the result, one can obtain a comprehensive network model encompassing signaling, metabolic, gene regulatory, etc. intracellular relations. We will employ Moksiskaan for collecting a vast range of biological data needed for model construction and fitting.

Anduril [12] is an open source component-based workflow framework for scientific data analysis developed at the Computational Systems Biology Laboratory, University of Helsinki. Anduril also provides API that allows integrating rapidly various existing software tools and algorithms into a single data analysis pipeline. An Anduril pipeline comprises a set of interconnected executable programs (called components) with well-defined I/O ports, where an output port of a component may be connected to the input ports of some number of other components. (for example, see Figure 1). During execution of a pipeline, a component will be executed as soon as all the input data are provided by the up-stream components. After execution of the component, its results become available for the downstream components that can be executed in their turn as soon as all the necessary input data are provided for them. Anduril is highly scalable computational platform, it runs well both on desktop personal computers as well as on powerful supercomputers and clusters. Anduril can run multiple processes in parallel and its pipelines can be scaled for a distributed execution across the network. The size of Anduril pipelines can range from several component instances that could run in few seconds up to thousands of component instances requiring several days of execution. We will base our model integration platform on Anduril.


Figure 1. Example of an Anduril workflow (pipeline). Workflow is a set of tasks (component instances) organized in a directed network. Each component instance has some defined set of inputs and outputs, where outputs of an instance are connected to inputs of some other instances. Instances without any inputs import data into the workflow. Instances without any outputs normally output the workflow's computation results. For example, here matrixA and matrixB are instances of a component RandomMatrix that is a program generating a random matrix; instance mean of component CSVTransformer calculates mean for each row of matrices coming from matrixA and matrixB instances; instance scatterPlot generates a specific plot for the matrices from matrixA and matrixB, etc.

## 3 Integration of computational models

We are planning to obtain a software platform, that will allow a user to specify the input data (like set of initial models with their software implementations, model and environment parameters, abstraction levels, experimental data to fit to, etc.) for some target biological phenomenon and to query for prediction on some target features of the behavior of the modeled biological system (for instance, a time course for concentrations of some biochemical species, the time of cell growth in particular environmental conditions, etc.).

Here, we focus on developing model refinement and integration techniques for biological computational models. This project is a first step to-
wards building a system that, based on a user query, will allow collecting and reuse existing biological computational models in order to generate automatically custom case-specific comprehensive models for particular biological phenomenon at the desired abstraction level. We will develop a methodology that will allow minimizing or avoiding refitting the initial models to their corresponding experimental data while performing model refinement and model integration activities.

Our research is a follow-up for the effort of developing large-scale biological model building techniques and model integration [1],[2]. Particularly, we will allow for an arbitrary nature of a modeling formalism and its implementation. A model will be represented by an executable simulating program and can be integrated with the other executable simulating programs standing for other models via a well defined API. We will allow for hierarchical type of model integration, that is, a number of complex models obtained due to previous integrations of simpler models can also be integrated together and form even more complex models. We will allow for a high level of scalability and flexibility in the sense that a model can be tuned to a particular use case to fit the expected/desired behavior and to incorporate the desired level of details. In particular, we will employ here the previous practices related to numerical model parameter fitting [13] and model refinement [6]-[10].

We will address the following challenges:

1. Develop and implement intra-formalism integration methods for a number of different formalisms across different abstraction levels. That is, we are aiming to develop a systematic approach for automatic abstraction level adjustment via refinement and building a single model through joining a number of initial models, while working within the same formalism;
2. Develop and implement inter-formalism integration methods;
3. Deploy a generic (plug\&play) platform that allows to "plug" computational models into the composite model, refine them and obtain the respective large-scale models and simulations.

## 4 Methods

We discuss here the methods that we are planning to apply in our research.

### 4.1 Abstract model descriptor

We will develop a methodology to describe in an abstract way models so that it will be possible to decide automatically how to join the models and how to instantiate the resulting integrated model. This abstract model descriptor will abstract from the model type (discrete or continuous, stochastic or deterministic), the modeling frameworks and models implementations.

The model descriptor will include such concepts as an entity (formalizes a real world physical object), a process (represents an activity involving one or more entities), a variable (a measurable/observable and/or affectable property of an entity or process). An entity may consist of a number of other entities, a process can be split in subprocesses, a variable may characterize/affect the current state of an entity or a process. Also, an entity may be an abstraction of some other entity and a process may be an abstraction of some other process.

We regard the abstract model descriptor as a digraph with annotated nodes and edges, Figure 2. In order to enable automatic integration of models basing on their descriptors, the user has to map nodes and edges of the descriptors to the corresponding components of the models or simulating instances. The exact way, how this mapping should be performed will depend on the particular type, formalism and implementation of each of the models.

### 4.2 Model integration and simulation

Here, the user should provide a set of initial models to integrate along with their abstract descriptors and mappings between the models and their descriptors. We remind, that we regard a model as an executable program or as a formal construct (a set of chemical reactions, signaling pathways, gene regulatory nets, etc.) together with its well-defined mapping onto an executable simulation instance.

We consider the following steps for integrating multiple user-provided models into one:


Figure 2. Schematic representation of abstract model descriptor. An entity can be a part of/abstraction of some other entity, a process can be a part of/abstraction of some other process and a variable can be a part of/abstraction of some other variable. The part-of relation is represented by a triple-line edge on the plot, and abstractionof is represented as a dotted line. Entity can participate in a process. The relation participates-in is represented by solid line. A variable can be regarded as an interface to the state of an entity or process. The relation input/output $(I / O)$ is represented by a double-line edge.

1. For all the models for which we have formally defined constructs, decide what constructs can be combined and how (for instance, two metabolic networks can be joined into one). We need to develop methods for joining models with the "compatible" internal structures into one model with its internal structure being a union of the original structures. See for example Figure 3. The internal structures will be joined through their overlapping components. Those overlapping components from two different structures that are at different levels of details will be brought to the same abstraction level via model refinement techniques [6]-[10]. The internal structure integration methodology and model refinement process strictly depend on the formalism being used, and we will develop the integration and refinement techniques for a


Figure 3. Example of integration of two models within the same formalism into one. The result: modified classic Lotka-Volterra Pray-Predator model [14] with two types of prey. The model is regarded in terms of chemical reactions (reaction rates and initial species concentrations are omitted here). One of the initial models describes dynamics (basically proliferation) of two types of prey. The other initial model describes predator's dynamics and its relation to prey specie (note that this model does not consider different types of prey species). During the integration process, the predators' model gets refined in order to include relations to the two types of prey species, then sets of reactions from the prey and the refined predator models get united.
number of classical formalisms (such as mass-action based ODEs, Petri nets, Boolean logic networks, etc.) separately. As the result of such integration of models with the compatible internal structures we will get one simulation instance that captures the behavior of the original models;
2. The user may provide a set of experimental data to fit the initial models. Fit the models to the user-provided time series data where necessary. Translate the resulting formal models into executable simulation instances;
3. Basing on the abstract model descriptors, decide connections between the executable simulation instances. The connections can be uni- or bidirectional. Here, a connection will also mean translation of an output
from a source simulation instance into an appropriate input format for the destination simulation instance. The type of translation will be decided automatically basing on the classes of the source and destination instances.

As the result, the integrated model will be the set of executable simulation instances with the scheme of their interconnections. The integrated model can be considered as a simulation instance itself and can be further integrated with the other models.

During the simulation the simulation instances will send to each other synchronizing messages that include the current states of some of their components as well as their contexts. The connection scheme defines which instance sends messages to which instances and what components states are included in each of the messages. In particular, the states of entities, processes and variables will be communicated. The abstract model descriptor of each of the initial models will be used to identify the overlapping or related components between different models. This information will be used to decide what components of the respective models should be refined, and what connections to form between instances. If in one of the models one identifies a set of components that is a refinement of a component from some other model, then one has to perform the respective refinement in the other model in order to obtain a set of the components that coincides exactly with the components from the former model. The refinement procedure depends on what type, formalism and model implementation is used in the respective model. When having same component (at the same level of abstraction) in two different models, one can form a connection between those two models that specifies in particular what components in these models are connected (also, probably, in which direction). One also associates to the connection a data transformer/adapter in order to transform the representation of states of the model component between the respective formalisms and data formats. See Figures 4, 5, 6 and 7 for an example of combining two simulation instances basing on their abstract descriptors.

The set of connections between a pair of instances defines what components communicate their states to the partner model within a message. Also, the context of one model that is being sent to the other model along with the states includes the simulated time point in order to synchronize two models.


Figure 4. An abstract model descriptor for the prey population dynamics and its mapping to the internal model structure (set of reactions and species)


Figure 5. An abstract model descriptor for the predator population dynamics (including population growth/decay and prey consumption) and its mapping to the internal model structure


Figure 6. An abstract model descriptor for the predator population dynamics that was refined with two types of prey in order to have overlapping components between submodels from (a) and (b) at the same level of details


Figure 7. Basing on the abstract model descriptors for submodels from (a) and (b) it was decided to refine submodel for (b) into (c), and the overlapping components were detected between (a) and (c), that are "Prey1" and "Prey2" entities, "Population1 size" and "Population2 size" variables. Hereby, we establish connection between simulation instances corresponding to (a) and (c) that update each other with the states of "Prey1", "Prey2", "Population1 size" and "Population2 size" components.

We will develop an API which the simulation instances should handle in order to exchange messages with each other during the simulation. When a simulation instance receives a message, it should decide how to update its internal states of the respective components, especially in the case when the received message brings set of states contradicting the instance's own internal states.

### 4.3 Software implementation

We will produce a software platform that will construct a large-scale model through integration and refinement of the existing models.

Our platform will be built on top of the Anduril workflow framework due to the fact that Anduril provides systematic computational environment for rapid integration of existing computational tools and algorithms into an organized pipeline. An integrated model will be implemented as an Anduril pipeline, where components will represent the initial simulation instances, and connections between the components will represent connections between the respective models/instances. We also note, that an Anduril pipeline can serve as a component to be included in the other pipeline. In other words, Anduril will allow integrating a complex model within the other more complex model.

A simulation instance will be a software program wrapping the respective existing simulation software for the respective model, while handling the API to communicate to other instances and updating the local states of the instance according to the states received from the other instances. Also, the wrapper has to handle translation of states between different abstraction levels. In particular, we can incorporate COPASI as a dynamically linked library and access all of its simulation and parameter estimation functionality from our simulation instance program, that can "talk" to other instances and input/output data into/from the COPASI-simulated model from/to the other simulation instances. Petri nets can be simulated with S4 Snoopy modeling software that we are going to access from the respective simulation instance via well-define API of S4. Simulation instances for the Rule-Based modeling will use BioNetGen software as a command-line tool, or incorporate directly BioNetGen program code. We will use CellNetAnalyzer Matlab li-
brary in the simulation instance for Boolean networks. Generally speaking, any third-party simulation software can be incorporated into our integrative simulation framework via a wrapping program that handles our API for the communication with the other simulation instances. Schematically, this idea is represented in Figure 8.


Figure 8. Scheme of the general organization of simulation instances. Each simulation instance simulates a model of some biological phenomena (for instance, biochemical networks, signaling networks, DNA transcription, RNA translation, etc.) probably in some well-defined formalism (for instance, mass-action based ODE model, Petri nets, Boolean networks, etc.) that is being implemented/simulated by some software (for instance, COPASI for ODE, Snoopy for Petri nets, CellNetAnalyzer for Boolean networks, etc.) A simulation instance consists of the original simulating software and the wrapper that translates between the simulation software and the messages for the other simulation instances.

## 5 Discussion

As the result, this project should deliver a powerful methodology for construction of large-scale models via integration of existing models and data.

The methodology will combine model refinement and integration techniques and assumes both data- and hypotheses-driven model construction approaches.

We believe that our research will contribute to the scientific modeling community through the development of a methodology for connecting different computational biological models irrespective of their formalisms, concepts and implementations. The platform that we are planning to implement will allow to build large-scale models and run comprehensive simulations by joining independent modeling and simulation efforts from a great number of research biomodeling projects. As the result, one will be able to build rapidly and easily large-scale custom models from a set of already existing models that will satisfy user-specific particular needs. In particular, the experimental biologist researchers should be the first to benefit from our platform due to the fact that comprehensive large-scale modeling can help in discovering new features of cellular processes without the need to conduct multiple expensive laboratory experiments. We may list among the other stakeholders bioinformaticians, medical-related researchers, synthetic biologists, bio-engineers, pharmacologists and any one else who needs to run expensive bio-experiments in-vivo or in-vitro.
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# Advantages of application of unconventional computing to image processing and whence these advances come* 

Lyudmila Burtseva


#### Abstract

This paper presents the advantages of P system computing based approach to solving image processing problems. Being significantly reduced relative to classic algorithms, P system computing based algorithms nevertheless produce better results and even resolve the problems just unsolvable for classic algorithms. Despite these evident advances, unconventional computing approaches remain less popular in practical image processing because their hardware is mostly virtual that supposes computing on simulator. This obstacle can be in perspective eliminated by direct implementation of P system computing based solutions on today's HPC hardware.

Keywords: Medical imaging, unconventional computing, $P$ system, HPC, image processing.


## 1 Introduction

This paper intends to demonstrate the advantages of image processing problems solving by application of P system computing [1] that is the branch of unconventional computing.

Unconventional computing, also known as alternative computing, uses new or unusual devices instead of classical silicon ones. The most widely distributed branches of unconventional computing are: quantum
*The results published in this article were presented on November 13, 2015 at the seminar dedicated to the memory of Prof. Iu. Rogojin
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computing, wetware computing, DNA computing, molecular computing, nanocomputing. The algorithms and programming methods of unconventional computing are conceptually different from the traditional ones. Essentially this difference springs from nature of unconventional computing that supposes computing in parallel on large amount of elementary devices. So, the algorithms and programming methods of unconventional computing suppose to be intrinsically parallel. Practically this aspect means that developers do not need tips-and-tricks to avoid exhaustive search (brute force).

Image processing - in particular medical imaging - is the most perspective user of unconventional computing algorithms. Unconventional computing based solutions are significantly reduced relative to classic based one; nevertheless they not only produce better results, but even resolve just classically unsolvable problems. Despite these evident advances, practical domains like medical imaging still rare use unconventional computing, because "hardware" is mostly virtual that supposes computing on simulator. This obstacle can be surmounted by recently proposed implementation of unconventional computing solutions on today's hardware - HPC (high performance computing) [2].

Advances of applications of unconventional computing to image processing mostly spring from easy obtaining of pixel neighborhood and possibility to use brute force algorithms without computational overdraft.

In the presented work P system computing - a particular branch of unconventional computing - is applied. This is bio-inspired paradigm, and its models, known as membrane systems or P systems, reproduce the membrane structure of the biological cell. Computing is performed by execution of rules of objects movement or transformation. The rules are applied in parallel. P systems demonstrate challenging applications in images processing and analysis. A variant of P system, called tissuelike P system, shows itself as suitable representation of image: pixel is mapped to cell in tissue [3].

In this work the above formalism and representation are applied to the solution of noisy medical image processing problems. The presented solution is used to illustrate the advantages of application of P system
computing.

## 2 Key features from which advantages come

As it was stated above, programming methods of unconventional computing are conceptually different from the traditional ones. Because of this principal difference the methods of unconventional computing often look tricky and advantages of their application are veiled.

To explane whence the advances come, the application of P system computing to solving practical problems of image processing is presented by illustrative example.

Firstly, P system computing workflow of this example has to be explained. Let us consider the cell as small computer. The substances which are transferred into the cell, could be considered as input. The substances which go out of the cell, could be considered as output. Some substance conversion done inside the cell is data processing. Another name of P system computing is membrane computing because the main aspect of this computing is the cell membrane that divides work area to inner cell and environment. The computation consists in execution of rules which act toward membrane providing:

- objects transition through membrane;
- objects conversion inside membrane or during transition.

The tissue P system is the abstract map of living tissue. The rectangle tissue of cells ordered in rows and columns is the natural representation of image where pixels are the cells and cell content is color value.

Having the brief scheme of P system computing we can show the springs of advantages of this computing application to image processing tasks.

From the very beginning the important aspect has to be stated. The today's application of unconventional computing is effective only for the cases which are hard solvable or even unresolvable by classical
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methods. Of course this aspect is generated by absence of real hardware and restricted simulators capability.

According to the mentioned aspect, the test use case was selected. This set was selected from medical ultrasound images of gallbladder in SonaRes system database [4]. To prepare the test set of images, regions of interest (ROIs) are subtracted from full image. The resulted images present suitable test because of:

- hard noise make useless application of shape recognition methods;
- small size strikes application of gradient methods.

Moreover, SonaRes is the functioning system with its own retrieval module. For test purposes only those images were selected, the retrieval of which fails.

Formal definition of the problem is: to develop effective algorithms for extracting image-based features from ultrasonic images to be used for image matching and classification in diagnosis supporting process.

The problem solving by P system computing has two steps:
step (1) obtaining of features from test image and
step (2) retrieval the images with similar features from database of already processed images.

For presented use case the contours were chosen as images signatures because they can define the majority of gallbladder pathologies. At the step (1), contours of image artifacts are traced applying P system based grayscale image region-based segmentation algorithm adopted from one proposed by [3]. The details of adoption are presented in our work [5]. The adoption was not a problem because of unconcern of P system based methods to image dimension or grayscale/color content of pixel representation. The proposed algorithm produces the acceptable segmentation result independently on image noisiness. Graphical-related basis of algorithm is the edge-based segmentation using the cross-like 4 points adjacency.

While P system based algorithm of segmentation is efficient and effective, the one currently used for retrieval at step (2) is reduced to comparison of contour obtained from pattern image with contours from the database. The problem of contours comparison is mostly finding of shape descriptor suitable to particular retrieval algorithm, in our case - shape descriptor by height function (length of perpendicular to the chosen axis) [6]. The coefficient of similarity is defined as ratio of "common" points obtained by retrieval to the total number of points in contour received from the pattern image.

These outlines of solving steps allow one to demonstrate the specific for P system computing features which make solving noisy image processing problems faster and simpler.

For the both steps, productive P system computing key features are the same:

1. Charge-less using of brute force algorithms makes available the per/pixel processing. Per/pixel processing in this case allows avoiding algorithmic tricks needed for retrieving features indistinguishable by another methods.
2. Tissue structure formalism gives easy access to neighborhood of every shape and complexity. For given problem such easy access provides the separation of grayscale levels that give as result the contour.

The key features application can be demonstrated in detail by presented example. In general, algorithms for the both steps consist in marking of target pixels by specific objects transferred from environment. Marking process is managed by rules. Algorithm executes identical rules for each pixel simultaneously applying massive parallelism feature of P system computing. Rules executing process applies another key feature - accessibility of any neighborhood of every cell of tissue structure.

Focusing on step (1) algorithm that is implemented efficiently, the springs of P system based solution advantages can be presented. When implementing segmentation, the rules are executed for each pixel in parallel but computation takes only 2 steps.
[I] First set of rules searches for border pixels until all half-border objects will be checked.
[II] Second set of rules repeats the same process converting temporary borders to final ones.

Specifically the native massive parallelism of P system computing makes the proposed algorithm so reduced.

## 3 Simulation results and perspective of direct HPC implementation

The demonstrated efficiency of P system based algorithm of course provokes the question how appropriate are the obtained results.

As stated above, today the only implementation of P system based solution can be done by simulator.

In this section the sufficiency of P system based image processing can be confirmed by extracts of simulation results. Sample group includes the results of presented use case and results of several tests on use cases taken from works where advanced classical algorithms were applied.

The used simulator is based on P lingua [7] framework. P lingua has full set of patterns for implementation of elements of membrane computing. While segmentation algorithm is the adopted one, its implementation was done in frame of presented work.

The use case for simulation is a set of real medical ultrasound images of gallbladder. Fig. 1 shows the test results of cases of gallbladder polyps. In the case of this pathology, contours recognition plays the main role showing the difference between stones and polyps, which have straps with outer wall of gallbladder. P system based algorithm shows the acceptable results, while our attempts to get solutions by classical methods did not give the results at all.

Fig. 2 shows the comparative results of test on medical images considered as hard processed in works [8] (left pair) and [9] (right pair).


Figure 1. Results of presented use case simulation


Figure 2. Results of comparative use cases simulation

There is a sufficient number of medical imaging problems solutions by unconventional computing algorithms, which are successfully implemented by simulators. But even working on parallel hardware, simulators cannot implement massive parallel processing of unconventional computing. Moreover, researchers does not trust the results obtained by simulator or just do not intend to spend the time for "ghost" computing. Therefore, despite the described advantages, medical imaging problems solutions based on unconventional computing still meet "non-existent hardware" obstacle. The mentioned "misunderstanding" challenge can be successfully answered by modern research of direct implementation of unconventional computing on today's hardware of high performance computing (HPC). Although this research is very fresh, the problems of such both important and suitable domain as image processing are certainly in list of considered tasks.

We recently have joined this research basing our decision on long experience of Spanish colleagues in CUDA implementation of P systems simulator [10]. Medical imaging use case that is currently the subject of our research shows itself as suitable and perspective application to develop the HPC implementation of presented P system based solution.

## 4 Conclusions and further work

P system based approach to image processing demonstrates effectiveness and productivity even being implemented on simulator. The solutions of test real-life problems of medical imaging domain promise successful further development of implementation of this approach on today's HPC hardware. The development supposed representing P system computing blocks as universal pattern from which the solution of particular task can be built. To extract suitable blocks more test problems of different domains have to be solved.
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