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INTRODUCTION

Surface modifying using electrophysical and elec�
trochemical methods for manufacturing surfaces with
certain functional properties is an efficient method for
their treatment that is extensively used in industry. One
such method is electrochemical strengthening (elec�
trolytic deposition of coatings). It was earlier men�
tioned that the anodic etching (dissolution) of these
coatings used to obtain apertures or cavities, including
those with complicated forms, can be regarded as an
efficient method for the micromachining of these sur�
faces [1, 2].

However, the technological development based on
the anodic etching of these coatings needs a number of
principal questions to be answered:

⎯To what degree the electrolytes and modes of
electrochemical machining (that have been developed
for bulk materials) are applicable for thin films (which
commonly are from a few to dozens of microns thick)
manufactured by the electrochemical technology.

⎯Whether or not the functional (e.g., mechanical)
properties of the surface remain unchanged after the
anodic surface modification and what the reasons for the
change in the surface properties after the etching are.

⎯Whether the dimensional effects of changes in
the properties exist, i.e., whether the properties
change with respect to the depth of the surface treat�
ment (the volume of the removed material).

⎯Whether general ways for controlling the surface
roughness exist, since owning to the relatively small
thicknesses of the coatings and the absence of allow�
ance for subsequent finishing (if needed), the rough�
ness plays a key role in the electrochemical machining.

In [2, 3], some of the above questions were
answered using the example of the anodic dissolution
of chromium coatings in electrolytes for electrochem�
ical machining (ECM). It was shown, in particular,
that, after the anodic treatment, the surface softening
takes place, which depends considerably both on the
nature of the electrolyte and the modes of treatment,
as well as on the depth of the etching of the strength�
ening layer. The role of the surface heat release and its
effect on the roughness of a surface and the degree of
its softening are also revealed [2, 3].

However, the technology of manufacturing
strengthening chromium coatings from electrolytes
based on hexavalent chromium involves severe ecolog�
ical risks, which requires the creation of such surfaces
that would allow the possibility of developing the tech�
nology under conditions that are more moderate eco�
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logically provided that the functional properties of the
surfaces are conserved. The electrochemical CoW
coatings obtained from citrate or gluconate solutions
can be regarded as a technology for replacing the one
used for obtaining electrolytic chromium [4–10]. This
study answers the above questions in the context of the
conditions of the micromachining of the CoW coat�
ings manufactured by electrodeposition from citrate
solutions.

EXPERIMENTAL

The cobalt�tungsten manufacturing of coatings was
performed from a citrate electrolyte with different
concentrations of CoSO4 and also with concentrations
of 0.2 M of Na2WO4 + 0.04 M of C6H8O7 + 0.25 M of
Na3C6H5O7 + 0.65 M of H3BO3 at a deposition tem�
perature of 60°C and pH = 6.7. At a concentration of
cobalt sulfate of 0.2 M, this composition for obtaining
cobalt�tungsten coatings with a high content of tung�
sten was used in [8, 9, 11–13]. In our work, the same
electrolyte was used with a cobalt sulfate content of
0.28 M. It will be shown below that a change in the
cobalt�sulfate concentration, even as small as that,
leads to a substantial change (a decrease) in the W con�
tent of the coating. The ratio of the tungsten and cobalt
concentrations during the deposition from both citrate
and gluconate solutions is strongly affected by the
potential (the current density) [6, 8–13], the hydrody�
namic conditions [10, 12–15], and also by the degree of
the long�term operation of the electrolyte (the value of
the passed charge per its volume unit) [14].

Under the conditions of micromachining, the sur�
face roughness is significant, since the value of the
diluted layer is limited to 10–20 μm and less. In [12],
it is shown that the minimal roughness of the coating
electrodeposited from the above electrolyte (without
the addition of brightening agents and surface active
substances (SAS)) at a cobalt sulfate concentration of
0.2 M is reached at the electrodeposition current den�

sity of 1–2 A/dm2, and it is independent of the hydro�
dynamic conditions. This very range of the current
densities is used in our study. The deposition was car�
ried out from a nonagitated solution.

The electrodeposition was performed onto
10�mm�diameter steel St3 specimens. The latter were
mechanically polished, which was followed by the
deposition of a 1�μm�thick nickel underlayer from a
sulfate�chloride bath at pH = 5.4. The mean value of
the irregularity of the initial surface was Ra = 0.15–
0.20 μm. The deposition was performed in a thermo�
statically controlled cell with an electrolyte volume of
500 ml. In order to increase the productivity of manu�
facturing the coatings, the subsequent studies were
carried out using six specimens simultaneously; the
latter were arranged on a special holder parallel to the
anode, which was a graphite plate with a total area of
25 cm2. The deposition temperature was 60°C.

The polycrystalline coatings were produced at a
tungsten concentration of 5–6 at % (Fig. 1) as a result
of the deposition from an electrolyte with a cobalt sul�
fate concentration of 0.28 M and a current density of
1 A/dm2. The microhardness of those coatings was rel�
atively low (360 kgf/mm2). It should be noted that the
indicated concentrations of tungsten correspond to its
content in the “metal” part of the alloy. The matter is
that the alloy’s composition often comprised carbon
and oxygen, with their concentrations varying in dif�
ferent specimens.

The nanocrystalline (close to amorphous) coat�
ings that contained tungsten of 22–25 at % (Fig. 1b)
were manufactured using a bath with the cobalt sul�
fate concentration of 0.2 M and at a current density
of 1–2 A/dm2. The concentrations differed both
inside the lot of 6 specimens and between the different
lots, which could have resulted either from the differ�
ent hydrodynamic conditions on each of the six elec�
trodes or from the degree of the electrolyte’s long�
term operation. They could also comprise an insignif�
icant amount of carbon and oxygen. The microhard�

(b)(а) 20 μm 20 μm

Fig. 1. CoW�alloy morphology that contains 6 at % of W (a) and 22 at % of W(b).
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ness of those coatings was 600–750 kgf/mm2. Those
two groups of coatings were further studied as the types
of surfaces with low (the first case) and high (the sec�
ond case) contents of tungsten.

The anodic treatment of the obtained surfaces was
accomplished using a recessed rotating disk electrode
(RRDE) [16] (Fig. 2). The specimens with cobalt�
tungsten coatings were flush�mounted into a fluoro�
plastic cartridge and fixed on the RDE shaft. In order
to obtain the treated and untreated surfaces on one
and the same specimen (on its different sections) and
to measure these surfaces ~30 μm thick, self�adhesive
polymer covers were used. The covers were made using
the cutting plotter method from an ORACAL self�
adhesive polymer film and were then applied to the
coating surface. The cover had the form of a ring with
a 20�mm external and a 3�mm internal diameter
(Fig. 2). Hence, the site of the coating available for the
anode treatment was a 3�mm�diameter circle (Fig. 2).
Since, the thickness of the cover was comparable to
that of the dissolved layer of the coating, this variant of
the RDE can be regarded as an RRDE [16, 17]. The
rotation rate varied from 0 to 2550 rot/min.

The described variant of the RRDE was used for
the polarization measurements (potentiodynamic and
galvanodynamic) and the determination of the current
efficiency. After the anode treatment, the morphology
and elemental composition of the surface
(SEM/EDX, TESCAN, INCA EDX) (GB) were
defined along with the roughness and the profile of the
manufactured surfaces and of the etched cavities (Sur�
tonic�25) (Taylor Hobson, GB), as well as the micro�
hardness (PMT�3, Berkovich and Vickers indenters
were used, and the load varied from 20 to 100 gr). The
change in the microhardness was estimated versus the
initial microhardness measured on the nontreated sur�
face using the values (HVx – HVn)/HVn(5), where HVn

and HVx are the microhardness values measured prior
to and after the anodic treatment.

The anode microtreatment was carried out in a gal�
vanostatic mode at different current densities and dif�
ferent values of the passed charge. Under the ECM
and electrochemical micromachining conditions, the
attaining of the anode limiting currents, which affect
the current efficiency of the dissolution, the process
localization (the treatment accuracy), and the surface
roughness, is known to play a key role [17–22]. In this
study, a preset current density of the treatment was
defined depending on the density of the anode limiting
current ilim, and it varied from 0.1 ilim to 3 ilim.

The treatment time was selected so that the etch
depth could vary from 5 to 15 μm. In the case of the
treatment of strengthening chromium coatings, the
value of the removed layer often played a defining role
in reaching any particular indices that characterize the
quality of the surface layer [2, 3].

Both a constant and a pulsed current were used for
the microtreatment. During a constant pulse duration

of 0.5 s and the interval duration of 1 s, the value of the
current density in a pulse varied, with its specific mag�
nitude being determined by the value of the anode lim�
iting current.

Two types of electrolytes were used for the treat�
ment, namely, sodium nitrate solutions with different
concentrations and a nitrate�alkaline solution (2 M
NaNO3 + 0.5 M KOH). This choice was justified by
the use of these solutions for the treatment of the alloys
based on the iron�group metals and the cobalt�tung�
sten solid alloys under the ECM conditions [18, 19].
Nitrate solutions are known to be used more inten�
sively in the ECM of the iron�group metals and also
the alloys on their basis. At the same time, tungsten
dissolves only in the alkaline solutions, and, for the
cobalt�tungsten alloys, nitrate�alkaline solutions are
mainly used [18, 19].

The polarization measurements and the measure�
ments of the current efficiency were carried out using
both the above RRDE and RDE. As will be shown
below, the minimal roughness of the treated surface
was attained using high current densities (several
amperes per square centimeter). Taking this into
account, to decrease the ohmic constituent of the
measured potentials, the polarization measurements
must be performed on a relatively small electrode sur�
face and with the maximum proximity of Lungin’s
capillary to it. Therefore, the RRDE was used for the
measurements, and the potentials were measured
using a thin Lungin’s capillary (with an external diam�
eter of ~100 μm), which was brought close to the melt�
ing surface with the distance being approximately
equal to the capillary diameter (see also [18, 19, 23]).
The current density–potential dependences were reg�
istered in a potentiodynamic mode (the scanning rate
of the potential was 100 mV/s) from a stationary
potential of the electrode until reaching the anode
limiting currents and the transition to thermokinetic
instability (TKI) [22–25]. A saturated Ag/AgCl elec�
trode was used as a reference electrode, and all the val�

Steel
Cow20

 µ
m

“ORACAL”
Determination of the
composition and

Polarization curves
determination of the composition,
morphology, and etching profile

morphology Ra, Hv

Fig. 2. The RRDE scheme.
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ues of the potentials stated below are presented with
respect to this reference electrode.

The galvanostatic mode of removal was also used
(the rate of the current change was 20 mA/s). Since the
micromachining was mainly performed in a galvano�
static mode, the study of the dependence of the poten�
tial on the time was carried out (fixing the ϕ–τ curves)
at different current densities and different ratios
between the i and ilim current densities. A PI�50�1
potentiostat (the current maximum is 1.1 A) was used
as a galvanostat.

The current efficiency was determined using the
RDE in a galvanostatic mode measuring the weight
losses at i = const. The measurements were performed
at different values of the i/ilim ratio (0.1–3). The elec�
trochemical equivalent was calculated taking into
account the condition of the cobalt dissolution in the
form of Co(II), and tungsten in with the oxidation
level of +6 (with the equivalent equaling 0.311 mg/C
and it being independent of the tungsten content in the
alloy to an accuracy of 1%). In some cases (at higher
current densities), a galvanostat of a domestic con�
struction was used with the maximum current of 10 A.

RESULTS AND DISCUSSION

The Anodic Dissolution of Polycrystalline Coatings 
with a Small Content of Tungsten in a Nitrate Solution

Figure 3 shows a series of potentiodynamic polar�
ization curves of the anodic dissolution of polycrystal�
line coatings in a nitrate solution at different speeds of
the electrode’s rotation. At least two regions of disso�
lution can be distinguished (i.e., one is a region of

active dissolution and the other is a passivity region),
which depends on the hydrodynamic conditions. The
region of the active dissolution starts almost from the
stationary potential (Fig. 3). After reaching the cur�
rent densities of 2–3 A/cm2, the rate limitations of the
dissolution appear to correlate with the formation of a
passive layer on the surface (the current density
decreases with the potential increase Fig. 3)). Similar
limitations in the systems with the anodic dissolution
are known fairly well [18–20, 22–25].

They result from the so called “salt passivity,” and
namely due to reaching a surface concentration of the
products of dissolution in the electrolyte solution in
which the dissolution occurs. Apparently, the more
intense the hydrodynamic mode, the higher the cur�
rent densities must be to reach the anode limiting cur�
rent, prior to attaining which the active dissolution
may occur. Since the passive salt (salt�oxide) layer is
formed with the anion solution being involved, the
higher its concentration, the lower the value of the
limiting current.

This is confirmed by the results of Fig. 4, which
shows (a) an increase of the ilim value with increasing

 as the RDE theory requires [26], and (b) a
decrease of its value with an increase of the nitrate
concentration.

However, two peculiarities are characteristic for the
results of Fig 4, i.e., (a) the current density can grow
with a decrease of the RDE rotation speed; (b) under
the conditions of the linearity of the dependence of ilim

on  this dependence cannot be extrapolated to the
beginning of the coordinates. These peculiarities were
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Fig. 3. Polarization curves obtained in 2 M of NaNO3 at
the following RDE rotation speeds, rpm: 1 is 280, 2 is 570,
3 is 1000, and 4 is 2200. 6 % W A is the region of the active
dissolution, B is the region of the salt passivation.
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Fig. 4. The effect of the RDE rotation speed on the value
of the anode limiting current during the dissolution of the
coatings with low (1–3) and high (4) W contents in a
nitrate solution with a concentration, mol/l, of the follow�
ing: 1 is (1), 2 is (2, 4), and 4 is (3).
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not studied in detail. However, they can be assumed,
on the one hand, to be a consequence of the mixed
kinetics of the dissolution process and, on the other
hand, to be a result of the macroscopic nonuniformity
of this process (see [27] for more details). In [27],
using the example of the iron dissolution in a nitrate
solution, it was shown that similar peculiarities can be
observed under the conditions of the formation of salt
films on the dissolving surface.

Considering the aforementioned, the appearance
of passivity upon reaching ilim in this case can be
regarded to result from the formation of a salt (or salt�
oxide) layer from the dissolution products.

The current efficiency of the anode process (Fig. 5)
up to the ilim values is 100%; however, at i > ilim, it is
markedly higher than 100%, and this excess decisively
goes beyond the limits of the measurements error
(111–112%).

Figure 6 shows the Ra values of the manufactured
surfaces, and Fig. 7 displays the surface profiles after the
dissolution. One can see that the minimum roughness is
attained under the conditions of dissolution when the
current density is close to ilim (Fig. 7). On the other
hand, under these conditions, a characteristic profile
error is observed consisting in the increase of the etch
rate in the area of contact with the insulation (Fig. 7).
The latter effect confirms the presence of the concen�
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Fig. 5. The dependence of the current efficiency of disso�
lution in an electrolyte (2 M NaNO3 (1, 2), 2M NaNO3 +
0.5 M KOH (3)) at the tungsten concentration in the alloy
of 6% (1) and 22–25% (2, 3) on the current density.
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tration limitations in the etch rates. This error is known
to be the consequence of the turbulent vortices forma�
tion in the region of contact with the insulation.

From the viewpoint of determining the modes for
the practical use of micromachining of such coatings,
it seems evident that it must be performed at i ~ 0.5 ilim.
It is under these conditions that the surface’s minimal
roughness is observed, being similar to that prior to the
micromachining (Fig. 6), but the observed error fails
to be registered (Fig. 7).

The Anodic Dissolution of Nanocrystalline (Amorphous) 
Coatings in Nitrate Solutions

The dissolution patterns for coatings with a high
tungsten content in the nitrate solution (2 M NaNO3)
are the same as for the coatings with low concentra�
tion; however, significant peculiarities yet exist. In
particular, at high current densities, an oscillatory pro�
cess is registered (Fig. 8). Under the conditions of a
stationary process (at i < ilim), the dissolution occurs at
a higher overvoltage versus the dissolution of coatings
with a low W content (the overvoltage increases by
about 1 V (region A in Fig. 8); compare with the cor�
responding dissolution region in Fig. 3). Although the
current efficiency at i < ilim is constant and equals
100% (Fig. 5), the same as for the dissolution of poly�
crystalline coatings in this region, a substantial non�
uniformity in the dissolution rates and pitting forma�
tions with notable sizes occur, which leads to the man�
ufacturing of a surface with a high level of roughness
(Figs. 6, 9).

A transition to the oscillatory process at high cur�
rent densities can result from a transition to the mode
of thermokinetic instability (TKI). The transition to
the TKI mode is known to occur upon reaching a crit�

ical value of the surface temperature  [22, p. 40]:

(1)

where Ea is the energy of activation of the dissolution
process, and T0 is the temperature in the bulk of the
solution. One can see from (1) that, at a preset bulk
temperature, the critical surface temperature of the
transition to the TKI is a function of only the activa�
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Fig. 8. Galvanodynamic curve of the dissolution of the
alloy with a high content of tungsten in 2M NaNO3 (the
rate of the scan is 20 mA/s). Points 1 and 2 correspond to
the conditions at which the surface analysis was performed
(see also Fig. 10).
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tion energy of the process. For the conditions of this

experiment, it is possible to estimate the  and,
hence, the Ea values.

Taking into account that the value of the tempera�
ture increment of the surface temperature compared
to the bulk temperature can be estimated according to
(2) (the Peltier effect at a potential level of ~10 V
(Fig. 8) can be neglected), we can obtain (see also
[22, p. 36]):

(2)

where η is the overvoltage at the preset current density
i, and α is the coefficient of the heat transfer from the
surface to the solution. Considering that, for the RDE
and the speed of rotation of 1000 rot/min, this value is
0.56 W/cm2 deg (for water) [22, p. 37], we obtain that

 according to (2) is 35°C (at i = 2 A/cm2 and η ~
10 V, Fig. 8). This means, according to (1), that, at a
bulk temperature of 20°C, the transition to the
thermokinetic instability upon such a critical temper�
ature difference can be observed provided the activa�
tion energy is ~30 kJ/mol, which is a typical value for
such kinds of processes [22, 24].

Thus, the hypothesis that the transition to the
oscillatory process is connected with the transition to
the TKI agrees with the experimental results.

However, as is shown, in particular, in [25], the
transition to the TKI during the anodic dissolution
must be accompanied by the disintegration of the sur�
face film with the heat release and its partial disinte�
gration owning to a “thermal explosion,” i.e., the par�
tial transition of the anode material into the solution in
the form of solid particles.

This is confirmed by the data of Fig. 5, from which
it follows that, at i > ilim, the current efficiency always
exceeds 100%, which should be regarded as indirect
evidence of the disintegration of part of the material at
the anodic dissolution under these conditions.

After the process terminated, the surface was ana�
lyzed at points 1 and 2 (Fig. 8) by scanning electron
microscopy combined with the elemental analysis.
The results are shown in Fig. 10. Both sodium and
oxygen were found to be contained in the film compo�
sition prior to its disintegration (Fig. 10b) along with a
considerably higher W content compared to the initial
surface (Fig. 10a). After the destruction of the salt�
oxide layer (point 2, Fig. 8), an oxidized surface forms
with the concentration ratio of cobalt and tungsten
close to that observed prior to the dissolution
(Fig. 10c).

Thus, the oscillation process of dissolution repre�
sents the periodic formation and destruction of the
salt�oxide surface layer with the partial disintegration
of the electrode products into the electrolyte bulk.

Ts
cr

ΔTs Ts T0– iη
α
����,= =

ΔTs
cr

Under the TKI conditions, the roughness is found to
be minimal (Fig. 9).

The results shown in Fig. 11 also appear to be in
favor of this method for the material removal (micro�
machining). It is clear that the oscillation frequency
grows with the current density increase. It decreases
upon an increase of the intensity of the removal of the
dissolution products using hydrodynamics (Fig. 11).
In Fig. 11, region A is the region of formation of the
salt�oxide layer, region B is the TKI region, and region
C is the transition to the substrate dissolution.

Thus, such coatings can be efficiently treated using
micromachining in simple nitrate solutions, however,
only provided that high current densities are present
(i.e., in the mode of thermokinetic instability). In this
situation, the specific etch errors that result from the
turbulent vortices in the region of the contact with the
insulation are absent.

Although the hydrodynamic effect on the values of
the anode limiting currents during the treatment of
such coatings was not studied in detail, the data in
Fig. 4 show that they (the anode limiting currents) are
close to those observed during the treatment of the
cobalt films with a low content of tungsten.

The Anodic Treatment in a Nitrate�Alkaline Solution

From the potentiodynamic curves (Fig. 12)
obtained at different RRDE speeds of rotation, it fol�
lows that, in this case, a transition to the salt passivity
and an effect of the hydrodynamics on the current
density of this transition also take place. However, a
specific region is observed on polarization curve A of
this solution. In this region, the limiting currents are
reached (at the current densities lower than those in
the formation of the salt passivity), which depend on
the rate of mixing.

This region was not studied in detail; however, its
connection with reaching a zero surface concentration
of hydroxyl ions cannot be ruled out. Indeed, in accor�
dance with [10], nanocrystalline cobalt�tungsten
coatings contain tungsten clusters aggregated along
the boundaries of crystallite grains. Since tungsten is
dissolved only in an alkali, during its dissolution, lim�
iting currents are commonly observed, which depend
on the mixing rate and the alkaline concentration
[8, 19, 22]. Region A in Fig. 12 obviously corresponds
to this process. If so, this can both indirectly indicate
the validity of [10] and lead to surface passivation upon
the dissolution in this electrolyte after the tungsten
cluster dissolution in an alkali from the surface layer.

Indeed, the dissolution current efficiency in this
region of current densities is close to zero (Fig. 5), but
pitting dissolution partially takes place (Fig. 13 a). The
current efficiency in region C grows (Fig. 5), and in the
TKI region (region B) it (the same as for the dissolu�
tion in the nitrate solution without an alkali) exceeds
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Fig. 10. Surface morphology of the coating prior to the treatment (a) and after stopping the process at point 1 (Fig. 8) (c) and
point 2 (Fig. 8) (e) and the EDX spectra of the corresponding surfaces (b, d, f).
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100%, which attests to the partial disintegration of the
surface layer during the anode treatment (Fig. 5).

During the transition to the TKI, a minimal surface
roughness is registered (Fig. 6), and the forming pro�
file contains no specific errors determined by the pres�
ence of turbulent vertices in the region of contact with
the insulation (Figs. 13 c, 13 d). The oscillatory pro�
cess occurs only at the current densities that either
exceed or equal ilim (Fig. 14). At lower current densi�
ties, the steadiness of the electrode process is detected,
which indicates that the forming film has an electron
conductivity.

Thus, when using the nitrate�alkaline solutions,
the treatment with minimal roughness and high cur�
rent efficiency is possible only under the TKI condi�
tions. Moreover, unlike the treatment in nitrates, an
increasing dependency of the current efficiency on the
current density is registered, which, under the ECM
conditions, always provides high localization of the
dissolution process. In addition, as was shown, e.g., in
[17], the maximum localization of the anodic dissolu�
tion process at partial isolation of the surface with cov�
ers, which is correlated with a decrease of etching
under the insulation, is observed precisely under the
conditions of reaching the anode limiting currents that
result from salt passivation.

The Change of the Surface Microhardness 
after the Treatment

Due to the anodic dissolution and micromachin�
ing, a new surface is created whose functional proper�
ties differ greatly from those of the initial surface. In
this chapter, we present the results of changes in the

microhardness during the etching process and
describe the possible methods for the microhardness
control. As a parameter for the estimation of the micro�
hardness’s change, we used a relative value, i.e., the dif�
ference between the microhardness values prior to and
after the etching (on one and the same specimen)
related to the microhardness of the initial surface.
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Fig. 12. Potentiodynamic polarization curves for the coat�
ing with a high W content manufactured in 2M NaNO3 +
0.5 M KOH at the following RDE rotation speeds,
rot/min: 1 is 280, 2 is 1000, 3 is 1500, and 4 is 2260.
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As is seen, during the treatment of the surfaces with
a low tungsten content, the surface microhardness
may even increase after etching (Fig. 15), which is
apparently connected with the surface oxidation;
however, it decreases after etching in the modes that
correspond to the TKI. A still sharper decrease in the
microhardness is detected during the treatment of sur�
faces with a high W content and a higher initial micro�
hardness; a more abrupt decrease in the microhard�
ness is observed at i > ilim (almost twofold at i = 3 ilim

(Fig. 15)). This is assumed to be correlated with the
partial involvement of the products of disintegration of
the surface film in the process of the dissolution and
thus forming the surface.

With a thickness increase of the removed layer, the
degree of the microhardness decrease grows (Fig. 16).
The observed decrease cannot be the outcome of the
inaccuracy in the measurements, since using different
loads led to close HV values that were measured.

Assuming that the surface formed in the treatment
process (among other factors) owning to the participa�
tion of the products of disintegration in this process,
the use of a pulsed current can lead to the conservation
of its properties, since, during a pause, these products
can be removed from the surface by the electrolyte
flow.

Indeed, the microhardness value is almost con�
served (Fig. 16, curve 3) owning to a pulsed current
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Fig. 14. The potential’s dependence on the time upon the dissolution of a coating with a high W content in 2M NaNO3 + 0.5M
KOH at i = 0.1 ilim (1), i = ilim (2), and i = 3ilim (3).
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with a pulse duration of 0.5 s, a pause duration of 1 s,
and the current density in a pulse equaling the density
of the anodic limiting current upon etching for a depth
that is half the thickness of the coating. At the same
time, using a pulsed current with the same values of
the durations of the pulses and a pause but at a current
density in the pulse of 3 ilim led to an increase in the
degree of the microhardness decrease even versus a
constant current. That is, at the same average current
density under the conditions of the pulsed treatment at
high i, the degree of the microhardness decrease grows
(Fig. 16, curve 2). This is another argument in favor of
the fact that, with a current density increase (higher
than the anodic limiting), the degree of disintegration
of the surface films grows and, hence, the microhard�
ness of the newly created layer decreases, which is
confirmed by the data shown in Fig. 17.

It is evident that the treatment in the modes which
correspond to the region of the anodic limiting current
should be first of all considered as the optimal condi�
tions. In this case, a minimal undercutting occurs
under the insulation (provided the insulating covers
are used in the micromachining [17]), the surface
roughness is minimal, and the conservation of the sur�
face layer’s microhardness is possible upon the pulsed
treatment.

This inference is supported still more upon the
treatment in a nitrate�alkaline solution (Fig. 18). In
this case, the conservation of the microhardness is
possible after the dissolution using even a constant
current.

CONCLUSIONS

The results of this study show that the modes corre�
sponding to thermokinetic instability (TKI) are effi�
cient when used under the conditions of electrochem�
ical micromachining of the CoW hardening coatings.
In this case, the surface roughness after the treatment
is minimal and the current efficiency exceeds 100%
owning to the disintegration of the surface film and the
partial transition of the coating material in a solid state
into the solution. A way for the removal of the coating
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the degree of the surface disordering after the dissolution
of a coating with a high content of tungsten for a depth of
10 µm by a pulse current in 2M NaNO3. The microhard�
ness of the nontreated surface was in the range of 600–
650 kG/mm2.
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material under the TKI conditions based on the peri�
odic formation of a salt�oxide surface film and its
destruction due to a thermal explosion is proposed.

The change in the profile after micromachining in
different electrolytes both for polycrystalline (the
coatings with the W content of 5–6 at %) and nanoc�
rystalline surfaces (22–25 at %) was examined experi�
mentally, and it was shown that, during the dissolution
of the first�type coatings in the nitrate solutions in the
modes close to the reaching of the anodic limiting cur�
rents that result from the salt passivation, a specific
error of the profile is detected that is correlated with an
increase of the dissolution rate in the region of the
contact with the insulation and is connected with the
presence of turbulent vertices. The latter fails to be
observed upon the treatment of nanocrystalline coat�
ings in the nitrate and nitrate�alkaline solutions.

The experimental results of the study of hardening
(softening) the surface after treatment under different
conditions allow us to infer that the products of the
dissolution and disintegration of the surface layers can
participate in the formation of surface layers after the
treatment. The proposed modes of micromachining
using constant and pulsed currents make it possible to
partially control this process.
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INTRODUCTION

Bi�stable ferromagnetics are widely used in the
field of instrumentation technology and automatic
devices. Their features are as follows: they are mag�
netically reversed by a large Barkhausen jump (GBJ)
[1], and, among bi�stable materials, it is possible to
find both crystalline and amorphous ones. Indepen�
dently of the structure, to create bi�stable proper�
ties, it is necessary to form a clearly pronounced gra�
dient of the magnetic potential relief; it may be
under uniaxial magnetic anisotropy. Earlier, bi�sta�
ble elements made of polycrystalline ferromagnetics
were manufactured by thermal and mechanical
treatment, for example, the well known vicalloy
Wiegand wire. For amorphous materials, this prob�
lem is solved in a simpler way: by the technology of
amorphous wires’ formation itself. The needed
combinations of magnetic and mechanical proper�
ties, which are investigated in the present work, are
formed in them.

Since the operating performances of bi�stable ele�
ments are determined by the magnetic reversal pro�
cesses that happen in them, the investigation of these
processes makes it possible to reveal the technical
parameters of the elements: the EMF (electromotive
force) pulse amplitude; the domain nucleation field;
the response time, and the performance stability as a
function of different factors, such as the magnetic
reversal conditions, the alloy’s chemical composi�
tion, the nonuniformities or cracks presence, etc.
One problem is how to stabilize the operation thresh�
old, i.e., to decrease the fluctuations of the domain
nucleation field. The existing methods for solving

this problem are very complicated and should be
modified. 

In the present work, there is investigated a cast
amorphous glass�coated microwire (CAGCMW) that
is characterized by bi�stable properties from the
moment of its manufacturing and the required coer�
cive force, limit magnetization, and magnetic perme�
ability.

Since it is possible to investigate single pulses [1], it
is possible to study in more detailed the large
Barkhausen jump parameters and the mechanism of
the magnetic reversal. When the vicalloy was investi�
gated, it was revealed that the switching is performed
by two ways: by relaxation and acceleration mecha�
nisms. These two mechanisms have already been dis�
cussed when researching the multijump magnetic
reversal.

The relaxation mechanism is characterized by a
pulse with a steep rise and a low�angle drop, and the
acceleration mechanism is characterized by a smooth
rise and a steep drop over the second front pulse (for
more details, see below).

In the present work, the large Barkhausen jump
parameters for the cast amorphous glass�coated
microwire are investigated theoretically and experi�
mentally, the magnetic structure of the cast amor�
phous glass�coated microwire is studied and com�
pared with other wires, and the factors that influence
to large Barkhausen jump parameters in the cast
amorphous glass�coated microwire are examined.
The models of the magnetic structure presented by
other scientists are discussed in the paper.
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ANALYSIS OF THE MICROWIRE’S 
MAGNETIC STRUCTURE

The magnetic properties and possible structures of
the cast amorphous glass�coated microwires are inves�
tigated in [2–20]. In addition to the cast amorphous
glass�coated microwires (CAGCMW) technology,
there is the technology developed by Unitika Ltd
(Unitika technology). The wires manufactured
according to Unitika technology (it is also called “in
rotating water quenching”) are characterized by
another magnetic structure and magnetic perfor�
mance (with respect to the cast amorphous glass�
coated microwire), while many magnetic properties
are alike. As we know, in the published information,
the magnetic structures of the cast amorphous glass�
coated microwires and of the wires produced by Uni�
tika Ltd. are not compared, and a part of the present
work is devoted to this problem.

The cast amorphous glass�coated microwires with
positive magnetostriction and a thread diameter of 1–
20 μm are characterized by a rectangle hysteresis loop
and by a large Barkhausen jump [2, 7–11] and also by
natural ferromagnetic resonance (NFMR) in the
range up to 10 GHz, which is typical for this object
[3, 4]. The last property indicates indirectly that the
magnetic structure can be represented by longitudi�
nally magnetized domains [3, 4, 7–11]. This idea is

not universally recognized or it is interpreted in differ�
ent ways. As follows from [2], the authors of this work
accept this model. However, there is another point of
view: (in the figure presented in [2], the magnetic
structure is not defined concretely) the wire is a mon�
odomain. There is a modification of this idea: the wire
consists of microscopic monodomain segments with
longitudinal magnetization directed oppositely. It dis�
agrees with the experimental data obtained when the
high frequency magnetic permeabilities of the ferro�
magnetic resonance and natural ferromagnetic reso�
nance spectra [3, 4] are investigated. Several criticisms
of this model, we examine obiter dictum.

It is known that, in a zero field, the cast amorphous
glass�coated microwire is characterized by residual
magnetization that is lower than the limit magnetiza�
tion. The coercive force (Hc ~ 1–5 Oe) is lower by
magnitudes than the field of the longitudinal magnetic
anisotropy that causes the natural ferromagnetic reso�
nance [3, 4]. Therefore, the cast amorphous glass�
coated microwire in a quasi�static magnetic field can
be switched due to the magnetic wall motion, i.e.,
inversely [21]. The simplest scheme of the magnetic
reversal process is the domain wall motion along the
thread radius of the cast amorphous glass�coated
microwire. The domain structure can be represented
schematically by two domains: internal and external
domains in the form of an enveloping surface (Fig. 1a)

M

(a)

(b)

Fig. 1. (a) The domain structure of an infinitely long cast amorphous glass�coated microwire with positive magnetostriction;
(b) the domain structure of an Unitika wire with positive magnetostriction [5, 6].
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[7–11]. If we take into account that the examined seg�
ment of the cast amorphous glass�coated microwire is
finite and that, at the segment’s end, a defect in the
glass coating of the closure domains is formed, the pic�
ture of the domain structure becomes more compli�
cated. In the defect area of the glass coating, the exter�
nal and internal domains can swap places towards the
direction of magnetization. Such places are seen
under magneto�optical and other investigations. The
picture of the domain wall motion also becomes more
complicated in a nonuniform field if the long wire seg�
ment is switched and the signal is detected by small
remote coils.

For comparison, let us present the domain structure
of the Unitika wire with positive magnetostriction
according to the information presented in [5, 6] (Fig. 1b).

Both the cast amorphous glass�coated microwire
and the Unitika wire as wires with negative magneto�
striction are characterized by soft magnetic properties
with sufficiently high magnetic permeability and prac�
tically by an hysteresisless loop. They are topical for
developing sensors that use the huge magnetic imped�
ance (HMI) phenomena [2, 12]. The domain struc�
ture of the wires produced by Unitika Ltd. is presented
in the form of ring domains, which are magnetized as
is shown in Fig. 2 (the so�called “bamboo” or BDS

structure, which is described in detail, for example, in
[2, 12]).

The majority of scientists transpose the bamboo
structure to the cast amorphous glass�coated microw�
ire [2] and do it without correct grounding. For
grounding, it is necessary to calculate the residual
stresses in the thread of the cast amorphous glass�
coated microwire, and it is done in [13], where the
magnetic structure given in Fig. 3 is presented.

If we use this structure, it is possible to accept that
the ferromagnetic resonance that causes the huge
magnetic impedance appears in the subsystem of clo�
sure domains, which are magnetized in parallel to the
wire’s axis. For this purpose, in the magnetizing field,
the thickness of the FRM active domains should be
equal at least to the thickness of the skin layer (which
should be calculated by considering the magnetic per�
meability variation caused by the resonance). It is pos�
sible to accept that the bamboo structure turns its
domains due to the magnetic field action. It would
seem that the qualitative description differs a little, but
quantitatively the inversion can take place under fields
that are significantly lower than the rotation of the
domain magnetization. To take into account the non�
linear effect, the model that describes the domain
structure is more important.

Hex = 0

Fig. 2. The magnetic structure of bamboo type for Unitika wires with small negative magnetostriction [12]. A thin longitudinally
magnetized domain should be in the center.

H M

ϕ

dm

NS

N S

Ld

Dw

σz σ

ϕ0

σr

Fig. 3. The magnetic structure of the cast amorphous glass�coated microwire with small negative magnetostriction. Here, dm is
the thread’s diameter, Dw is the diameter with the glass coating, and Ld is the domain’s size (see [13]).
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Let us point out that, for the wires with zero mag�
netostriction, there is the precise instanton solution
[10, 14], it is different from the bamboo structure, and
this result is independent of the technology of the
wire’s manufacturing. The rotating modes can appear
if the constant anisotropy is taken into account [21]
and if the anisotropy energy is independent of the
reduced radius in contrast to [10, 14]. It is not suffi�
cient for proving that the domains with a bamboo
structure are formed [15]. There is the model of the
bamboo structure formation due to the possible ellip�
ticity of the wire, but we do not discuss this problem.
To our mind, the bamboo structure can form in the
wires with negative magnetostriction, since the resid�
ual tangential stresses are small in comparison with
other stresses.

From all the mentioned above, it follows that it is
necessary to ground the domain structures, and this is
the aim of the present work. Since the domain struc�
ture is determined by the specificity of the magnetic
anisotropy and the energy of the magnetostriction
interaction is used as the anisotropy energy in an
amorphous magnetic, to calculate the domain struc�
ture, it is necessary to properly solve the problem of
how to calculate the residual stresses that appear dur�
ing the microwire’s manufacturing. It depends how
correctly we solve the next problem for calculating the
domain structure. There are several works [16–20]
whose results are differed from the results obtained in
previous works [3], and these disagreements are not
explained. That is why we analyze once more the
results obtained in previous works [3, 7–11]. Let us
point out that, in [19], where the results of work [3] are
used (without referencing [3]), improper conclusions
are reached (from our point of view), and the authors
of [19] continue pushing for their conclusions [20]. To
calculate correctly the residual stresses, it is very
important to take into account the experimental and
theoretical results: all the residual stresses in the
metallic thread of the cast amorphous glass�coated
microwire are tensile. It follows from the fact that, if
the glass coat is removed (etched), the thread becomes
shorter [22].

Let us point out that the authors of [16] declare
wrongly that the stresses in the wire are compressive.
They are based on the indirect result that the thermal
resistance of the cast amorphous glass�coated
microwire structure increases.

INITIAL APPROXIMATION 
FOR CALCULATING THE RESIDUAL 

STRESSES IN THE CAST AMORPHOUS 
GLASS�COATED MICROWIRE

Any rapidly quenched microwire (Unitika or
CAGCMW) synthesized directly from the liquid phase
is in a stressed state [23]. Let us show how to calculate
the residual stresses, which were examined in [3, 7–11],

and let us accept this approach as a zero one that deter�
mines all the next refinements.

In cylindrical coordinates [3], the formulas for the
radial σr(0), tangential σr, ϕ(0), and axial σz(0) stress com�
ponents can be written as follows:

(1)

where σm = εE1, ε = (α1 – α2)(T* – T) ≈ 5 × 10–3; α1 is
the coefficient of thermal expansion (CTE) for the
metal (i = 1) and for the glass (i = 2); T* is the temper�
ature of the composite’s solidification at the metal–
glass contact (T* ~ 800–1000 K); T is the temperature
at which the experiment is performed; Rm is the metal�
lic thread’s radius (dm = 2Rm); Rc is the external radius
of the glass coating (Dw = 2Rc); k = E2/E1 ~ (0.3–0.5);
and Ei is Young’s modulus (for the metal (i = 1) and for
the glass (i = 2)).

To simplify the presented expressions, the Poisson
ratio for the metal and glass are taken as 1/3. (Let us
point out that the x parameter is similar to the r param�
eter in [2]).

According to Eq. (1), the longitudinal stress is the
highest

σz(0) ~ (2–3)P; (1a)

i.e., σz(0) > σr, ϕ(0), and P maximum is determined as
follows:

P → 0.5σm ~ 109 Pa. (1b)

For the next step of the residual stresses’ calcula�
tion, it is valid to use Eq. (1) as an initial approach (the
first calculation in the framework of this model for the
cast amorphous glass�coated microwire was presented
in [3] and verified experimentally [3, 4, 8, 22]). Let us
accept that the stresses calculated according to Eq. (1)
take place on the thread surface of the cast amorphous
glass�coated microwire.

The presented formulas consider not the total class
of residual stresses. Let us present the established classi�
fication for the residual stresses according to [23–32].

(1) Stresses of the first kind.
These stresses are macroscopic ones: they are typi�

cal for the material volume, where the macroscopic
equations with macroscopic coefficients are used. For
example, the stresses appearing due to the difference
in the thermal expansion coefficients for the metal and
silicate glass (1) and maybe for the intermediate layer
[33]. They have symmetry orientation, for example,
connected with a cylindical shape. To calculate these

σr 0( ) σϕ 0( ) P σm
kx

k
3
�� 1+⎝ ⎠

⎛ ⎞ x 4
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stresses, the methods used in the theory of elasticity
are sufficient.

(2) Stresses of the second kind.
These stresses are microscopic and they are spread

for separate metal grains or for group of grains. These
stresses should be studied in the framework of the dis�
location theory, for example, [25]).

(3) Stresses of the third kind.
These stresses are submicroscopic, and they relate

to the crystal lattice’s distortion. To calculate these
stresses, it is necessary to investigate the atomic mod�
els of the structure.

In the first approximation, the residual stresses of
the first kind for the cast the amorphous glass�coated
microwire are described by Eq (1). Just the stresses of
the first kind form the magnetic structure. That is why
as the least approximation we accept just the stresses
caused by the difference in the thermal expansion
coefficients for the glass and metal. These stresses
appear in the glass–metal seal during the amorphous
glass�coated microwire’s casting, and they increase
with the composite’s cooling. As we know, nobody
takes into account the residual stresses of the second
and third kinds for micro� and nanowires, but it is pos�
sible to accept that they appear in very small chaoti�
cally placed microareas (of about nanometers), and
there is a trend for averaging (in the micron range).
However, to calculate the domain structure of the cast
amorphous glass�coated microwire, the relaxation
processes in the microwire thread should be taken into
account, since they cause the relationships between σr,
σϕ, and r. r is the cylinder’s coordinate (which is varied
from the center towards the thread’s surface). Let us
examine the simplest variant for the stresses’ calcula�
tion by using the theory of elasticity and by consider�
ing the plastic relaxations [26–32]. Let us point out
that the same problem was solved by G. Lamè in 1852.

THE LAMÈ PROBLEM WITH RESPECT 
TO THE CAST AMORPHOUS GLASS�COATED 

AND UNITIKA MICROWIRES

Let us present the microwire thread in the form of
coaxial cylindrical surfaces with radiuses of Ri (i = 1,
2, 3…). Since the problem is symmetric, the field of
the displacements for the metal thread is introduced as
a function of Ur and Uz (over the axes r and z).

Let us examine an infinitely long cylinder, for
which it is sufficient to introduce the radial deforma�
tion Ur ≡ u, which meets the following equation (for
more detailed see in [26, 27]):

(2)

This equation makes it possible to examine in more
detailed the deformation problem of an infinite cylin�
drical figure with the internal radius r1 and the external

u'' 1
r
��u' 1

r2
���u+ + cf r( ).=

radius r2. Let the pressures P1 and P2 and the volumet�
ric forces directed along the radius with density of f(r)
(where c ~ ν/E) act on the cylindrical surfaces of the
figure.

If there are no volumetric forces, the solution for the
residual stresses can be presented as follows [26–32]:

(3)

where  and c1 are determined from the boundary
conditions for the stresses (and the surface geometry).
For our case,

(4)

It is assumed that the stresses (i.e., the pressures
superposed on the cylindrical surface) are tensile (for
the cast amorphous glass�coated microwire), which is
important for selecting the sign. In the presented for�
mulas, the values of  and c1 are positive if

P2 ≥ P1. (5)

Just such a situation takes place in the cast amor�
phous microwire. From here, there follows the impor�
tant relationship

σr ≤ σϕ. (6)

If we present the microwire thread in the form of coax�
ial cylindrical surfaces with radiuses Ri (i = 1, 2, 3, …),
respectively, and if we specify the external boundary
conditions, it is possible to generate the recurrent rela�
tionships, which make it possible to calculate numeri�
cally the residual stresses (the procedure for such cal�
culations is presented, for example, in [30, 33]). As the
boundary conditions, we accept the maximal stresses
on the thread’s surface, which can be estimated by
using Eq. (1). From the numerical calculations for the
cast amorphous glass�coated microwire, it follows that
the residual stresses in the next layers decrease
(in magnitude) and remain tensile. The calculations
carried out according to this procedure, if even several
layers are taken into account, are differed from the
results presented in [15–20] (the details of which we
examined in the other paper).

The analytical relationships between the residual
stresses and the coordinates of the cylinder’s radius are
important for the problem concerning the domain’s
structure. It is possible to show that, in the limit of an
infinite number of layers, the residual stresses σ should
meet the nonlinear differential relationship

(7)
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where s = πr2 is the cross section area in the given cyl�
inder’s segment. Equation (7) has the approximate
solution

(8)

Let us expand Eq. (8) into a series and compare
Eqs. (8), (3), and (1); as a result, we have as follows:

(9)

where b is the minimal limit value of the radius r1. In
contrast to Eq. (1), the residual stresses (9) take into
account the relaxation processes. If we accept that the
area with boundaries from r1 ≡ b up to the external
radius r2 ≡ Rth is the area of elastic stresses, from Eq. (9)
it is easy to generate the equilibrium equation [26–29]

(10)

In addition, the relation that follows from Hooke’s law
is true: the sum of the radial and tangential stresses
under the given radius of the cylindrical surface is con�
stant:

(11)

Let us estimate the axial stress σz of the known compo�
nents σrϕ (1):

σz(1) ≈ ν2P. (12)

The estimation carried out according to Eq. (12) is
undervalued in comparison with Eq. (1a) if we accept
that the Poisson’s coefficient is 1/3. The zero prob�
lem’s inaccuracy with respect to the obtained solution
is manifested in the invalid equality between σr(1) and
σϕ(1) on the thread’s surface, which is valid for the zero
problem

σr(0) = σϕ(0) = P.

To bind Eq. (9) more accurately, it is possible to use the

fact that the constant stresses  (independent of
the coordinate r) are added to the general solution. In
this case, it is possible to rewrite Eq. (9) as follows:

From Eqs. (10)–(12), it follows that
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And, if ν → 0.5 (and b ≤ Rm/2), the residual
decreases. It is possible to decrease the residual totally
only by numerical calculations, that is why below only
the functional relationship between σr(1) and the
thread’s radius is of interest.

If we take into account that, in an Unitika wire, in
contrast to the cast amorphous glass�coated microw�
ire, the summary stresses should decrease on the
thread’s surface and increase towards its center, ine�
quality (6) is changed to the opposite one. Since under
negative magnetostriction the magnetization is orien�
tated according to the minimal stress (in our case
according to σϕ), in an Unitika wire the bamboo struc�
ture is possible. The bamboo magnetic structure in the
cast amorphous glass�coated microwire can appear
during the glass coating’s etching. Maybe it exists in
the cast amorphous glass�coated microwire with a thin
glass coating or after the thermal or thermomechani�
cal treatment. For Unitika wires with positive magne�
tostriction, it is reasonable to assume that the main
domains’ magnetization is directed along the radius,
which verifies indirectly the scheme for the domain
structure of the magnetic wire with positive magneto�
striction according to [5, 6] (Fig. 1b). Maybe for the
thin microwire, it will be simpler. The analytical rela�
tionship for the residual stresses in an Unitika wire in
the area close to the surface can be asymptotic:

where Pu and bu are determined from the boundary
conditions [26–32]. For a more complicated variant,
the problem for calculating the residual stresses for the
free cylinder by considering the thermal relaxation is
examined in [28, 32].

THE WAY TO CONSIDER THE PLASTIC 
RELAXATION IN THE CAST AMORPHOUS 

GLASS�COATED MICROWIRE 
AND TO CALCULATE THE STRESSES 

IN THE RELAXATION AREA

According to the present model, we accept that,
inside the microwire, there is an area beginning from
the radius b and less where plastic relaxations are
important. It is not my aim to describe in detail how to
find the solution; I present a short way for solving the
problem.

According to the known procedure for the calculation,
let us introduce the Airy function Φ [26–28, 31, 32],
for which it is possible to write the following:

(13)
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where the differentiation is performed with respect to
t = lnr. In this case, the general solution (with arbitrary
constants  c1, k) for the residual stresses can be pre�
sented as follows [26–28, 31, 32]:

(14)

The two first members of the generated functions
are used in the previous part of the paper. The stresses
that appear in the third area when r < b we accept as
“plastic,” since, under rapid quenching of the amor�
phous material, plastic relaxation is possible. Until the
stresses are elastic and they are independent of the angle
ϕ in cylindrical coordinates, it is possible to show that
Eq. (9) totally describes the set problem till the radius b
in the whole elastic area ([32, pp.112–113]). According
to the theory of plastic stresses, the solution region can
be extended up to the radius b, where the criterion of
the continuum model’s applicability is invalid. Let us
present the additions to the stresses in the “plastic”
area (for r < b) as follows:

(15)

which agrees with the results of the more precise the�
ory [28] (here, the Poisson coefficient ν is equal to 1/2
[28, 32]). This analytical solution for Eq. (15), which
is sufficient for calculating the magnetic structure, is
known in the theory of plastic relaxation as a solution
where the Tresca yield condition is considered (for
more details about the Tresca yield condition, see [28],
[32]). Let us point out that it is possible to add the
stresses σi(k), which depend weakly on the radius, to
Eqs. (1), (9), and (15) (for more detail, see in [28]). In
our case, for calculating the domain structure, their
contribution is insufficient.

To estimate the K and b parameters, we used the
experimental data [8] and, based on the experiment
and the physical ideas of [8–11, 34], we accept that the
upper boundary is b ≤ Rm/2 and the bottom boundary
is K ~ 0.1P.

Hereby, there is presented the model in which the
residual stresses σr, z in the cast amorphous glass�
coated microwire thread (in contrast to [16–20])
decrease towards the thread’s center. The stresses’
relaxation is the reason for this phenomenon. The
plastic relaxations of the elastic stresses can be
explained as follows: during the thread cooling, the
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temperature drop between its center and periphery is
hundreds of degrees (Celsius) [23]. The microwire’s
surface connects with the glass by a chemical bond,
which is higher than the residual stresses’ energy. Up
to the internal radius b, only the elastic relaxation
takes place. The stresses that appear in the microwire’s
area close to the thread’s center (r < b) we accept as
“plastic,” since, during the amorphous materials’
quick quenching, the plastic relaxation can occur. For
clearness, let us present the schemes for the stresses
that take place in the amorphous thread and silicate
glass, which only illustrate our further reasoning. For
the examined domain model, the radial residual
stresses are of interest, but the numerical calculations
show that their qualitative forms are similar to the
form of the axial stresses that is seen in Fig. 4. 

We also accept that all the residual stresses in the
microwire thread are tensile (i.e., positive) since there
is no mechanism that can change them. The negative
addition σr(2), which refers to the relaxation, is lower
than the positive (tensile) stress, which has already
existed and been calculated according to Eq. (1). For
r � b, where this addition becomes higher, the range of
applicability of our model is invalid and we “cut” this
area from our examination. In the glass coat, the resid�
ual (axial and radial) stresses are compressive. Accord�
ing to the equilibrium condition on thread–glass sur�
face, if the thread is stretched out, the glass is com�
pressed. We also assume that, when the coating is
taken away, the radial stresses inside the thread can
become compressive (in the thread’s internal area)
[28] (Fig. 4b, item β).

In contrast to our model, in the model presented in
[18–20], the residual stresses decease towards the cast
amorphous glass�coated microwire’s surface and the
axial stress σz is the least stress on the thread’s surface,
which disagrees with Eqs. (1), (1a), and (1b) and with
the experiments on natural ferromagnetic resonance.
That is why, from our point of view, the works where
these results are used are not correct due to this reason.

THE WAY TO CALCULATE THE DOMAIN 
WALL IN THE CAST AMORPHOUS 

GLASS�COATED MICROWIRE 
WITH POSITIVE MAGNETOSTRICTION

Let us examine the simplest magnetic model of the
microwire consisting of two domains magnetized
along a cylinder’s axis in different directions and sep�
arated by a 180° Bloch domain wall (DW) of cylindri�
cal form (Fig. 1a). In terms of energy, the domain wall
should originate in the area of r < b, where the anisot�
ropy energy is lower (Fig. 4a, b). Let us estimate the
domain wall size Δ1 according to two competitive
energies:
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the energy of the exchange interaction

and the anisotropy energy, which is estimated as fol�
lows in the third area:

The standard procedure for minimizing the sum of
these energies

(16)

results in the following formula:

(17)

From here, for the thickness of the incipient domain
wall, we obtain the estimating value

(18)

To estimate the domain wall’s size, let us use the fol�
lowing parameters: A ~ 10–11 J/m; b ~ 10–6 m; λ ~ 10–6;
and K ~ 108 Pa. As a result, we have

(19)

which is lower by an order than the microwire’s diam�
eter. According to this result, it is possible to say that,
in a wire with positive magnetostriction and with a
diameter lower than 10–6 m, the domainless magnetic
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structures can be [10, 14, 21]. The cast amorphous
glass�coated microwire can be monodomain with suf�
ficiently high positive magnetostriction beginning
from sizes of 10–7–10–8 m if the estimations are per�
formed according to [21]. Therefore, there are no con�
tradictions in logic if we assume that the presented
magnetic structure is possible for the cast amorphous
glass�coated microwire with a thread diameter higher
than 10–6 m and sufficiently high positive magneto�
striction. A wire with zero magnetostriction can be
domainless even if the radiuses are higher than 10–6 m
[10, 14].

For the energy density of the domain’s wall, we
obtain the following estimation:

(20)

Let us compare the results obtained according to
Eqs. (18)–(20) with the classical domain wall thick�
ness δ obtained according to the Landau–Lifshits–
Doering theory [35, 36]. The simplest variant of the
procedure for minimizing the sum of two competitive
energies—the energy of the exchange interaction

W0 ~ A/δ and the anisotropy energy  ~ —
results in the equation

(21)

and in the known formula for the classical domain wall
(Bloch–Landau–Lifshits–Doring [35, 36])
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Fig. 4. (a) Microwire transversal cross section: Rm is the metallic thread’s radius, Rc is the external radius of the glass coating, and
b is the radius of the plastic deformation boundary. The maximal stresses (1) in the thread take place at the thread–glass boundary
(boundary 1–2 in the Rm area). The area inside 3 where the criterion of the model’s applicability is invalid is not shown (which is
lower by orders than the radius b). (b) A qualitative view of the residual stresses distribution (σr, z along the mircowire’s radius;
α is in the initial state (in the thread and in the glass); β when the glass coating is totally removed (only for radial stresses).
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where the value of C ~  is comparable with the
anisotropy energy of the cast amorphous glass�coated
microwire with positive magnetostriction. If we esti�
mate δLL, we obtain sizes whose value is higher by an
order than Δ1 (i.e., δLL can become higher than the cast
amorphous glass�coated microwire’s diameter). How�
ever, if we like the presented domain scheme to exist,
the domain wall should be significantly lower than the
microwire’s diameter to form at least a two�domain
structure. To save the situation, it is possible to accept
the model of a microwire consisting of monodomain
segments (according to theory [36] their size should be
approximately of (L)1/2, where L is the sample’s
length), which are separated by transversal domain
structures. However, in this case, the problem of the
enormously high rate of the domain wall’s motion,
which can be higher than the sound velocity in the
metal, appears. The experiments on the magnetic per�
meability of the natural ferromagnetic resonance are
incomprehensible, since even two oppositely magne�
tized macroscopic areas should be seen in the spec�
trum of the natural ferromagnetic resonance.

It is possible to write the energy density of the infi�
nite flat Bloch domain wall that separates the domain’s
infinite half�space as follows:

WLL ~ (AC)1/2. (23)

It is known [35] that the functional relationship
between Hc and the magnetic and technological
parameters is the same as for the energy density of the
domain wall. If Eq. (23) is used, we obtain the popular
relationship

Hc(LL) ~ (σ)1/2. (24)

Where, under σ, we mean both the residual and exter�
nal stresses superposed onto the microwire, and it
explains, for example, why the coercive force increases
under tension. It is absolutely clear that in Eq. (24) the
geometrical, magnetic, and technological features of
the cast amorphous glass�coated microwire are not
taken into account, and it can be used only qualita�
tively for confirming the experiments. It is observed for
any stretched wire.

According to our model, the cast amorphous glass�
coated microwire consists of three segments, and
magnetic reversal nucleation takes place in the
microwire’s center if we do not consider the microw�
ire’s ends and the defects in the glass coating. There�
fore, if the domain wall moves along the thread’s
radius, it should be transformed. In the experiment, it
should result in several values of the domain nucle�
ation field during the switch, and it is seen in the
experiment (see below). From Eq. 20, it follows that
the first domain nucleation field Hc1 (after the domain
wall nucleation) is independent of the magnetostric�
tion and residual stresses, and it is determined only by
the specific exchange energy A/b, which is typical for
the domain wall nuclei. It is possible to accept that Hc1

λσz° is the field corresponding to the new magnetic phase
nucleation during the microwire’s magnetic reversal.
It is difficult to see Hc1 experimentally, since the vol�
ume of the magnetic reversal material is very small and
the magnetic noise is high, but it is possible (especially
under low temperatures).

In the second area (Fig. 4), which is described by
Eqs. (9)–(12), it is impossible to have a stable domain
wall, and this area should be switched by a jump. It is
due to the fact that the relationship between the
anisotropy and the coordinate r is steeper than for the
exchange interaction.

In the third area of the cast amorphous glass�
coated microwire thread (in Fig. 4, it is not shown),
which is the near�surface area of the metal–glass
interface, where Eq. (1) is true, the residual stresses
can be accepted as constant, and here the domain wall
is a cylindrical surface. For it a calculation similar to
the calculation presented in [15] is sufficient (in [15]
another model is examined, but the analytical rela�
tionship obtained in [15] is suitable for our model).
However, to obtain the final formulas, let us take into
account Eq. (1), and, as a result, we have

(25)

(26)

The respective domain nucleation field Hc3 should be
higher than Hc1 (since W3 is higher than W1). Let us
estimate the relationship between Hc3 and the microw�
ire’s thread radius Rm by considering Eq. (1):

(27)

From the experiment, it is known that the coercive
force’s value decreases if the thread’s radius Rm

increases (if the glass coating’s thickness is fixed),
which corresponds to the obtained formula.

The dependence on the magnetostriction λ1/3 (and
the similar dependence on the residual stresses) corre�
sponds to the experimental data with the same error as
the dependence obtained by several scientists under
fitting Eq. (24) (i.e., λ1/2 σ1/2). However, Eq. (26) is
more suitable for the cast amorphous glass�coated
microwire’s geometry than Eq. (24) (which follows
from Eq. (23)).
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EXPERIMENTAL RESULTS 
AND DISCUSSION

The experimental investigation of the magnetic
reversal process in the cast amorphous glass�coated
microwire shows that there are two mechanisms of
magnetic reversal: relaxation and acceleration [7, 37].
The electromotive force pulses at the measuring coils
caused by the large Barkhausen jump that correspond
to these mechanisms are different in shape, amplitude,
and duration. The relaxation mechanism is character�
ized by a pulse with a steep rise and a smooth droop;
the acceleration mechanism is characterized by a
smooth rise and a steep drop over the second pulse’s
edge (see Fig. 5 and also [7, 37]).

The experimentally detected parameters are exam�
ined: the domain nucleation field Hs (let us designate
the theoretical domain nucleation field as Hc and the
experimental one as Hs), the amplitude of the Um
pulse induced in the measuring coil, and the domain’s
nucleation field fluctuations ΣHs. We investigate how
the magnetic reversal conditions influence the glass
coating state of the cast amorphous glass�coated
microwire. As the main and practically single impor�
tant result, we reveal the follows: if the glass coating is
removed from of the cast amorphous glass�coated
microwire’s end by etching with hydrofluoric acid, the
domain’s nucleation field and its fluctuations decrease
by 2–3 times.

The experimental result demonstrating that there
are two mechanisms of the magnetic reversal agrees
with the presented theory on the domain wall’s nucle�
ation and motion in the cast amorphous glass�coated
microwire in the following way (the presented theory
is based on the residual stresses’ calculation). Let us
describe qualitatively how the domain wall moves from
the thread’s center towards the microwire’s surface. In
the third area (Fig. 4a), where the residual stresses are

small, the magnetic reversal occurs first of all due to
the domain wall’s nucleation and, second, due to its
motion (i.e., according to the acceleration mecha�
nism), and the domain wall is retarded continuously
by small defects. These defects always exist in the
amorphous matrix and they are formed during the
microwire’s manufacturing. It is most probable that
they are the reason for the Barkhausen jumps’ fluctu�
ations during the magnetic reversal according to the
acceleration mechanism. To describe this segment of
the domain wall’s motion, it is possible to use Doring’s
equations [35, 36]. Let us point out that the accelera�
tion form of motion can be at the end of the second
area near the boundary with the glass coating with the
domain nucleation field of Hc3.

As was mentioned before, in the second area
(Fig. 4a) (more precise, at it very beginning), the mag�
netic reversal should occur according to the mecha�
nism of the domain wall’s motion. In this area, the
domain wall exists virtually. For this segment, it is pos�
sible to write Brown’s equation [10, 11, 21] with the
external magnetic force. If we accept that the radius of
this area during the magnetic reversal changes weakly
(i.e., we replace the cylindrical surface by a flat one)
and if we assume that the magnetic reversal rate is
finite, it is possible to generate a differential equation
(of the second order) similar to Doring’s equation. It
is important that the values of the relaxation and elas�
tic constants in this equation are different from the
previous Doring equation that describes the accelera�
tion mechanism of the motion. As follows from the
experiment and from our reasoning, the magnetic
reversal in this area occurs by a jump (i.e., practically
in the same way as for small domainless particles) with
further relaxation fluctuations. The relaxation fluctu�
ations are caused by the fact that the relaxation after
the magnetic reversal is rather slower than it is under

(a) (b)

Fig. 5. Electromotive force pulses caused by the large Barkhausen jump in the cast amorphous glass�coated microwire: (a) relax�
ation, (b) acceleration.
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the real motion of the domain wall. The transition
model is similar to the motion of a quasi�classical par�
ticle during transiting between two quasi�degenerate
adiabatic states. The reason for the quasi�degeneracy
of these states is the heat energy, which, at a tempera�
ture higher than 100 K, is higher than the anisotropy
energy’s barrier (the model of over�barrier motion). If
the condition of the energy terms’ degeneration is
invalid, the domain’s nucleation field increases expo�
nentially, which can be under the temperature
decreasing [7–11]. In this case, the magnetic reversal
rate decreases exponentially. In the case of energy
quasi�degeneracy, the problem can be described by the
quasi�classical way (similar to Landau–Zener–Stuck�
elberg). The probability is that the process is propor�
tional to the energy of the interaction in the transition
area. In our case, it is proportional to σr(0) = σϕ(0) = P
and inversely proportional to the difference in the
forces at the point of the terms intersection; in our
case, it is similar to the domain nucleation field Hc. It
is possible to accept that the transition probability is
the highest if the following relation is true:

Hc ~ P,

which agrees qualitatively with the experiment. If the
microwire is stretched, the P parameter increases and,
therefore, Hc rises. It is possible to verify the theory, for
example, by creating the magnetization nucleus. It
can suppress the acceleration phase of the motion of
the domain wall. Experimentally, it can be done, for
example, by etching the glass insulation from microw�
ire’s ends.

We start to discuss the experimental data by verify�
ing how the length of the cast amorphous glass�coated
microwire sample influences Hs, Um, and the
domain’s nucleation field fluctuation ΣHs. Only the

amorphous glass�coated microwire samples with pos�
itive magnetostriction on the basis of ferrum with
additions of cobalt, nickel, and metalloids (boron, sil�
icon, and carbon) have been studied [7, 37]. The sam�
ple’s length is varied from 20 up to 1 mm by cutting the
microwire (the diameter of the metallic thread for dif�
ferent samples is varied in the framework of 2–25 μm,
and the glass coating’s thickness is varied from 1 up to
15 μm). The samples with the following characteristic
feature—their hysteresis loop is rectangular even if
their length is about 1 mm (the sample is bistable, if its
length is less than 1 mm [38]) are chosen for the inves�
tigation. For the samples cutting, we choose the seg�
ments without cracks, bendings, or fractures, which
are detected visually and by means of a microscope,
and those samples are rejected. Figure 6 depicts the
relationship between the signal’s amplitude Um of the
reading coil and the sample’s length. The relationships
between the other parameters (in particular, for the
domain’s nucleation field Hs) and the sample’s length
are not observed in the framework of the experimental
error: 10% [37, 38]. We obtain a linear relationship
between the signal’s amplitude Um and the sample’s
length in the framework of the measurement error
(Fig. 6). If the sample consisted of macroscopic
domains magnetized in opposite directions (longitudi�
nally) and separated by sufficiently thick domain
walls, the root nonlinearity of the presented relation�
ship could be, since the number of domain walls can be
estimated as ~(L)1/2, and the signal is proportional to
them.

Since in several samples four and more Barkhausen
jumps can be within one cycle of magnetic reversal
(possibly due to defects’ presence [37] and we do not
discuss it), the samples are prepared for examination
very carefully in two ways: mechanically and chemi�

6

0

8

4

2

Um, rel. units

L, 2 mm/graduation mark

Fig. 6. The relationship between the pulse amplitude Um at measuring the coil and the sample length L [37, 38].
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cally–mechanically and inspected carefully by means
of a microscope. The mechanical method makes it
possible to cut the samples to 1 mm in length. The
chemical–mechanical procedure for the samples’
preparation is the chemical processing (after cutting)
of the elements or elements segments. The samples are
placed into an HF�based solution until all or some part
of the glass coating is removed. To etch the glass from
a certain length of the sample, it is treated by special
solutions to exclude the capillary effect. If necessary,
the etching process can be stopped by removing the
acid remains by water.

After that, we discuss the results of the investiga�
tions for the cast amorphous glass�coated microwire
whose ends were not treated chemically [37]. Both
forms of motion of the domain wall are investigated
(the experimental error is not higher than 10%), and
we reveal that the domain’s nucleation field Hsr of the
relaxation pulse (in the plot it is shown by small
rhombs) is higher than the domain nucleation field
Hsa of the acceleration pulse (in the plot, it is shown

by small rectangles) (Figs. 7, 8). The frequency is var�
ied from 100 up to 1000 Hz, and the field’s amplitude
is varied from 200 up to 700 A/m.

It is shown (Fig. 7) that the domain nucleation field
Hs of the relaxation and acceleration pulses depends
weakly on the frequency f of the external pulse of the
switching field (in the examined frequency range).
The amplitude Umr and the domain nucleation field
Hsr of the relaxation pulse depend weakly both on the
frequency f and the amplitude HM of the external pulse
of the switching field (Figs. 7, 8). Similar parameters
of the acceleration pulse are more sensitive to external
field variation: both the amplitude Uma and the
domain nucleation field Hsa of the acceleration pulse
increase by 2 times and more (Fig. 7, 8). As for practi�
cal application, the relaxation mechanism‘s stability is
a useful property. The relationships between the Uma
of the acceleration mechanism of the domain wall’s
motion and the frequency and between Has and the
switching field HM’s amplitude (Fig. 7, 8) can be con�
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Fig. 7. The relationship between the electromotive force pulse and the switching field frequency; (a) Hs = F( ); (b) Um = F( ).
In the plot, Hs and Um for the pulse relaxation mechanism are shown by small rhombs, and Hs and Um for the pulse acceleration
mechanism are shown by small rectangles.

f f



320

SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 47  No. 4  2011

BARANOV

nected with the domain wall’s retardation by microde�
fects.

One of the important results obtained in the pre�
sented work is as follows: we reveal how the state of the
glass coat at the wire’s ends influences the magnetic
reversal process. Figure 9 depicts the microwire sam�
ples with different states of the glass coating. As a rule,
the glass coating at the microwire’s end is damaged
during mechanical impact; therefore, by using chemi�
cal–mechanical means, the following ends are
formed:

—an even fracture;

—the thread’s end sticks out;

—the thread’s end is immersed (the microwire’s
end is chemically etched in a mixture of hydrochloric
and nitric acids) (fig. 9).

As an example, let us present one typical result of
the investigation.

The second variant of the microwire’s end with the
thread sticking out is of the most interest, since the
domain’s nucleation field and its fluctuations
decrease, and it is very important for practice.

We also etch step by step the glass coating from one
end of a 10 mm sample (the etching length is less than
2 mm). The final thickness of the etched glass is mea�
sured by a microscope. If the glass’s thickness at the
sample’s end has decreased, the domain’s nucleation

field and its fluctuations decrease approximately by
two times.

If the total glass coating is etched off of the sample,
we observe as follows: Hs decreases, for example, from
136.6 down to 87.9 A/m, but the fluctuations of the
domain’s nucleation field increase by two times.

CONCLUSIONS

Since the requirements for the parameters and the
operating performance for modern instruments are
increased and also due to the instruments’ miniatur�
ization, there is a necessity for new sensors and active
magnetic field elements. The progress in this field is
connected with new materials. The most topical are
the bistable amorphous dipoles made of cast amor�
phous glass�coated microwires switched by a large
Barkhausen jump. However, they are of interested not
only in terms of practice. The investigation of the
properties and bistability formation in amorphous fer�
romagnetics are important for the theory of ferromag�
netism [1, 37–39].

It is shown that, during magnetic reversal, compli�
cated processes caused by the residual stresses’ distri�
bution, which influences the important performance
(in terms of practice) such as the domain’s nucleation
field and its amplitude and fluctuation, take place in
the cast amorphous glass�coated microwires. A way
for controlling the domain’s nucleation field fluctua�
tions in bistable cast amorphous glass�coated microw�
ires by means of the glass coating’s etching out of the
dipole segments’ ends is developed. This method for
improving the large Barkgausen jump connects with
the nucleation process and its idea is as follows: the
areas able to switch by relaxation are formed. Two
types of electromotive force pulses—relaxation and
acceleration—which indicate that there are two
mechanisms for switching the large Barkgausen jump,
are investigated by means of the induction method. A
theoretical model that explains this fact is presented.
Under the transition from the acceleration mecha�
nism of the domain wall’s motion to the relaxation
mechanism, the fluctuations of the domain’s nucle�
ation field decrease by two times.

Unfortunately, in the framework of the presented
work, it is impossible to analyze all the models. Let us
refer only to the last ones [40, 41]. Let us point out
that, when determining the real rate of the domain
wall’s motion V in the wire, the author use a model
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Hm, A/m

Fig. 8. The relationship between the domain nucleation
field Hs and the switching field amplitude (all the designa�
tions are similar to the designations presented in Fig. 7).

Fig. 9. End types of the cast amorphous glass�coated microwire.
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similar to the model presented in [42], where it is
determined as follows:

V ~ ν(Dw/Le),

where ν is the magnetic reversal rate of the sample
[43], and Le is the longitudinal length of the domain
wall. For estimations, it is possible to use the sample’s
length L instead of Le. Since the Dw/L value is suffi�
ciently small, the rate of the domain wall’s motion
does not exceed the sound velocity in the sample. Let
us point out that the magnetic models presented in
[43] and [35] are close to the model described in the
present paper. Let us remind the authors of [40] and
[41] that a 1D model being separated into phases is
normally divided infinitely, since it has no free energy
minimum [44].
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1 1. INTRODUCTION

A possible application of nanoscale multilayers
exhibiting giant magnetoresistance (GMR) as mag�
netic field sensors has been the main driving force for
the worldwide research into them. The first observa�
tion of GMR on sputtered magnetic/nonmagnetic
multilayers [1, 2] was followed by the detection of the
same effect in several electrodeposited multilayers
such as CoCu/Cu [3], NiCu/Cu [4], CoNiCu/Cu
[5, 6], NiFeCu/Cu [7, 8], CoFeCu/Cu [9] and qua�
ternary CoFeNiCu/Cu [10].

It has been reported for several magnetic/nonmag�
netic multilayer systems prepared by a variety of tech�
niques such as sputtering [11, 12], MBE [13, 14] or
electrodeposition [15–18] that the magnetization may
contain both ferromagnetic (FM) and superparamag�
netic (SPM) contributions. One can visualize the
magnetic layers in such multilayers as consisting of
both FM and SPM regions whereby the SPM regions
are magnetically decoupled from the FM regions. A
pictorial representation of such SPM regions can be in
the form of small magnetic islands [17] within the
magnetic layers surrounded by some magnetically
diluted or completely nonmagnetic (NM) regions,
ensuring magnetic decoupling from the FM regions. It
has also been reported for the same systems that the
magnetoresistance (MR) can exhibit a strongly non�
saturating behavior, sometimes up to magnetic fields
of several tens of kOe. Since the saturation against an
antiferromagnetic (AF) coupling in multilayers can be
usually achieved in a few kOe, this nonsaturating MR
component should have a different origin. Magnetic

1 The article is published in the original.

measurements have revealed that in multilayers, in
addition to the ferromagnetic (FM) term, the magne�
tization also has a superparamagnetic (SPM) term, the
latter one sometimes even dominating over the FM
contribution. The phenomenon of nonsaturating
magnetoresistance and the occurrence of a SPM mag�
netization contribution are not restricted to any spe�
cific deposition technique or element combination. It
is because, depending on layer’s thicknesses and spe�
cific deposition conditions, they have been observed in
multilayers of the Co/Au, Co/Cu, Ni/Cu, Ni–Fe/Cu,
and Ni–Co/Cu systems grown by various methods
such as molecular�beam epitaxy (MBE), sputtering,
or electrodeposition [16].

According to Bakonyi and Peter [19], the actual
physical appearance and location of these SPM regions
in the multilayer structure has not yet been revealed.
Nevertheless, evidence from the magnetic data clearly
supports their possible presence in magnetic/nonmag�
netic multilayers. Therefore, the aim of this paper is,
firstly, to investigate the giant magnetoresistance of
electrodeposited NiFe/Cu multilayers grown from a
tailored single electrolyte. Secondly, to discuss the pos�
sibility of the existence of super�paramagnetic regions
and to prove this idea with the aid of high�resolution
transmission electron microscopy (HRTEM). The
HRTEM studies do provide direct evidence for the
actual physical appearance of these regions.

2. EXPERIMENTAL

2.1. Sample Preparation

The composition of the single electrolyte used was
a modified version of an early work of Chang et al.
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[20], i.e 0.4 M NiSO4, 0.004 M FeSO4, 0.01 M
CuSO4, and 0.2 M boric acid. A computer�controlled
potentiostat was used to monitor the entire electro�
chemical process. The process was carried out at room
temperature. The deposition potentials were chosen to
be –2.5 V for the NiFe layer and –0.4 V for the Cu
layer, measured relative to a saturated calomel elec�
trode (SCE) that was placed in the cell. The computer
controlled potentiostat switched between these two
potentials. A Pt foil counter electrode was placed
directly opposite the working electrode substrate. The
layer thicknesses were controlled via the pulse lengths
and from the charge deposited during the pulse, the
nominal layer thicknesses were determined by Fara�
day’s law. The thickness of the NiFe layer was esti�

mated to be 3 nm, while the Cu layer thickness 1.2 nm.
Electrodeposited were 150 repeats.

2.2. Morphological Investigations

A high�resolution transmission electron micro�
scope operating at the voltage of 200 keV (0.23 resolu�
tion) was used for morphological studies. Cu foils,
(200) oriented, 1 cm2 in area, were used as substrates.
In order to perform the HRTEM study, the samples
were polished mechanically and then thinned by
means of Ar+ bombardment to achieve the appropriate
thickness, which allows electrons to pass through the
sample (around 100 nm). The samples were then
mounted on a copper holder.

2.3. Giant Magnetoresistance Measurements (GMR)

The multilayers prepared for magnetotransport measure�
ments were deposited onto Si(100)/Cr(5 nm)/Cu(20 nm).
The Cr adhesive layer and the Cu seed layer were pre�
pared by evaporation on the Si wafer.

The magnetoresistance was measured on 2 mm
wide strips at room temperature with the four�point�
in�line method in magnetic fields between –8 and
+8 kOe in the field�in�plane/current�in�plane geom�
etry. Both the longitudinal (LMR) and the transverse
magnetoresistance (TMR) (field parallel to current
and field perpendicular to current, respectively) com�
ponents were recorded for each sample. The following
formula was used for calculating the magnetoresis�
tance ratio: ΔR/R0 = (RH – R0)/R0 where RH is the
resistance in a magnetic field H and R0 is the resistance
value of the magnetoresistance peak around zero field.
The shunt effect of the substrate was not corrected.

3. RESULTS AND DISCUSSION

The result of magnetoresistance measurements is
shown in Fig. 1. A slow saturation is seen, which is an
indication of a superparamagnetic (SPM) character.
The SPM character of the GMR curves tells that the
magnetic layer is either fragmented or quite rich in Cu,
and there is some element segregation.

In order to investigate and ensure the presence of
these super�paramagnetic regions, a HRTEM image was
taken. Figure 2 shows the general view after sample prep�
aration. Figures 3 and 4 show the HRTEM images of the
electrodeposited [NiFe(3 nm)/Cu(1.2 nm)]150 multilayers. It
is evident that there was no layered structure detected.
In many cases, only Cu was detectable. In some areas,
however, Ni and Fe were also found. In those areas, the
distribution of some nanoparticles is seen. Figure 5
shows the energy dispersive spectra (EDS) microanal�
ysis corresponding to the area indicated shown in
Fig. 4. Peaks of Fe and Ni are clearly seen. Large peaks
correspond to Cu.

–0.4

–1.8
–9

–0.8

–1.2

–6 –3 0 3 6 9
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MR, %

H/kOe
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2

Fig. 1. Magnetoresistance measured at room temperature
for electrodeposited [NiFe(3 nm)/Cu(1.2 nm)]150 multilay�
ers. 1—LMR; 2—TMR.

0.5 µm

Fig. 2. General view of the sample after preparation by
PIPS.
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The first attempt to ascribe the nonsaturating mag�
netoresistance behavior to the presence of SPM
regions was performed for MBE grown Co/Cu multi�
layers [21, 22]. Beyond technical saturation of the
magnetization at about Hs = 1.7 kOe, the field depen�
dence of both the magnetization M(H) and the mag�
netoresistance MR(H) has been described by the Lan�
gevin function L(x) where L(x) = μH/kT, with μ con�
stituting the average magnetic moment of an SPM
region. The magnitude of μ is typically in the range of
100–1000 μB, where μB is the Bohr magneton. In the
simultaneous presence of both FM and SPM regions,
the GMR can contain three contributions [16]:
(i) GMRSPM�SPM, (ii) GMRFM�FM and (iii) GMRSPM�

FM, where by a term GMRA�B means a spin dependent
scattering event for an electron path “magnetic
region” A nonmagnetic region magnetic region B.
Each of these three cases makes a completely different
contribution to the field dependence of the magne�
toresistance MR(H) since for an SPM particle, a large
magnetic field (typically well in excess of 10 kOe) is
needed to align its magnetic moment whereas the
moment of a FM particle is aligned in a much smaller
magnetic field, typically in a few kOe.

As seen in Fig. 4, an assembly of SPM particles is
embedded in the copper matrix in a manner that there

is a sufficient separation distance between the particles
so that there in no magnetic interaction between their
magnetic moments. A conduction electron just leav�
ing a SPM entity is polarized by the magnetic moment
of the particle. If this electron travels in the copper
matrix and arrives at a neighboring SPM particle in a
time shorter than its spin�memory time (i.e., it arrives
with its original spin orientation), then at the second
SPM particle it will undergo a spin�dependent scatter�
ing event since the orientations of the two SPM
moments are uncorrelated. This spin�dependent scat�
tering gives rise to a GMR contribution just as in the
case of ferromagnetic/nonmagnetic multilayers when
electrons travel via the nonmagnetic spacer between
the two ferromagnetic layers of different magnetiza�
tion orientations [19].

The three governing factors controlling the appear�
ance of the SPM regions have been identified. These fac�
tors are discussed as follows. The improper choice of the
deposition potential of the nonmagnetic metal, which
can result in a significant increase of the GMRSPM frac�
tion [19]. In the case of immiscible elements such as Co
and Cu, the tendency for the formation of SPM
regions was found to be larger when the content of Cu
in the magnetic layer increases [23].

A large GMRSPM term may develop also for the
sputtered Co/Cu multilayers deposited on rough Ta
substrates (mechanically polished Ti foil) with respect
to identical conditions on a smooth substrate (Si wafer
with evaporated Ta or Cr adhesive and Cu seed layers)
[24, 25].

The reason of the SPM character found in our
samples could also be explained in Fig. 6 that shows
the typical current�time response during the pulse
potential deposition of sample 8. A very large anodic
transient at the beginning of the Cu pulse is depicted,
which means that there is a significant dissolution at
the beginning of the pulse until Cu fully covers the sur�
face. The dissolution of the magnetic layer contributes
to both the interface roughening and the fragmenta�
tion of the magnetic layer. To overcome this problem
either the Cu deposition potential should be chosen to

20 nm

Fig. 3. The magnified area of the sample.

(b)(а) 50 nm 50 nm

Fig. 4. Super�paramagetic (SPM) regions including the small islands of NiFe electrodeposited in the matrix of Cu.
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be more negative or the pulse length should be
increased.

4. CONCLUSIONS

The inferior GMR characteristics of electrodepos�
ited multilayers as compared to physically deposited
multilayers can be ascribed to microstructural features
leading to the appearance of SPM regions, pinholes in
the spacer layers and not sufficiently perfect interfaces.
In this research, for the first time, the presence of SPM
regions in the electrodeposited NiFe/Cu multilayers
was proved with the aid of high resolution transmission
electron microscopy. The reason for that behavior was
found to be the improper choice of the deposition
potential. It is possible to improve the quality of layers
and increase the thickness of magnetic layers in order

to obtain higher magneto resistances and eliminate the
SPM regions.
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INTRODUCTION

The development and implementation of new
technologies for forming composite coatings on the
working surfaces of machine parts and mechanisms
are of current concern for the industry in any country.

PROBLEM FORMULATION 
AND EXPERIMENTAL

In [1, 2], the feasibility of using self�propagating
high�temperature synthesis (SHS) and the method of
electrospark alloying (ESA) to form high�quality
composite coatings (CCs) is shown. The authors of [3]
prove the possibility of using a combination of SHS
processes and the shear plastic deformation of synthe�
sized materials (SHS extrusion) to prepare electrodes
for ESA. The SHS�extrusion method provides the
synthesis of the material and the production of the
workpiece in one installation and combines the advan�
tages of both extrusion (the possibility to prepare
products with a desired profile with minimum subse�
quent machining) and SHS technology (economic
efficiency, the simplicity of the equipment, a short
process life, and an operation that does not require
high efforts during deformation and energy consump�
tion for the external heating of semimanufactured
products).

The advantageous use of SHS electrodes requires
studying the properties of the resulting coatings, the
structural and phase transformations, and the distribu�
tion of the elements in the “coating–substrate” system

during the formation of the hardening layer. In [3], the
laws of structure formation in the electrode material
during SHS extrusion were studied. This work repre�
sents a more detailed study of the microstructure and
phase formation in a CC deposited using a STIM�2/30
SHS�electrode. The composition of the electrode is
70% TiC + 30% Ni [4]. We selected substrates of
steel 20, 45, U8, and 9KhSA. The CCs were deposited
using an EES�3 installation (Resti, Izhevsk) with a
maximum unit pulse intensity of 20 J and an electrome�
chanical vibrator (OAO VTI, Moscow) with an oscilla�
tion frequency up to 100 Hz.

To prepare coatings with the maximum possible
thickness in one pass using a STIM�2/30 SHS�elec�
trode (∅2 mm), it is necessary to use high�power dep�
osition modes. However, the electrodes based on tita�
nium carbide spalled during the deposition of the
coatings at a high power (above 5–20 J) because of the
thermal stresses. Therefore, the optimum energy of
the unit pulses that leads to the uniform melting of an
STIM�2/30 electrode and the formation of a continu�
ous coating (95%) is W = 5 J; in addition, a coating
with a thickness of 80–100 μm is formed in one pass.
The rate of the electrospark machining in the case of
the coating’s deposition by hand using an STIM�2/30
electrode is 2 cm2/min.

The microstructure of the powder and coatings was
examined in transverse sections using a Mira high�res�
olution scanning electron microscope (Tescan, Czech
Republic) with an INCA Energy 350 X�ray microana�
lyzer. The studies were carried out both pointwise
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(a point�by�point X�ray spectral microprobe analysis
(XSMA)) with concentration distribution curves and
via photography in characteristic X�ray radiation using
the Cameo+ software program. The pattern of the dis�
tribution of the element under study was shown on a
screen using a color display. The concentration of the
element is determined according to the color density.

RESULTS AND DISCUSSION

The composition of the electrodes has a significant
effect on the quality of coatings in ESA. The most
promising electrodes are hard�alloy materials, which
can be prepared using several methods: the formation

of the electrodes from powders with subsequent sinter�
ing, the preparation of materials via drawing from a
metal melt, and the casing of powders.

The electrodes prepared from powder materials are
of greatest interest. Via mixing the original powders in
certain proportions, we can select the desired compo�
sitions for coatings with the necessary properties.

STIM�2/30 SHS electrodes are characterized by a
matrix structure: fragile particles of titanium carbide
TiC (the dark grains in Fig. 1), which are close to a
spherical shape, are located in a viscous matrix of
nickel (the bright area). The studies showed that the
characteristic grain sizes in an arbitrary direction
(including longitudinal and transverse sections) are
approximately the same, which further proves the
spherical shape of the titanium carbide grains. The
sizes of the TiC are 0.2 to 6.0 μm.

Figure 2 shows the images of the cross sectional
structure of a coating deposited on a substrate of steel
20 using a STIM�2/30 electrode. In this case, a dense
nonporous surface is formed. The upper portion of the
coating (Fig. 2) exhibits a homogeneous dispersed
structure with round grains of titanium carbide distrib�
uted in it. The presence of titanium carbide in the dark
structural components is proved by the results of the
point�by�point XSMA of the distribution of carbon
and titanium. The distribution of titanium (Fig. 3) fol�
lows the distribution of carbon, which confirms the
fact that bound titanium is present in the form of car�
bides with a grain size of 0.2 to 3.0 μm in the CC. Two
types of structural components of a round and elon�
gated shape are present in the central portion of the
coating. The elongated shape of the particles is indic�

5 µm

TiC

Fig. 1. Microstructure of a STIM�2/30 electrode.

20 µm

5 µm

30 µm

@

Fig. 2. Microstructure of the central portion of the CC (the base is steel 20).
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ative of the direction of motion of the heat removal
during their formation.

A more detailed examination of the near�surface
portion of the coating (see Fig. 2) reveals large grains
of titanium carbide. The grain size in the upper por�

tion of the CC is similar to the grain size of titanium
carbide in the electrode (see Fig. 1). In the central and
lower portions of the coating, a size reduction of the
titanium carbide grains is observed. The presence of
small round structural components and larger den�
drite�like elongated structural entities is revealed. In
addition, it is clearly seen that the dendrite�like parti�
cles consist of smaller round particles with a size of less
than 100 nm. The distribution of carbon suggests that
the carbide particles are both round and dendrite�like.
This feature is attributed to the passage of the elec�
trode material through a microplasma gap; according
to [5], the temperature in the gap can achieve 10000–
11000°C. The partial melting of titanium carbide
grains with the subsequent rapid cooling caused by
heat removal into the material of the base leads to the
formation of a fine�grained structure (the grain size of
the TiC is no more than 0.2 μm). Large grains of TiC
are transferred to the coating during the contact of the
heated electrode face and the substrate.

The distribution of elements shows that iron and
nickel are concentrated between the particles of tita�
nium carbide (see Fig. 3). They poorly dissolve in tita�
nium carbide and do not form ternary compounds
with it [6]; they are contained in the form of a solid

(b)

(c)

(а) 20 µm 20 µm

20 µm20 µm (d)

Fig. 3. Photograph of the CC in characteristic X�ray radiation: (a) Ti, (b) C, (c) Ni, and (d) Fe.
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Fig. 4. Concentration distribution of elements in the CC.
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solution of Ni in Fe [7]. According to XSMA (Fig. 4),
the distribution of elements in the CC is uniform. At
the points with a decreased titanium concentration,
the amount of iron and nickel increases; this is consis�
tent with the above conclusions.

The distribution of iron in the coating is nonuni�
form (see Figs. 3, 4). The presence of iron in the coat�
ing is indicative of the partial melting of the base. The
concentration of iron increases while approaching the
base. Iron is almost absent in the regions of the coating
that contain titanium and nickel. According to the dis�
tribution of iron and titanium, we can assume that tita�
nium mostly forms carbides of a round shape, and the
dendrite�like carbides have a more complex composi�
tion; in addition to Ti, they partially contain Fe (see
Figs. 2, 3).

At the coating–base interface, a small modified
zone of the steel base is observed (Fig. 5); the presence
of round fine particles of titanium carbide and mostly
dendrite�like carbides is clearly seen. The pattern of
the change in the content of titanium in the CC and in

the base metal suggests that titanium is present both in
the composition of the carbide and in the form of a
solid solution in iron.

A decrease in the concentration of nickel and tita�
nium with a simultaneous increase in the content of
iron occurs at the coating–base interface (see Fig. 6).
Unlike titanium, the decrease in the amount of nickel
is more gradual, which is indicative of the presence of
nickel in the form of a solid solution in iron.

Figure 7 shows the cross sectional images of the
upper portion of the coating formed on a substrate of
steel 45. It is clearly seen in the microstructure that the
surface layer of the CC contains mostly large round
grains of titanium carbide. The structure of the coating
is similar to that of the electrode (see Fig. 1). However,
small particles of TiC are shifted to the lower portion
of the coating. This suggests that the coating was
formed in the presence of an abundant liquid phase for
a long time interval. The long period of time was pro�
vided by the repeated hitting of the electrode at one

30 µm 10 µm

cs(1)

Fig. 5. Microstructure of the transition zone (the base is steel 20).
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Fig. 6. Concentration distribution of elements in the transition zone.
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point during the ESA. A bilayer coating was formed as
a result.

The main elements of the dark structural compo�
nents are titanium and carbon, which implies that they
are grains of titanium carbide, whose reflections are
present in the diffraction patterns (Fig. 8). According
to the XSMA, the gray region that surrounds the par�
ticles of titanium carbide contains Ni and Fe.

In the central portion (the transition zone) of the
coating, a gradual transition from large (~5–7 μm) to
smaller carbide particles (≤1 μm) is observed (Fig. 9).
Small particles of titanium carbide are located in the
lower portion of the coating. Generally, an ultrafine
structure of a CC is formed in the presence of an abun�
dant melt and at a high cooling rate owing to the heat
removal deep into the substrate. Iron and nickel are
located in the same zones between carbide particles
and form a solid solution. According to XSMA, a
gradual decrease in the content of titanium and nickel

in the direction of the substrate is observed in the cen�
tral portion of the coating (Fig. 10).

The substrate layer adjacent to the coating (steel 45)
has a quenching dendrite�like structure derived under
conditions of rapid cooling.

Figure 11 shows the microstructure of the cross
section of the coating formed on steel U8. Photogra�
phy in characteristic X�ray radiation showed that tita�
nium carbide is almost uniformly distributed through�
out the entire thickness of the coating. Along with
large round particles, small dispersed particles of tita�
nium carbide are observed. Large particles with a size
of 3–5 μm are concentrated in the central portion of
the CC.

The concentration distribution of the elements
over the cross section of the coating (Fig. 12) is similar
to that of the above described samples: TiC is uni�
formly distributed over the entire coating.

The study of the transition zone (Fig. 13) showed a
decrease in the concentration of titanium carbide and

50 µm
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Fig. 7. Microstructure of the central portion of the CC (the base is steel 45).
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Fig. 8. Concentration distribution of elements in the CC.
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nickel with a simultaneous increase in the amount of
iron (Fig. 14). A pronounced transition zone is formed
from the partially melted substrate and the molten
electrode material. The presence of fine grains of tita�
nium carbide with an elongated needle�like shape is
revealed in the transition zone.

An insignificant amount of titanium—no more
than 5%—is observed in the material of the base.

The structure and composition of the coating
(Figs. 15, 16) formed on steel 9KhSA are similar to the
above discussed coatings. In this case, large particles of
titanium carbide with a round shape are also formed in
the central portion of the coating. At high magnifica�
tion, the formation of agglomerates of small particles

is revealed. This fact can be indicative of a slow cooling
of the sample during formation, which allows the car�
bide particles to grow to large sizes.

While approaching the transition zone, the number
of large particles decreases (Fig. 17). The comparison
of the distributions of the titanium and carbon showed
that the concentration of titanium is higher than that
of carbon. This fact suggests that titanium is present in
the central portion of the coating both in the form of
carbides and in its pure form. The central portion of
the coating hardly contains iron at all (see Fig. 16).
Nickel is uniformly located both in the form of a solid
solution in iron and independently between the parti�
cles of titanium carbide.

50 µm
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cs(1)

Fig. 9. Microstructure of the transition zone (the base is steel 45).
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Fig. 10. Concentration distribution of elements in the transition zone.
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Figures 17 and 18 show the structure and distribu�
tion of the elements in the transition zone. At the coat�
ing–base interface, a monolithic continuous layer is
formed. Upon the superposition of the distribution of
iron on the coating’s structure, it was found that, along
the coating with the base, there is a thin layer with the
maximum concentration of iron. This structure is
characteristic of the material that contains alloying
elements; in this particular case, they are Cr, Ti, Si,
and Ni, which penetrated from the base.

CONCLUSIONS

For the coatings formed via ESA using STIM�2/30
SHS electrodes, there was found the following:

—A continuous dense CC with a thickness of 80 to
100 μm without micro� and macrocracks is formed in
one pass.

—The deposition of a coating is accompanied by
the partial melting of the substrate material (iron) and
its intermixing with the electrode material; in addi�
tion, the diffusion of nickel into the base is almost
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Fig. 11. Microstructure of the central portion of the CC (the base is steel U8).
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Fig. 12. Concentration distribution of elements in the CC.
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Fig. 13. Microstructure of the transition zone (the base is steel U8).
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Fig. 14. Concentration distribution of elements in the transition zone.
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Fig. 15. Microstructure of the central portion of the CC (the base is steel 9KhSA).
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Fig. 16. Concentration distribution of elements in the CC.
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Fig. 17. Microstructure of the transition zone (the base is steel 9KhSA).
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entirely absent; a small amount of titanium diffuses
and alloys the material of the substrate.

—The composition of the substrate has an effect
on the size of the transition and diffusion zones. It ranges
from 17 μm for steel 9KhSÀ to 26 μm for steel 20; that is,
the higher the degree of alloying, the less the depth of
the modified layer.

—The CC is formed from carbides and a solid solu�
tion of nickel in iron and contains both large (4–5 μm)
and small carbides (less than 1 μm); in addition, large
grains of titanium carbide are formed in the central
portion of the coating, and the grain size decreases to
100 nm while approaching the transition zone. Large
grains of titanium carbide in the coating consist of dis�
persed carbides with sizes less than 1 μm.
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In this work, we describe the research results on the
effect of uniform hydrostatic compression on the elec�
tric properties of dielectric coatings. The coating
under study was lead borosilicate glass of the PbO–
SiO2–B2O3–Al2O3–Ta2O5 type (47% PbO, 34% SiO2,
15% B2O3, 3% Al2O3, and 1% Ta2O5) deposited on the
surface of silicon wafers (KEF�10 with the �111� crys�
tallographic orientation) from a fine mixture with the
subsequent fusion (T = 680°C) and annealing (T =
470°C) [1]. The thickness of the glass layer was 200–
250 nm. The choice of the glass was caused by its
extensive use for sealing high�current semiconductor
devices. The main research method was the technique
of isothermal relaxation of the high�frequency
(1 mHz) capacitance of a metal–insulator–semicon�
ductor (MIS) structure during an increase in the charge
of the inversion layer [2]. The MIS structures were pre�
pared via the vacuum deposition of aluminum on the
surface of the glass. The diameter of the control elec�
trodes was 3 mm. The resulting structures were sub�
jected to uniform compression to pressures of 2–8 kbar
(a step of 2 kbar with an exposure of 20 min in each
interval) using a Gidrostat LG�16 setup.

Figure 1 depicts the experimental relaxation
dependences of one of the structures under study; they
were measured (in the dark at a temperature of 20°C)
before (curve 1) and after the impact of pressure
(curves 2–6) after the switching of the voltage from V1
to V2 (V1 = 8, V2 = 18 V). These dependences show that
the impact of pressure with a value higher than 4 kbar
leads to an increase in the time of the formation of the
inversion layer charge. The analysis of the contribu�
tion of the surface and bulk generation currents to the
total generation rate carried out via the methods
described in [2, 3] showed that the value of the bulk
generation currents hardly changes after the impact of
the pressure. At the same time, the value of the surface
components of the generation currents significantly
decreases. Moreover, the control measurements of the

structures subjected to pressure, which were per�
formed according to the technique [4, 5] based on
Schottky diodes (the diodes were prepared after the
chemical removal of the glass layer and the vacuum
deposition of Au), showed the absence of generation–
recombination centers with concentrations higher
than 1011 cm–3. Therefore, the above pressure modes
do not change the parameters of the semiconductor
substrate and have an effect on the glass layers adjacent
to the interface with the semiconductor. An increase in
the time of the formation of an inversion layer in the
studied structures can be caused by the formation of an
acceptor center in the glass layers adjacent to the inter�
face with the semiconductor [6]. At fairly high inver�
sion voltages, this center captures holes from the
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increasing charge of the inversion layer and decreases
the rate of its formation.

To verify this assumption, the aluminum layer that
served a control electrode was chemically removed
from some MIS structures and the surface layers of
glass were removed in vapors of hydrofluoric acid.
After that, the microphotography of the glass surface
was performed. Figure 2 depicts the micrographs of
the glass surfaces for two structures (before and after
the impact of a pressure of 4 kbar). The comparison of
these photographs shows that the structures subjected
to the pressure contain additional inclusions, which
can be responsible for the observed changes in the
relaxation dependences.
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Fig. 2. Microphotographs of the structures under study measured (a) before and (b) after the impact of a pressure of 4 kbar. 
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INTRODUCTION

The problems of the effect of electric fields on the
condensation processes are presented in sufficient
detail in works [1–3]. The emphasis is on the field’s
effect on the condensate film’s interface and its
deformation and destruction. A physical consider�
ation of the phenomena is proposed based on the
concept of ideal dielectrics (the force f ~ E 2 ⋅ ∇ε) [4]
without allowance for the possible appearance of free
electric charges in the medium (ρ ≠ 0). Such an
approach may be thought reasonable as high�ohmic
liquid dielectrics of the Freon type and almost uni�
form fields are considered. However, there are no
data on the influence of electric fields on the conden�
sation of vapors of comparatively conducting liquids,
for example, water, when its conducting properties
and the possibility of the electric charging of the
medium as a whole should be taken into account.
This gap has been to some extent compensated for in
work [5], in which the results of the experimental
investigations of the influence of an electric field on
the process of condensation of steam from a vapor–
air mixture are presented.

The experiments were carried out using an exper�
imental setup being a vapor condenser in the form of
a vertical tube and a copper wire with notches in the
form of rings in its varnish insulation being stretched
along its axis with a mean distance of 5 mm between
the notches. The notches were made intentionally to
cause a corona discharge, as, in this case, the greatest
effect of the field on the condensation should be

expected. A constant high voltage was supplied to the
wire, and the tube served as a grounded electrode.
Vapor and air were supplied from the tube’s lower end
and, mixing, they form a working medium from
which the vapor was condensed. The tube condenser
was cooled outside by an air flow from a fan.

The results have been processed in the form of the
diagram relationships between the condensate mass
ratio and the air mass concentration GE/G0 = f1(c) at
different current intensities I and the current intensity
at different velocities v of the external airflow—
GE/G0 = f2(I). The third relationship GE/G0 = f3(v) has
been established by the previous two ones. The tests
show that, with the air concentration growing, the
condensate mass ratio decreases, and the increase of
the current intensity and the tube airflow velocity
cause the enhancement of the condensation process.
These results, which are quite reasonable from the
physical point of view, are inconvenient from the point
of view of engineering design. Thus, there is required
the criteria generalization of them with that being the
aim of this work.

PARTIAL DEPENDENCES

It is well known that the generalized dependences
are searched for in the form of exponential functions
of the generalized parameters called the similarity cri�
teria [6]. The exponents of these dependences can be
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found by partial dependences within logarithmic
coordinates:

(1)

As f1(c) is a decreasing function of the air concentration,
it is expedient to pass to the increasing function f2(c2) of
the vapor concentration c2 = 1 – c being reflected in the
first line of formulas (1). In view of this and by the data
of work [5], in Fig. 1 there are presented dependences
(1) constructed within the logarithmic net in which the
rectification of the curves occurs. We find the exponents
by the slope ratios of the constructed right lines (Fig. 1):
n = 1.14; m = 0.15; p = 0.42.

SIMILARITY CRITERIA

To construct the generalized dependence, we need
the similarity criteria corresponding to every indepen�
dent variable of system (1). The vapor concentration
c2, being a dimensionless quantity, is a similarity crite�
rion itself. The Reynolds number naturally will be the
similarity criterion for the airflow velocity:

(2)

where ν0 is the kinematic viscosity of the air at room
temperature. The natural convection around the tube
also favors cooling the air, but this effect is small in
comparison with the forced airflow, and it is taken into
account by the condensate mass without naturally
field.

The accounting for the electric field’s effect on the
condensation is the most complicated. At first, it is
necessary to elucidate the physical essence of the
field–medium interaction mechanism. In work [4],
this interaction is considered from the point of view of
ideal dielectrics, in particular, considering the vapor–
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liquid interface’s deformation by polarization forces.
However, not disputing the significance of this effect,
we think that the corona discharge [7] is more impor�
tant with the following consequences of the unipolar
charging of the medium and the phenomenon of the
electric wind. Both these factors favor the turbuliza�
tion of the vapor–air mixture and the enhancement of
the processes of the heat and mass transfer. A forceful
argument in support of this assumption is the experi�
mental fact that the substantial influence of an electric
field on these processes arises simultaneously with the
discharge current in the high voltage circuit with this
current being unequivocally of corona nature as it
originates from the regions with very small dimensions
(“scratches”). Thus, in order to characterize the effect
of an electric field, we need a criterion allowing for the
electric wind’s intensity. Such a criterion was estab�
lished previously [8] and is of the form of

(3)

where j is the corona discharge current density, γ is the
medium’s (gas mixture) density, η is the coefficient of
dynamic the viscosity, l is the characteristic dimension
of the corona’s region, and k is the coefficient of the
ion mobility of the corona electrode’s sign.

As is shown in [8], the exponent q is within the lim�
its 1 > q > 0.5, reducing from unity to 0.5 as the electric
wind develops from a laminar mode to a turbulent one.
Expression (3) later named the “electric” The rey�
nolds number [9] is successfully employed to treat the
experimental data on the heat transfer of a corona wire
to different gases (air, carbon dioxide, argon, or
helium) under different pressures (from 0.1 to 20 at).
We also try to use this number to generalize the data on
condensation under the conditions of a corona dis�
charge as the physical essence of the interactions
under examination is in many respects the same.
Specifying the parameters included in formula (3), we
should primarily note that the current density will
depend, apart from the electric voltage, on the geo�
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Fig. 1. The dependences f1(c2), f2(I), and f3(v).
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metric factors. A pattern of notches in the form of
crosshatched rings is presented in Fig. 2.

As the corona discharge originates from them, it is
clear that the notch width l ≡ δ, which in the calcula�
tion is assumed to be about the blade edge width
(10 μk), should serve as a characteristic dimension in
formula (3). In this case, the electric current density
will be determined by the chain of equalities

(4)

By criterion (3), the air–vapor mixture is character�
ized by a thermodynamic parameter equal to the rela�
tion γ/η2, which (as can be demonstrated in the context
of the kinetic theory of an ideal gas) is a quantity
depending on the pressure p, the temperature T, and the
molecular dimensions. Genuinely, assuming the mix�
ture to be an ideal gas, we will have for the density

(5)

where M is the molar mass of the mixture.
On the other hand, the ideal gas’s viscosity is given

by the formulas

where d* is the molecule’s diameter, m0 is its mass, and
the other notations are conventional.

With allowance for these equalities, we obtain
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a parameter which at these p and T depends only on
the dimensions of the molecules. For air and steam,
the diameters of the molecules are nearly the same, so
the fraction in the left member can be assumed con�
stant and referred only to one component (air is more
convenient).

Moreover, in actual practice, we deal with real gas
mixtures for which the viscosity depends in a compli�
cated way on the partial coefficients of the viscosity
and other physical parameters [10]. Thus, it is desir�
able to employ more adequate quantities in the calcu�
lation using tables of the experimental data for mix�
tures. However, for the density, formula (5) is quite
plausible, in which the molar mass is determined by a
universally accepted expression:

(6)

where M1 and M2 are the molar masses, and the indices
“1” and “2” correspond to the air and vapor, respec�
tively. Considering the definitions of the concentra�
tions c1 = m1/m; c2 =m2/m; m = m1 + m2, we obtain

(7)

As might be expected, the mixture’s density
reduces as the vapor’s density rises.

As mentioned above, the coefficients of the viscos�
ity η [10] and the mobility k depend in a complicated
way on the values of these coefficients for the separate
components, so, in the first approximation, we will
determine them as statistically average values:

(8)

These formulas are applicable only owing to the
closeness of the sought�for coefficients η and k for the
air and vapor. It follows from them that the presence of
the air with its viscosity and mobility being larger than
those of the vapor causes the growth of both coeffi�
cients leading to the degradation of the condensation
process.

Substituting the last formula of (4) into (3), in
terms of (7) and (8), we obtain

(9)
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Fig. 2. The pattern of notches. 
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GENERALIZED DEPENDENCE

Thus, there are three similarity criteria: c2, ReE,
and Re. We search for the generalized dependence in a
standard exponential form:

(10)

Substituting formula (9) into this expression, we
find

(11)

where there is separated out a criterion corresponding
only to the air:

(12)

As the expression in the square brackets of (11) for
this composition of the mixture is a function of only
the vapor concentration c2, in the initial simplified
version of the experimental data’s generalization, we
will combine this function with the multiplier c2 and,
in this very form, we will search for the final depen�
dence on c2. Then, in (10), there remains the depen�
dence on (12) instead of the dependence on (9); we use
for simplicity the notation m for the exponent mq; and
the sought�for criteria’s dependence becomes

(13)

where the constant a should be found on the basis of
the experimental data. As ReE ~ I, Re ~ v, m and p we
consider found (see above). Then, for equation (13),
we find

(14)

The coefficient a can be found as the arithmetic mean
value of the expression

(15)

The processing of the experimental data gives the
value of a ≈ 0.018 and the final generalized depen�
dence:

(16)

It should be noted that the small value of the expo�
nent of the “electric” Reynolds number points to the
intensive mixing of the medium by an external electric
field, as the exponent of this criterion contains one
more indicator (q → 0.5) reducing as the electrocon�
vection develops.

This work should be considered as one of the first
attempts to process experimental data on condensa�
tion from the point of view of corona discharge con�
cepts. The parameters of the medium in the course of
the condensation process in the presence of a field
should be refined. The results allow one to reach a
common conclusion concerning the validity of these
concepts.
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INTRODUCTION

The search for new efficient methods for synthesiz�
ing nanocarbon materials of different allotropic forms
and sizes at plasma chemical synthesis remains up till
now a topical problem as the majority of the known
methods [1] have some shortcomings in their quality,
productivity, and economic indices. For example, the
well�known method of producing nanocarbon from
gaseous raw hydrocarbons through pyrolysis demands
substantial expenditures of energy.

The main line of investigation and elaboration of
new methods for producing nanocarbon structures is
obviously connected with the search for synthesis con�
ditions peculiar to the construction of strictly specified
allotropic forms of nanocarbon. As some authors sup�
pose, for instance [2], not only high temperatures nec�
essary for the destruction of the initial carbon materi�
als but also high gradients of the temperature and pres�
sure on the way from the evaporation of carbon up to
the condensation of its molecules should be assigned
to the main factors determining the formation of the
spatial carbon structures. For example, the growth of
the fullerene yield greatly depends on the process
techniques [3] to increase this gradient, among them
are the gas expansion and reduction of the path of
fullerene with a mandatory and considerable drop of
the substrate temperature to condensate it.

High temperature and pressure gradients can be
achieved in the case of the explosive methods of gener�
ation of energy. High rates of energy input into the reac�
tion volume to destroy the carbonaceous raw materials
are provided by electrodischarge methods. The meth�

ods of electroexplosive decomposition of hydrocar�
bonic liquids and the electroexplosion of graphite con�
ductors proposed previously in the IPPT of the
National Academy of Sciences of Ukraine [4–6] have,
alongside with the main advantages connected with the
rapid production of the largest macroquantities of
nanocarbon in comparison with other approaches, a
principal shortcoming—laborious operations in order
to dry and clean the obtained product and to separate it
by its qualitative and fractional composition.

Though the arc method used to produce different
allotropic forms of carbon is conventional, new results
have been obtained in [7, 8] under other conditions of
the reaction. Thus, in [7], there are described the
investigations in order to produce nanocarbon with
the help of high frequency arcs (with a frequency of
more than 10 kHz) within the flow of carbon–helium
plasma generated from the carbonic condensate of the
evaporating graphite electrodes. It is shown that the
production of carbonic nanotubes (CNT) and other
modifications of nanocarbon within high frequency
arcs with a nickel catalyst is the most efficient method
of synthesis (the CNT yield under certain modes is up
to 72%).

In [8], there is shown the treatment of ethanol
aerosol in the secondary discharge plasma brought
into some region separated from the electrodes
(plasma is moved away from the electrodes, d.c. arc).
A wide variety of nanocarbons have been obtained
using the source parameters and external conditions
(the pressure, the temperature, and the contents of the
cushion gas and catalyst).
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The aim of this work is to elaborate an electrodis�
charge method for synthesizing nanocarbon with a
direct electrodischarge effect on gaseous hydrocar�
bons by high voltage pulse discharges with a recur�
rence frequency within the kilohertz range. It is shown
by the example of treatment of propane and butanol
that high gradients of temperature and pressure, as the
necessary conditions for nanocarbon synthesis, are
provided at the expense of a large rate of energy input
into plasma channels. Nonequilibrium plasma (gener�
ated by discharges with a kilohertz recurrence fre�
quency) allows involving sufficiently large volumes of
gas into the process of the synthesis; thus, it is possible
to consider it as a three�dimensional effect on a gas�
eous medium.

EXPERIMENTAL SETUP 
FOR THE ELECTRODISCHARGE SYNTHESYS 

OF NANOCARBON MATERIALS

A block diagram of the experimental setup for the
electrodischarge synthesis of nanocarbon materials
from gaseous carbonaceous raw material is shown in
Fig. 1.

The diagram contains the following blocks:

—reactor (1) for the electrodischarge synthesis, in
which the moving (2) and fixed (3) electrodes are
arranged;

—channels to supply the initial raw material (4)
and to remove the gaseous reaction products (5)
mounted in the tank with the help of sealed leads (6);

—a high voltage and high frequency impulse gen�
erator (7) to strike discharges that are the source of
nonequilibrium plasma;

—a system to monitor (8) the dynamic character�
istics of the chemical reaction in reactor (1) (the pres�
sure and temperature in the reactor and the energy
consumed by the setup);

—a meter of the electric energy (9);

—the temperature gage in the reactor (10);

—a channel to measure the pressure (11) mounted
in the tank with the help of a sealed lead (6);

—a personal computer (PC) (12).

A high voltage high frequency impulse generator
with adjustable output voltage in the range from 3 to
10 kV and a frequency up to 40 kHz has been devel�
oped for the experimental setup for the electrodis�
charge synthesis of nanocarbon. The generator’s block
diagram is presented in Fig. 2.

A general view of the experimental setup is
depicted in Fig. 3 with the following elements: 1—the
reactor model; 2—wires to supply power to the upper
moving (point or many�point) electrode and to the
lower fixed (plane, point, or many�point) one; 3—a
balloon with gaseous raw material to carry out the
reaction; 4—a channel to supply raw material to the
reactor; 5—a channel to remove the reaction products;
6—a high voltage high frequency generator; 7—a sys�
tem to monitor the dynamic characteristics of the
chemical reaction (3.1) in reactor (1) (the pressure
and temperature in the reactor, the power consumed
by the setup); 8—an electric power meter; 9—the

Monitoring systemPC

1

2

3

4

56

7

8

9

10

11

6

6

12

~220 V

CnH2n + 2,
n = 1...4

6 kV

HV HF
pulse

generator

W

Fig. 1. Block diagram of the experimental setup for the electrodischarge synthesis of nanocarbon materials from gaseous carbon�
aceous raw material.
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channel to measure the pressure; 10—the channel for
the signal’s transmission from the temperature gage.

EXPERIMENS ON THE ELECTRODISCHARGE 
SYNTHESIS OF NANOCARBON 

FROM GASEOUS RAW HYDROCARBONS

The elaborated experimental setup makes possible
the visual checking and automatic recording of the
temperature and pressure of the mixture of raw mate�
rial and reaction products in the reactor.

After the monitoring system and the reactor are
switched on, the reactor is filled with gaseous raw
material ensuring the residual air concentration is not
more than 1 percent. Then, the recording regime
within the monitoring system and the power supply are
switched on. The control system allows carrying out
the synthesis of nanocarbon according to the pre�
scribed algorithm.

After the generator’s power supply is switched on,
the recorded data are written down into text files and

then the monitoring system is switched off. Nanocar�
bon is gathered some time after the setup is switched
off in order that the synthesis products sediment. The
produced nanocarbon is put into insulated vessels to
be preserved and analyzed.

The experiments were carried out with the recur�
rence frequency of the output voltage impulses in the
range from 1 to 40 kHz. The electrodischarge synthesis
was conducted in a medium of butane and isobutane
for different configurations of the electrode systems
under atmospheric pressure and slightly increased
pressure and the temperature in the reactor up to
60°C. The gas mass under atmospheric pressure and
the mentioned temperatures is a heat carrier sufficient
to cool and condensate the carbon vapors. The gas
density and high rate of power input provide a great
temperature gradient within the region of synthesis.

Visual observations show that the reaction products
condense in a gaseous medium over a distance of one
or more centimeters from the plasma channel.

~220 V
50 Hz

AC�voltage
regulator

Rectifier
bridge

Power
switches

Step�up
transformer

from 3 
to 10 kV
up to 40 kHz

 Control
system

Fig. 2. Block diagram of the generator.
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Fig. 3. Experimental setup for the electrodischarge synthesis of nanocarbon materials.
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The electrodes were made of copper, tinned cop�
per, iron, nickel, titanium, silver, and platinum.

EXAMINATION OF THE PRODUCED 
NANOMATERIALS

As a result of the carried out experiments, there
were produced under almost all the considered condi�
tions materials whose macroscopic properties
included a small bulk weight (13.4 kg/m3) and a sur�
face in the form of “poplar wool” under 1000× magni�
fication (which indicates their nano� and microdi�
mensions).

The developed method is distinguished for the
extremely easy gathering of the synthesis products:
one should simply pour the produced nanomaterial
out into a vessel to store it. In this case, there is no need
to clean the synthesis products from noncarbonic
impurities. The morphological composition of the
electrodischarge synthesis products is almost uniform
(up to 90%) under the prescribed electric parameters
of the treatment.

As a result of the electrodischarge synthesis, there
are produced materials of two types with two macro�
scopic structures: thin firm needles (or “trees”)
(Fig. 4a at full scale; b, c with magnification) and web�
like carbon (Fig. 4d). As the further investigation with
the help of an electron microscope shows, the compo�
sition of both structure types is the same. Both types of
compositions consist of nanoparticles with the same
(within the limits of the statistical distribution) forms
and dimensions. The formation of the nanomaterials
of the “tree” type can be explained by the clinkering of
the weblike carbon in the area close to the arc. The
compositions shown in the figures are like large mole�
cules of fullerenes and short nanotubes that stopped
growing. The characteristic dimensions of the synthe�
sized nanoparticles (Fig. 5) are in the range from 9 to
50 nm.

The web composition also includes microtubes
(Fig. 6a), microdiamonds (Fig. 6b), and multilayer

nanofilms (Fig. 6c). Some of the produced powdered
materials exhibit magnetic properties.

Of special interest is the synthesis of carbon nano�
tubes from a gaseous medium. There is obtained a
large variety of materials outwardly resembling multi�
layer nanotubes. Images of such objects at different
magnifications are presented in Fig. 7.

There are also some objects being nanotubes
packed into bands presented with different magnifica�
tion in Fig. 8. As it is shown in [1], such objects can
appear when nanotubes are compacted.

The study of the structure and dimensions of the
nanomaterials presented in Figs. 4b, 4c, 6a, and 6b
were carried out with the help of a microscope (Nio�
phot�555).

The study of the structure and dimensions of the
nanomaterials presented in Figs. 8 and 9 were carried
out with the help of a scanning electron microscope
(JSM�6490LV).

The other microphotos were obtained with the help
of a transmission electron microscope (JSM�6700F).

(b)

(c)

(а)

160 μm

(d)

160 μm

10 μm

Fig. 4. Macroscopic types of synthesized nanocarbon in the form of nanocarbon “trees” with diameters from 80 to 160 µm and
lengths up to 20 mm (a, b, c) and weblike carbon (d).

100 nm

Fig. 5. Nanostructures of the synthesized carbon materials.
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INVESTIGATION OF THE MICROSTRUCTURE 
OF THE SYNTHESIZED NANOCARBON 

MATERIALS

The investigation of the microstructure was carried
out with the help of a scanning electron microscope

(JSM�6490LV) produced by the JEOL Ltd. Company
(Japan) equipped with an energy dispersive spectrom�
eter (EDS) (INCA Energy 350 Premium) with a sili�
cone drift detector, a spectrometer with wavelength
dispersion (INCA Wave 500), and a diffraction detec�

(b) (c)(а) 80 μm 80 μm 1 μm

Fig. 6. Microtubes (a), microdiamonds (b), and multilayer nanofilms (c) produced through electrodischarge synthesis in a gas�
eous medium.

(b) (c)(а) 100 μm 10 μm 1 μm

Fig. 7. Multilayer nanotubes.

(b)(а) 500 μm 100 μm

Fig. 8. Conglomerate of nanotubes (a); a magnified fragment (b) where some nanotubes are seen packed into a band.
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tor of retroreflected electrons (HKL Channel 5
EBSD) produced by OXFORD Instruments Analyti�
cal LTD (Great Britain). The investigations were car�
ried out with an accelerating voltage of 20 kV and a
beam current of about 5 nA, the working distance was
10 mm, and the size of the focal spot was 60 arbitrary
units. These operational factors ensured a sufficient
resolution capability and a high�quality signal of the
EDS. The image in the mode of secondary electrons
was recorded to study the morphology of the speci�
mens. The uniformity of the specimens in elemental
composition was estimated in the mode of recording
the reflected electrons. The regions rich in light ele�
ments correspond to the darker plots in these photos
and the heavy ones to the pale plots. Then, the exam�
ination of the elemental composition of some rectan�
gular plots or separate points of one or another phase
was performed using EDS. The calculation of the ele�
ment concentrations by the obtained spectra was con�
ducted through the matrix correction method (the so�
called XPP method recently elaborated by OXFORD
Instruments Analytical Ltd.).

The investigation of the produced material’s
microstructure has shown the presence of a negligible
amount of water, aluminum, and silicone and some
more percentage of titanium in the specimens pre�
sented in Figs. 8 and 9, being nanotubes packed into
bands. The catalytic effect of titanium is believed to be
the reason for the form of nanotubes.

The examination of the produced material’s
microstructure demonstrated the presence of a negli�

gible amount of water (Table 2) in the specimens
depicted in Fig. 4 being weblike carbon. In this case,
the total content of chemically pure carbon runs up to
97%, thus confirming the possibility to avoid the labo�
rious operation of cleaning nanocarbon.

The survey on the diffractometer (DRON�3) in Mo
K

α
 radiation was performed to calculate the structure

factor and the functions of the radial distribution of
the atoms (FRDA). A diffractogram of the synthesis
products obtained through the electrodischarge
method is presented in Fig. 10, where there is seen a
wide asymmetric peak in the range of 2θ = 5°–13°.
Such a diffraction pattern is typical for amorphous

20 μm

Spectrum 1

Spectrum2

Fig. 9. Nanotubes packed into a band (a fragment of Fig. 8
with larger magnification).

Table 1.  Spectral distribution of the nanomaterial for the specimen presented in Fig. 9

Spectrum C O Al Si Ti Total

Spectrum 1 81.37 10.06 0.07 0.17 8.33 100.00

Spectrum 2 95.49 4.10 0.41 100.00

Max. 95.49 10.06 0.07 0.17 8.33 –

Min. 81.37 4.10 0.07 0.17 0.41 –

Table 2.  Spectral distribution of the nanomaterial for the specimen presented in Fig. 4

Spectrum C O Total

Spectrum 1 95.66 4.34 100.00

Spectrum 2 97.09 2.91 100.00

Spectrum 3 93.74 6.26 100.00

Spectrum 4 97.14 2.86 100.00

Average 95.90 4.10 100.00

Standard deviation 1.60 1.60 –

Max. 97.14 6.26 –

Min. 93.74 2.86 –
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structures. In order to accurately restore the type of
the close�range order, there was calculated the FRDA
of the blocks with dimensions of about 30 Å, and one
can conclude that the specimens have a diamond�like
type of close�range order.

CONCLUSIONS

There has been elaborated a new method for elec�
trodischarge synthesizing nanocarbon providing high
gradients of the temperatures and pressures at the
expense of a large rate of energy input into the plasma
channels. The composition of the synthesis products
obtained through the developed method is almost uni�
form; up to 90% of the particles have the same form
and their dimensions are in the range from 9 to 50 nm.
The FRRA method demonstrates that the specimens
have a diamond�like type of close�range order. The
high content of chemically pure carbon (up to 97%,
the balance being O2) confirms the possibility to avoid
the laborious operation of cleaning carbon when it is
produced through the electrodischarge method.
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INTRODUCTION

The action of powerful ultrasound (US) induces
well�known effects in liquid media: the acoustic cavi�
tation [1] associated with pulsations and the collapse
of cavitation bubbles, the ultrasonic capillary effect
[2], the sonoluminescence [3], the vortex effects as
micro� and macrostreams [4], the enhancement of
diffusion processes [5], etc. When the intensity of the
ultrasound exceeds 105 W/m2, the kinetic energy of the
collapsing bubbles concentrated in a negligibly small
volume transforms partly into force pulses and partly
into heat energy. In liquid media under the action of
ultrasonic vibrations, electric phenomena are also
induced in the form of short pulses due to the negative
electric charges of cavitation bubbles [3] and due to
the electrokinetic phenomena related to the directed
motion of the charged particles.

The elecrokinetic phenomena are observed in dis�
perse systems and capillaries. They manifest themselves
in the form of the relative motion of one phase with
respect to another phase under the action of an external
electric field (electroosmosis, electrophoresis) or as the
appearance of a potential difference in the direction of
the relative motion of the phases owing to the mechanic
forces (the Dorn effect, the flow potential).

The electrokinetic phenomena in liquid media
appear also owing to the increasing of the mobility of
the charge carriers and the appearance of their
directed mass transfer directed from the radiator under
the action of the pressure of the ultrasonic wave. When
cavitation bubbles collapse, the formation of addi�
tional carries—negatively charged cavitation bub�
bles—also taking part in the mass transfer is possible.

EXPERIMENTAL

Longitudinal ultrasound oscillations were excited
using an immersed piston radiator with the aim to
detect and investigate the electrokinetic phenomena
of the second type. Ultrasonic oscillations with a fre�
quency of 22–44 kHz were supplied to a piezoelectric
transducer consisting of two piezoceramic rings with
their diameter being 30 mm and two frequency lower�
ing cover plates connected with thread studs. The
amplitude was registered using a sensor located near
the oscillating waveguide surface and connected to a
vibrometer. The value of the electric current induced
in the liquid owing to the directed motion of ions
under the action of the ultrasonic field was registered
using an F116/1 microammeter connected between
the radiator and the stainless steel electrode located at
the bottom of the bath with the liquid investigated
(Fig. 1).

We also inserted a third gridlike electrode near the
radiator to which a constant voltage of 400–500 mV
was applied from an external source with the aim to
check the hypothesis related to the influence of the
polarity of the ions involved in the current formation.

A schematic view of the experiment on the com�
bined action of ultrasonic and electric fields on liquid
media at the treatment of metallic (a) and nonmetallic
(b) materials is shown in Fig. 2. Sample (1) was
immersed in the liquid at the distance h from the bot�
tom of bath (2) and it was connected with a wire to one
of the poles of external power source (3). The second
pole of the source was connected with the bath. When
electric oscillations were supplied from the US gener�
ator to transducer (4), mechanical oscillations were
induced in it and transferred to the bath via diaphragm
radiator (5). Under the action of the direct electric
current, the hydrogen ions move in the direction from
the radiator to the sample; the reduction of the ions
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and the formation of gas nuclei occur in the liquid,
which facilitates the cavitation process.

At the local introduction of the US oscillations in
the bath, the sample (1) was located in the bath (2) at
a distance h from the working end of the radiator. The
nonmetallic bath (2) has a hole in its bottom where a
concentrator type radiator is fixed using gasket (6).
The contact ring (7) was connected to one of the poles
of external source (3), and the other pole was con�
nected to radiator (5). The mechanical oscillations
induced in transducer (4) were amplified by the con�

centrator and transmitted to the liquid medium. This
increased the intensity of the cavitation phenomena
owing to the deposition of cavitation nuclei on the
treated sample and the local introduction of US oscil�
lations.

During the investigations of the electrokinetic phe�
nomena of the first kind, owing to the combined
action of the energy of the US and electric fields on the
melts and the durability of the formed metal connec�
tions, the value of the direct current through the melt
changed in the range of 0–15 A. It was registered using
an M2020 device connected in an electric circuit with
a shunt with an accuracy of 0.5 mA. The US oscilla�
tions were supplied to the melt over 20–30 s after the
current was switched on with the aim to eliminate the
measurement errors owing to the heating of the wires
and ballast resistor.

EXPERIMENTAL RESULTS AND DISCUSSION

The analysis of the data (see the table) shows that
the most pronounced manifestation of the electroki�
netic phenomenon of the second type (as the appear�
ance of the potential difference and the increasing of
the direct current value) was observed in the liquids
with the least resistance and viscosity [6]. The time
needed for the current to reach the equilibrium in a
liquid is proportional to the liquid’s viscosity. The
maximal effect of the current increasing was registered
for the interelectrode distance of 5 mm, since, in this
case, the entire interelectrode zone is occupied with
the cavitation bubbles. For less interelectrode dis�
tances, the current carries are partly pushed out from
the zone owing to microstreams. When the distances
exceed 5 mm, the electrokinetic effect in the liquids

1
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9

Fig. 1. Scheme of the experiment for the investigation of
the electrokinetic effect in liquid media. (1) Electrode,
(2) radiator, (3) amplitude sensor, (4) waveguide, (5) trans�
ducer, (6) US generator, (7) vibrometer, (8) current�sens�
ing device, (9) automatic recorder.
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Fig. 2. Scheme of the experiment for the investigation of the combined activation by the energy of US and electric fields.
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becomes weaker, since the cavitation region does not
occupy all the interelectrode zone.

The greatest potential increasing and the increas�
ing of the direct current owing to this were observed in
the liquids with the least electric resistance and viscos�
ity. The time needed for the current to reach the equi�
librium in a liquid is proportional to the liquid’s vis�
cosity (Fig. 3).

The maximal current increasing was registered for
the interelectrode distance of 5 mm, since, in this
case, the entire interelectrode zone is occupied with
cavitation bubbles. For less interelectrode distances,
the current carries are partly pushed out from the zone
owing to microstreams. When the distances exceed
7 mm, the electrokinetic effect in liquids becomes
weaker owing to the absorption of the US energy and
the mass transfer weakening.

The appearance of the potential difference and the
increasing of the current through the liquid can be
explained owing to the fact that the US vibrations
increase the mobility of the charge carriers in the liq�
uid; a mass transfer appears directed from the radiator.
When the cavitation bubbles collapse, additional car�
ries, negatively charged cavitation bubbles, are gener�
ated. The time needed to reach the maximal current
value depends on the amplitude of the US oscillations
and the polarity of the molecules of the liquid. When
the amplitude of the US oscillations does not exceed
5 μm, the formed microstreams are insufficient to
induce the necessary mobility of the ions and the pro�
cess of the current increasing is extended in time. At
the amplitude of 7–8 μm, the time needed to reach the
current maximum reduces and its value increases,
since the maximal quantity of ions is involved in the
mass transfer. When the amplitudes exceed 10 μm, the
current extremum can be reached in the minimum
time. The current amplitude decreases owing to the
dissipative action of the cavitation cloud on the direc�
tionality of the ion stream.

The character of the temporal variation of the cur�
rent in the liquid medium also depends on the poten�
tial of the grid electrode between the radiator and the
main electrode. The current value increased on aver�

age by three times at the positive potential at the grid
electrode. At the negative potential, the current
changed its direction and its amplitide decreased. This
can be explained by the fact that the positive ions of the
liquid medium are mainly involved in the charge
transfer.

Investigations of the US action on weakly ionized
liquids (liquid glass) showed that, when a potential is
applied to the radiator, the current between the elec�
trodes increases by 20%. The current maximun was
reached during the time of 130 s. The amplitude of the
current through the liquid increased by 1.6 times when
zink microparticles, which acquire a positive charge in
the process of the US activation, were introduced.
When formic alcohol containing negative OH ions was
used, the initial current level was 3 times lower, and the
current’s amplitude exhibited a more pronounced
extremum. We could not observe the electrokinetic
effect in metallic melts owing to their high conductiv�
ity and the lack of free current carriers. However, a
current variation was registered.

Characteristics of the electrokinetic effect in liquid media

 Liquid medium Resistance of the 
medium, Ω m Viscosity, Pa s Current variation ΔI, 

mA
Time needed to reach 

equilibrium, s

Mineral oil 1013 3.2–3.3 0 –

Glycerin 1012 1.5–1.6 0.06 70

Distilled water 104 0.32–0.33 0.6 50

Tap water 102 0.32–0.33 1.0 10

Ethanol 104 0.24–0.25 1.4 10

Organic acid 10 0.25–0.26 2.0 5

Water with Cl ions 0.3 0.32–0.33 3.4 3

25

–15
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5
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Fig. 3. Dependences of the current variation in the liquid
in the US field versus the interelectrode distance. (1) Water
with Cl ions, (2) organic acid, (3) distilled water.
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Since charged particles with various concentra�
tions and mobility are present in the liquid medium
simultaneously, the total density of the flux of the par�
ticles in a of unit time amounts to

(1)

where Bi is the ion mobility, Ci is the concentration of
the ions of the active reaction component in the melt,
and F is the strength of the US field.

The current’s value due to the electric field induced
in the liquid medium is as follows:

(2)

where Qi is the ion charge, and S is the flux’s cross sec�
tion.

The appearance of an electric field in the liquid
medium and the activating action of the US field
influence the mass transfer processes. One should add
to the diffusion flux owing to the gradient of the con�
centration of the diffusing substance Jd the flux of par�
ticles arising owing to the action of the pressure of the
US field JUS and the flux of the ions under the action
of the forces of the electric filed Jel. Then, the total flux
of the diffusing particles amounts to

(3)

where C1 is the concentration of the mobile particles,
U is the velocity of the particles in the US field, β is the
angle between the forces of the US field and the diffu�
sion flux, and α is the angle between the vectors of the
electric field and the diffusion flux.

The force of the US field, which acts on the flux of
the particles with the cross section S, is

(4)

Substituting Eq. (4) in (3), we obtain

(5)

The combined action of the US and electric fields
when the directions of their vectors coincide intensi�
fies the diffusion processes of the active reaction com�
ponents in the liquid medium. However, since the
intensity of the electric field induced in the liquid
medium is low, the electric transfer currents are insig�
nificant and do not exert considerable activation
action on the mass transfer processes.

With the aim to increase the intensifying factors
and the intensity of the cavitation processes in the liq�

Jel BiCiF,
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uid media, it was proposed to pass using an external
power source an electric current with a density of 10–
100 A/m2 from the US radiator to the workpiece or to
a contact element on the workpiece [7]. In a polar liq�
uid under the action of a direct electric current, the
mass transfer of ions increases. The reduction occurs
of the hydrogen ions in the form of gas bubbles with
dimensions of 50–100 μm, which are the cavitation
nuclei. The continuous accumulation of the cavitation
nuclei in the working zone and their collapse under the
action of the US oscillations increase the intensity of
the cavitation processes. This facilitates the process of
the destruction of grease films on the workpiece’s sur�
face and increases the cleaning quality owing to the
more uniform distribution of the cavitation nuclei over
the entire surface under the action of the current force
lines.

With the aim to increase the locality and productiv�
ity, the electric field is oriented so that the hydrogen
ions move to the radiator and reduce in the form of gas
bubbles. When the amplitudes of the oscillations are
considerable, near the radiator’s surface, a rapid
growth of the bubbles to the critical dimensions and
their collapse occur; this is accompanied by intensive
cavitation effects. The value of the current passing
through the liquid depends on the liquid’s polarity and
the dimensions of the treated workpiece. The greatest
increasing of the cavitation pressure by a factor of 2–
2.5 measured using a cavitometer was registered at the
optimal current density of 10–100 A/m2.

Under the combined action of the US and electric
fields on melts, the appearance of the electrodiffusion
process depends on the correlation of the forces, which
act on the thermally excited metal ion, both in the
direction opposite to the electric flux (the action of the
external field) or in the direction of the electron flux
(electron wind). The influence of the electric field is
small owing to the shielding influence of the electrons;
therefore, the force of the electron wind prevails; it
increases with the current density increasing. Conse�
quently, there is a greater probability for the excited ion
to transform into a vacancy when it moves in the direc�
tion of the electrons than when it moves in the opposite
direction. Therefore, the vacancies move to the negative
pole, and the metal ions move to the positive pole; this
increases the width of the diffusion zone.

When the current densities exceed 1–1.5 A/mm2,
the directional diffusion of the solder components or
the diffusion of the connection material into the solder
owing to the electromigration of the particles of easily
diffusive metals increases the width of the diffusion
zone and the durability of the connections [8].

When the currents are lower than 10 A, the short
range order of the particles in the melt becomes dis�
torted owing to the microstreams and cavitation effects.
This increases the resistance of the melt and, respec�
tively, decreases the current through it by 50–80 mA
(Fig. 4). When the current exceeds 10 A, a consider�
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able mass transfer of charge carriers and their ordered
motion between the electrodes arise. This increased
the current through the melt to 100 mA at the ampli�
tude of 15 μm. When the current exceeded 12 A, the
solder intensively heated; this increased its resistance
and, consequently, the current variation through the
melt decreased.

The durability of the connections of the POS 61
solder with the aluminum samples versus the direct
current in the direction from the radiator to the work�
piece (frequency of 22 kHz, amplitude 10 μm, tem�
perature 240°C, and time 10 s) increases for the cur�
rents exceeding 10 A and decreases when the current
exceeds 15 A [9].

The electrical stimulation of the diffusion of the
solder components into the material of the workpiece,
which can be associated with the electrotransfer in the
melted solder at high current densities [10], is a prob�
able cause that the durability increases.

The passing of the current through the zone of
interaction in the direction from the solder to the
base increases the durability of the connection by
1.5–1.8 times, since the width of the diffusion zone
increases owing to the electromigration of aluminum
to the solder. The width of the diffusion zone regis�
tered using a scanning electron microscope in this case
amounted to about 4 μm for the POTs 10 and POS 61
solders.

CONCLUSIONS

The action of an intensive US field on polar liquid
media induces electrokinetc phenomena of the second

type in them owing to the increasing of the mobility of
the charge carriers and the appearance of their
directed mass transfer from the radiator under the
action of the pressure of the US wave. The combined
action of the US and electric fields on the liquid media
owing to the action of the electrokinetic effects of the
first type and the directed motion of the cavitation
nuclei creates conditions for the intensification of the
diffusion processes and dissolution and emulgation in
the treatment zone. This allows one to facilitate the
processes of the US cleaning of the surfaces of work�
pieces in polar liquid media. The combined action of
the US and electric fields provide the possibility to
increase the durability of soldered connections owing
to the enhancement of the diffusion processes at the
melt–solid body interface.
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INTRODUCTION

The advancement of nanotechnologies and the
wide use of nanomaterials in commercial production
make the problem of the development of new effective
methods of their synthesis more and more topical.
After the nanocarbon materials have been discovered,
the methods for synthesizing them are permanently
studied and improved. The majority of the known syn�
thesis methods are based on the processing of graphite
and other solidphase carbon raw materials. Pyrolysis is
the most used procedure employing gaseous raw
material. In the IPPT of the National Academy of Sci�
ences of Ukraine, there was previously proposed a way
of processing a liquid raw material based on the
method of the electroexplosive decomposition of car�
bon liquids [1] permitting one to rapidly produce
record�setting macroquantities of nanocarbon in
comparison with other approaches. 

The synthesis of nanocarbon materials in an electric
discharge plasma in organic liquids is the principle of
this method, though it has some limitations along with
its high efficiency and productivity. As all liquids used
for that purpose [2] are dielectric ones, the resistivity of
which is more than 1010 Ohm cm, the discharge in them
is characterized by the formation of a unit single�path
plasma channel with its length nearly coinciding with
the interelectrode gap’s length. The increase of the dis�
charge channel’s plasma volume in order to increase the
nanomaterial’s synthesis productivity within a unit
pulse is possible only with a significant growth of the
field intensity in comparison with the breakdown one
while having a substantial impact on the energy expen�
ditures. A solution of the problem is to increase the liq�
uid’s volume subjected to the three�dimensional elec�
trodischarge effect, which should in this case be
searched for in a considerable growth of the electric

conduction of the processed media, as a strong depen�
dence of the lieder system’s structure on the solution’s
conductivity (branching, the number of leaders) is a
well known and old established fact [3]. 

Producing electrolytes on the basis of very soluble
(for instance, in water) carbonaceous compounds (for
example, organic acids) or organic solvents can be one
of the possible ways to solve this problem. Thus, the
purpose of this work is to determine some working car�
bon media and ranges of parameters of electric devices
necessary for producing carbon nanomaterials with
the three�dimensional electrodischarge processing of
carbon media. This work is aimed at the solution of an
important research problem—the search for new
physicotechnical ways for synthesizing pure nanocar�
bon on the basis of a three�dimensional electrodis�
charge effect on liquid hydrocarbon media with the
help of pulse discharges.

SOME PECULIAR FEATURES OF A PULSE 
ELECTRIC DISCHARGE IN LIQUID

As the system’s main structure, as was mentioned
above, depends in a rather complicated way on the
solution’s conductivity, the electrode system, and such
parameters of the discharge circuit as the initial volt�
age and capacity of the bank of capacitors, for defi�
niteness we assume that hereafter all the processes
should be considered in the neighborhood of the so
called critical field intensity [4], whose value for water
is ≅(4–6) × 106 V/m. In such cases, it is possible to
determine some conventional ranges of the electric
conduction characterizing the level of the leader sys�
tem’s branching. Thus, the discharge in distilled water
(σ0 ≈ 10–6 S/m) is characterized by a unit single�path
leader (in tap water (σ0 ≈ 10–3 S/m) by a branched
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leader system, while in sea water (σ0 ≈ 2 S/m) by a
powerful brush corona. Such a pulse corona in water is
a developed system of leaders with a bushlike spatial
orientation. It appears in the discharge gap with a non�
uniform and sharply nonuniform field and is charac�
terized by the fact that no leader, growing deep into the
gap, reaches the opposite electrode. Therein lies an
essential difference between the underwater pulse
corona and “linear” underwater spark discharge.

Thus, as the external conditions change, in partic�
ular the electrolyte’s electric conduction σ0 increases,
the number of leaders grows; their diameter at the
basis becomes larger; and, at some electric conduc�
tions, they cover the whole free surface of the electrode
forming a continuous plasma mass (CPM). At some
critical values of σ0, the leaders merge together from
the very start of the discharge, and the CPM fully cop�
ies the electrode’s shape. If the end of the noninsu�
lated part of the electrode has the form of a hemi�
sphere, then the plasma around it has the shape of a
hemisphere too. Owing to the considerable electric
conduction of the medium, the discharge current can
run up to dozens of kiloamperes [4]. The dense low�
temperature plasma of a corona discharge in electro�
lytes with a temperature of about 104 K should decom�
pose any organic molecules, and, due to the branched
plasma corona, a much larger mass of liquid can be
affected in comparison with the known electroexplo�
sive methods.

A pulse corona discharge (PCD) in liquid, having
stable electric characteristics, also possesses a number
of other merits. For instance, its ignition is possible on
100 and more points in order to increase the volume of
the processed liquid. Such an approach is realized in
multiflamed PCD [5]. There is also possible an
extended (linear) PCD. In general, the PCD proper�
ties allow one to create plasma regions with any pre�
scribed geometry. Considering all these facts, it may be
concluded that the conditions for the realization of
PCD with CPM should be developed in order to syn�
thesize carbon nanomaterials with an electric dis�
charge in a liquid.

Usually PCD is realized in aqueous solutions of
electrolytes with sodium chloride solutions being the
best studied ones. The data on the effect of the chem�
ical composition of different impurities on the dis�
charge development process are rather contradictory.
Thus, the discharge in aqueous solutions of different
chemical substances with electric conduction in the
range from 5 × 10–3 to 74 S/m has been studied in [6].
It has been established through oscillographic testing
that the behavior of all the solutions at high field inten�
sity depends only on the σ0 of the solutions but not on
the chemical composition of the impurities. Thus,
there is noted the dominant influence of the conduc�
tivity on the high voltage behavior of a solution. A sim�
ilar conclusion is reached in [7] too. 

However, in [8], it is noticed that, at the same value
of σ0, the leaders appear earlier when atoms with com�
paratively small critical potentials and ionization poten�
tials (Na and K) are present in the liquid. The differ�
ences in the discharge’s development depending on
the type of ions and their concentration in the aqueous
solution at the value of σ0 in the range from 0.1 to
13.5 S/m were also observed in [9]. With the chemical
composition changing, the discharge’s character can
change too (transiting from a discharge with break�
down into a corona discharge ([8])). In the case of a
corona discharge in solutions with σ0 = 13.5 S/m,
though the current oscillograms were almost the same,
differences were observed in the glow’s duration from
the maximum intensity to its complete attenuation.
Besides, unlike alkalis and a neutral medium where
the polarity is slightly expressed, in an acid medium
the discharge develops mainly from the positive elec�
trode [7]. All these factors should be taken into
account when choosing working liquids and calculat�
ing the parameters of a power center.

CHOOSING A WORKING LIQUID

As mentioned above, high electric conduction in
the range from 1 to 10 S/m is one of the main require�
ments imposed upon organic liquids to realize a
corona discharge in them. However, organic sub�
stances are for the most part nonpolar or low polar in
nature. Formamide is an exception with its permittiv�
ity ε = (109 ± 1.5) F/m being larger than that of water
and its electric conduction being σ0 = 26.3 S/m.

Nevertheless, there are known some organic com�
positions used as electrolytes. For example, among
these are the aluminizing electrolytes including
1,2,4,5�tetramethylbenzol, aluminum bromide, and
xylene. Aqueous solutions of organic acids (oxalic, cit�
ric, antiscorbutic, amber, and acetic ones) have con�
ducting properties too. One might expect that aqueous
solutions of sugar, soluble starch, gelatin, and surface�
active agents should have some electric conduction.

However, alongside the required conductivity, an
organic substance—a raw material to produce carbon
nanomaterials—should be relatively available, safe
under the conditions of an electric discharge, and con�
tain a big mass fraction of carbon atoms. We think the
composition for aluminizing is rather exotic; besides,
the method of its production is laborious and energy�
consuming. Other mentioned substances possess a
complex of the desired qualities to a greater or lesser
extent. The properties of some organic substances—
possible raw materials to produce CNM in a corona
discharge—are presented in Table 1 [10]. It follows
from the tabulated data that the surface�active agents
(SAA) have the greatest content of carbon; moreover,
many ionogenic SAA are readily soluble in water and
alcohols. A lot of them are safe and available, so they
are the most promising raw materials to produce
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CNM. Besides, they can be by�products (wastes) of a
number of industries with their utilization through
conventional methods being often rather difficult and
energy consuming.

The majority of the tabulated compounds are solu�
ble in ethanol, being itself a source of carbon for syn�
thesizing nanocarbon when PCD is ignited in it.

The solutions of organic substances presented in
the table are weak electrolytes with the degree of disso�
ciation α � 1. The conductivity of weak electrolytes is
considerably lower than the conductivity of strong
electrolytes with the same concentration determined
by the little degree of dissociation of a weak electro�
lyte. With its concentration growing, the number of
molecules capable of dissociating increases simulta�
neously, but the degree of the dissociation reduces. As
is seen, the information on the specific and molar
electric conductivity of the solutions of weak electro�
lytes is quite poor in the literature. For oxalic acid,
only data for two solution concentrations are pre�
sented in [11], and there is no information for citric
acid and other acids. The comparison of the data for
oxalic acid and the dependence of the electric conduc�
tion of aqueous solutions of sodium chloride on the

mass concentration of the solutions show that, within
the presented range of values, the electric conduction
of an oxalic acid solution is half less than that of an
NaCl solution. For other acids, this ratio is even
smaller. Nevertheless, the range of values of the initial
conductivity of the saturated solutions of organic acids
with special parameters of the discharge circuit and
electrode system makes it possible to realize PCD with
CPM with breaking of organic compounds’ molecules
into atoms.

The calculation of the external controlled parame�
ters of a pulse generator as part of an electrodischarge
setup for the plasma chemical synthesis of nanocarbon
materials can be at least performed through two meth�
ods. The first one is the “direct” method: based on the
physically self�consistent model of PCD phenome�
non, it is possible to calculate the dependence of the
CPM characteristics on the external parameters and to
determine by it the combinations of them for
“extreme” states of CPM with the maximum volume
of the discharge plasma. There have been proposed a
lot of such models including complex systems of non�
linear integro�differential equations in partial deriva�
tives that in sufficiently accurate approximations
describe the processes within the discharge gap: the

Table 1.  Properties of some organic substances

Organic material’s 
name Chemical formula Solvability σ0, S/m Dipolar moment, 

C  m
Mass fraction 

of carbon atoms, %

Formamide HCONH2 Water + 
Benzol –
Ethanol +

26.3 11.24 × 10–30 27

Oxalic acid HOOCCOOH Water + 
Benzol –
Ethanol +

5.08 (3.5%(mass), 
18°C), 7,83 

(7%(mass), 18°C)

0.1 × 10–30 27

Acetic acid CH3COOH Water + 
Benzol +/–
Ethanol +

5.6 × 10–30 40

Amber acid C4H6O4 Water + 
Benzol –
Ethanol +

5.5 × 10–30 40.7

Citric acid (HOOCCH2)2C(OH)COOH Water + 
Benzol –
Ethanol +

– 37.5

Antiscorbutic acid C6H8O6 Water + 
Benzol –
Ethanol +

– 41

Glucose C6H12O6 Water + 
Benzol –
Ethanol +/–

47 × 10–30 40

Sodium dodecyl 
sulphate (SAA)

C12H25NaO4S Water + 
Benzol –
Ethanol +

– 50

Note: In column 3, the sign (+) denotes that the substance is soluble in the indicated solvent, (–) not soluble, and (+/–) slightly soluble.
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dynamics of the CPM and the plasma–liquid transi�
tion layer and the nonuniform energy dissipation in
the electrolyte (see, for example, [12]). A shortcoming
of this method is its high complexity and that the
obtained results are insufficiently illustrative, as such
systems can be solved only through numerical ways.

The second method—the indirect one—is based
on the approximate analytic calculations of a number
of PCD operational parameters, such as the maximum
pressure at the boundary of the CPM and its radius,
the maximum pressure on the compression front over
a distance from the CPM, and the electroacoustic effi�
ciency of the discharge, while knowing that their
“extreme” values correspond strictly to the states of
CPM with the maximum discharge plasma volume.
We have carried out such an approximate calculation
of the PCD parameters for one�point, many�point,
and extended electrode systems; the design procedure
is presented in [13–15].

A number of simplifying assumptions when setting
up the problem, although they somewhat lower the
accuracy of the description of the discharge processes,
allow one to obtain analytic relations for the highest
parameters of the PCD and its electroacoustic effi�
ciency when the maximum power is attained. To esti�
mate the external controlled parameters in a system
with one point anode by the design procedure pro�
posed in [13], it is essential to be primarily guided by
the production conditions for PCD with CPM:

where σ0 is the electrolyte’s electric conduction, U0 is
the voltage of the capacitor storage’s charge, C is the
storage capacity, L is the discharge circuit’s induc�
tance, rel is the electrode point’s rounding radius, and
ρ0 is the electrolyte’s density. The criterion β is the
ratio set for the flow densities of the electric field
energy and the power of the dynamic liquid medium’s
head to the unity of length both of the point’s linear
dimension and of the length of the disc electrode’s cir�
cle. The production of PCD with CPM is possible only
at β > 0.2; otherwise, it is necessary to change the
external controlled parameters. This criterion is the
same for extended electrode systems, but, in the case
of many�point systems with n electrodes, (nrel) is writ�
ten instead of (rel).

The calculation of the electric discharge mode by
the damping decrement value should be the next step.
Expressions for the damping decrement dependence
for PCD with CPM with different geometries of the
electrode system are presented in Table 2.

Here, δ is the logarithmic damping decrement, h is
the length of the protruding (noninsulated) part of the
electrode, l is the point’s length, and R is the disc’s
radius. In the case when δ < 1, the discharge will be
oscillatory; at δ ≈ 1, the discharge is critical; and, at

β
σ0U0

2 LC( )
3/2

ρ0rel
4

�������������������������,=

δ > 1, the discharge is aperiodic. Critical and aperiodic
modes of discharge are mainly realized with PCD.
With CPM being simultaneously ignited on n identical
points, it is necessary to consider one more condition
determining the largest number of points on which
PCD will be reliably ignited with CPM [14]:

Here, α is the temperature coefficient of the electric
conduction, and cp is the liquid’s heat capacity.

In the case of a long point, it should be considered
that there exists the largest linear size lm of it on which will
be reliably ignited PCD along its whole length [15]:

and, for a disc electrode, the value of the largest disc
radius is

When calculating the external controlled parame�
ters, it should also be considered that, in the case of a
one�point electrode system, the CPM radius corre�
sponding to the maximum power grows with an

increase of the stored energy W0 = C /2, the liquid
conduction σ0, with the decrease of the induction L,
and the initial electrode radius rel. Among the external
controlled parameters, the initial voltage on the stor�

age battery and its capacity—am ~  C1/2; respec�

tively, the volume ~  C3/2—have the most signifi�
cant effect on the CPM’s largest volume in the case of
a one�point electrode system. The same dependence
also holds for each electrode within a many�point
electrode system.

In the case of extended plasma plungers—a linear
semicylinder and an external sesquicylinder—the
character of the dependence of the plasma plunger’s
maximum radius on the external controlled parame�
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Table 2. The dependence of the damping decrement for
PCD with CPM with different geometries of the electrode
system [13–15]

Electrode system

One point anode Linear point Disc electrode

δ 1
4πσ0rel

��������������� C
L
���=

δ

h
rel

����
⎝ ⎠
⎛ ⎞ln

2πσ0l
�������������� C

L
���= δ

h
rel

����
⎝ ⎠
⎛ ⎞ln

4πσ0R
�������������� C

L
���=
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ters is the same. The difference is in the total value of
the coefficients and the character of their dependence
on the linear parameters of the electrode system deter�
mined by their different geometries. At the same time,
in comparison with a one�point electrode system, in
the case of an extended plasma plunger, the depen�
dence of its largest radius and the volume on the exter�
nal controlled parameters is the most significant. If in

the first case am ~  C1/2 and, respectively, the vol�

ume ~  C3/2, then, in the second case, am ~ 

C2/3 and, respectively, the volume ~  C2. If the
plasma continuity coefficient is taken into account
[16], then, for any electrode system, the actual volume
of the plasma at high liquid conductions, PCD form�
ing with CPM, there may appear some times larger
than that calculated according to [13–15].

CONCLUSIONS

Thus, the conditions required to produce a pulse
corona discharge with a continuous plasma mass in a
carbonaceous liquid are only realized when all the par�
ticular features of such a discharge are taken into
account, the working media are selected correctly, and
the external controlled parameters of the power center
are preliminarily calculated. The creation of an elec�
trode system with a sharply nonuniform field at the
positive point (edge, etc.) is the first necessary condi�
tion with the field intensity at the point exceeding the
critical one (~107 V/m). The conditions should be cre�
ated for PCD with CPM in order to obtain the most
efficient synthesis of carbon nanomaterials at an elec�
tric discharge in liquid. Thus, one should choose a
solution of electrolytes with the highest conductivity
and, when possible, with the presence of ions with lit�
tle potential for excitation and ionization as the work�
ing medium. In addition, the organic substance—the
raw material to produce carbon nanomaterials—
should be relatively available, safe under the condi�
tions of an electric discharge, and contain a large mass
fraction of carbon atoms.

When estimating the external controlled parame�
ters of a generator, one should be guided by the condi�
tions of producing PCD with CPM: the calculation of
the electric discharge mode by the damping decre�
ment value for electrode systems with different geom�
etries and conditions determining the largest amount
of points on which will be reliably ignited PCD with
CPM or the largest length of the point for a linear
plunger or the value of the maximum radius of a disc
for a disc electrode on which PCD will be ignited
along the whole edge.

Considering the stronger dependence of the
plasma’s volume on the external controlled parame�
ters for extended electrode systems and the fact that
the linear size of the electrode system (greatly exceed�
ing in most cases the plasma mass’s radius) is included

U0
3/2

,

U0
3/2

, U0
2/3

,

U0
2
,

into the expression for the plasma plunger’s volume as
the third dimension, one should expect that a system
with an extended plasma plunger appears to be more
efficient.

The results of the experimental investigations on
synthesizing nanocarbon at an electric discharge in
solutions of organic acids are presented in the second
part of the work.
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INTRODUCTION

The processes that accompany the flow of current
through electrical contacts are discussed in a large
number of works: from the fundamental work of
R. Holm [1] and to present�day studies, a fairly com�
plete review of which has been made, for example, in
[2]. Nevertheless, a number of problems are not fully
understood. This primarily concerns transient modes
of the heating of contacts to significant temperatures
close to the melting point and specifically the cases of
high�current contacts with currents of a few tens of
kiloamperes. This is particularly attributed to the
complexity of the performance of experiments in a
range of high currents [3]. This work concerns the sim�
ulation of these heating modes.

The most complete formulation of the problem of
the heating of electrical contacts by a flowing current
is a joint thermoelectromechanical contact problem.
Attempts to solve it were repeatedly made [5–8].
However, it is not always possible to obtain reliable
results. First of all, this is attributed to the fact that the
mechanical properties of the materials of the contacts
in a wide temperature range (up to the melting point)
often are not known with a reasonable degree of accu�
racy, which can lead to errors in determining the sizes
of the contact spots, which greatly change the pattern
of the heating of the electrodes [3].

We propose a method of numerical calculations
based on the experimentally derived time dependence
of the contact voltage, which makes it possible to cal�
culate the heating of electrodes without solving the
mechanical part of the problem. In this work, we ana�
lyze the dynamics of the heating of the contact area
and show the strong localization of the region of the
power release and, as a consequence, the nonunifor�

mity of the temperature distribution in the contact
spot. The effect of the softening of the material and the
resulting spreading of the contact spot on the heating
of the electrodes is revealed.

NUMERICAL CALCULATION TECHNIQUE

The numerical calculations were based on data
derived during a set of experiments on the passing of
pulse currents through contacts of the simplest form at
which the contacts are heated up to melting. To
explain the nature of the phenomena that accompany
the heating of the contacts by the flowing current, the
shape of the electrodes was chosen so that one circular
contact spot was formed upon compression. The force
of the compression of the electrodes must be suffi�
ciently large to consider that the contact spot is not
fragmented. In the case discussed below, it was 250 kg.
The compression of the electrodes was carried out
using a pneumatic cylinder; the force of the compres�
sion was measured with a pressure sensor. In each
experiment, we derived oscillograms of the current
and voltage across the sample, the resistance of the
sample before and after the passage of the current, the
force of tear of the contacts, and a micrograph of the
contact area. The experiment is described in more
detail in [3].

The algorithm for the numerical calculations was
as follows. In the simulation, we assumed that the cur�
rent passes through one continuous contact spot of a
circular shape located along the axis of symmetry of
the electrodes. The heating of the electrodes by the
flowing current is described by a system of equations
that includes a transient heat conduction equation and
a continuity equation for the current density. We
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assumed that the shape of the contact spot remains
unchanged, and its radius varies during the heating. A
transient problem was solved; in this case, at each
instant of time, the radius of the contact spot was
selected so that the numerically derived value of the
voltage coincided with the experimental value with a
reasonable degree of accuracy. The initial radius of the
contact spot was determined from the value of the
contact resistance measured before the passing of a
current pulse through the electrodes taking into
account the proximity of the electrode boundaries to
the spot [4]. The result of the solving was the distribu�
tions of the temperature, the heat flow, the current
density, the released power, and other quantities at dif�
ferent instants of time. The calculations were per�
formed until the contact temperature achieved its
maximum value.

The numerical calculations carried out below
describe the processes that accompany the passage of
a sinusoidal current with an aperiodic component
through two cylindrical copper electrodes (Fig. 1a)
with a height of 180 mm and a diameter of 20 mm. The
base of one of them is skewed at a skew angle of 3°. The
maximum value of the current in the first half�period
is 30.2 kA. The respective current oscillogram is shown
in Fig. 1b. Figure 1c depicts a micrograph of the region
of the contact spot after the contacts are moved apart.
The radius of the contact spot in the given case was
approximately 0.75 mm.

NUMERICAL CALCULATION RESULTS

Figures 2a and 2b show the time dependences of
the radius of the contact spot and the maximum tem�
perature of the contact area derived via the numerical
calculations. The radius of the contact spot almost
preserves its constant value up to a temperature of T ≈
600 K and then begins to increase. This increase is

attributed to the softening of the material. The tem�
perature dependence of the yield strength of copper,
which is shown in Fig. 2c, exhibits a singularity at the
same temperature value.

This brings up the question to what extent does the
spreading of the contact spot affect the heating of the
electrodes, and can we disregard it in numerical calcu�
lations assuming the radius of the contact spot to be
constant?

Compare the results of solving the problem of the
heating of electrodes by the same current (Fig. 1b)
using two models. In the first model, we assume that
the radius of the contact spot is constant and equal to
the initial radius a0 = 1.05 mm; in the other model, the
spreading of the spot is taken into account. Let us see
how the maximum temperature of the electrodes
changes in time (Fig. 3). In the approximation of a
constant radius, the melting point is achieved at the
instant of 4.15 ms. By this time, taking into account
the spreading of the spot, we derive a temperature
value that is lower by 500 degrees. Note that, within
this time, the radius of the spot has increased by only
15%. The maximum temperature in the contact area
in the second case is achieved by the time of 6 ms and
is 1050 K; that is, this current does not cause the melt�
ing of the electrodes.

Thus, the spreading of the contact spot caused by
the softening of the material leads to a significant
change in the temperature. Let us analyze why this
occurs.

APPROXIMATION OF A CONSTANT RADIUS 
OF THE CONTACT SPOT

Consider first the heating of the electrodes for a
constant radius of the spot. The contour diagram of
the temperature distribution in the contact�spot
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Fig. 1. (a) Schematic representation of the electrodes, (b) an oscillogram of the current, and (c) a micrograph of the contact spot.
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region at t = 4.15 ms (when the maximum temperature
is close to the melting point) is presented for one of the
electrodes in Fig. 4.

The origin of the coordinates corresponds to the
center of the contact spot, the X axis lies on the surface
of the spot, and the Y axis is perpendicular to it and
coincides with the axis of symmetry of the electrodes.
The heated area has a size of about two radii of the
contact spot. The maximum temperature is achieved
at the edge of the contact.
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Fig. 2. (a) The time dependence of the radius of the contact spot, (b) the time dependence of the maximum temperature, and
(c) the temperature dependence of the yield strength of copper.
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Fig. 3. Time dependence of the maximum temperature in
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(2) a = a(t).
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Fig. 4. Contour diagram of the temperature distribution in
the region of the contact spot at t = 4.15 ms. The case of a
constant radius of the contact spot.
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The dynamics of the heating are depicted in
Figs. 5a and 5b, which show the graphs of the temper�
ature distribution along the 0X and 0Y axes at different
instants of time.

The temperature along the 0X axis undergoes a
nonmonotonic change. It is maximal at the edge of the
contact spot and decreases towards its center and the
surface of the electrode. With the distance from
the center of the contact spot, along the axis of sym�
metry, the temperature monotonically decreases. The
heating of the contact is nonuniform. Over time, the
temperature difference at the center of the contact
spot and at its edge increases and, by the instant of the
beginning of the melting, exceeds 500 K.

This is attributed to the fact that the distribution of
the current density and, consequently, the released

power over the contact spot is strongly nonuniform
(Fig. 6). The maximum current density is located at
the edge on the contact spot, and its value is about
7 times higher than at its center. The distribution of the
power released during the passage of a current pulse
through the electrodes is similar. The power is mostly
released in a narrow ring in the vicinity of the edge of
the contact spot.

We now consider heat flows. The linear graphs of
the distribution of the X�component of the heat flow
along the 0X axis and the Y�component along the
0Y axis at different instants of time are represented in
Fig. 7. Along the horizontal path, the heat propagates
in the opposite directions from the region of the max�
imum heat evolution; in addition, the heat flow inward
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Fig. 5. Graphs of the temperature distribution at different instants of time. The case of a constant radius of the contact spot. t, ms:
(1) 4.15, (2) 3, (3) 2, and (4) 1.

2.0

0.5

J, 1010 A/m2

1.5

3.5

1

2

1.0 1.5 2.0 2.5
X, 10–3 m

0.5

10

12

1.0 1.5 2.0 2.50
X, 10–3 m

(a) (b)

3.0

2.5

1.0

0.5

0

12

8

6

4

2

W, 1013 W/m3

Fig. 6. Distributions of (a) the current density and (b) power at t = 1 and 4.15 ms. The case of a constant radius of the contact
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the contact spot is less than the outward heat flow at
any instant of time.

REGARD FOR THE SPREADING 
OF THE CONTACT SPOT

We now take into account the spreading of the con�
tact spot. The instant of the beginning of the increase
in the radius corresponds to the heating of the contact
area to the softening temperature. Figure 8 depicts the
contour distribution of the temperature in the vicinity
of the contact spot at the instant of 4.15 ms (the instant
of the beginning of melting in the first case). The dis�
tribution pattern is qualitatively similar to the above
case (Fig. 4); however, the contact is heated to a much
lower temperature.

For a more detailed analysis, we consider linear
graphs. Figure 9 shows the temperature distribution
along the 0X and 0Y axes at different instants of time.

If we compare the temperature distributions along
the 0X axis for the two cases (Figs. 5a, 9a), we can see
that, with increasing contact spot, the maximum tem�
perature does not increase as rapidly as in the case of a
constant radius, and the nonuniformity of the heating
of the contact spot also decreases. In addition, the
maximum temperature shifts from the center of the
spot and remains on its boundary all the time. This is
attributed to the respective changes in the distribution
of the released power and the redistribution of the heat
flows induced by the spreading of the spot.

The distribution of the current density along the
0X axis (Fig. 10a) has the following features. First, its
maximum moves away from the axis of the electrodes
after the displacement of the boundary of the contact
spot and is located on the edge of the spot at any
instant of time. Second, the ratio of the current density
at the center of the contact spot to the value of the cur�
rent density near the edge of the contact spot
decreases. As in the previous case, the power
(Fig. 10b) is mostly released in a ring near the edge of
the contact spot, which is moving away from the center
and thus contributes to the more uniform heating of
the spot.

In addition, if we compare the distribution of the
current density and power in the cases of a constant
and variable radius of the contact spot (Figs. 11a, 11b)
at the same instant of time, then we find that the max�
imum values of the current density and particularly the
power are lower in the second case.

The above features of the distribution of the released
power lead to respective distributions of the heat flows.
Figure 12 shows the distributions of the X�component
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of the heat flow along the 0X axis and the Y�compo�
nent of the heat flow along the 0Y axis.

Compare the distributions of the X�component of
the heat flow along the 0X axis for the cases of a con�
stant and variable radius of the contact spot at different
instants of time (Fig. 13). The solid line corresponds to
the case of a constant radius; the dashed line denotes
the case of a variable radius.

Before the achievement of the softening tempera�
ture of the material, the heat flows in the two cases
almost coincide. After the radius of the contact spot
begins to increase, the maximum values of the heat
flow inward and outward the spot become lower in
absolute magnitude than in the case of a constant
radius. In addition, the relative magnitude of the heat

flow inward the spot, which leads to its heating, in the
second case becomes lower than in the first. This leads
to a significant slowdown in the heating of the spot
during its spreading.

CONCLUSIONS

In this work, a numerical simulation of a pulsed
heating of electrodes in a wide temperature range up to
the melting point is performed. The calculation results
showed that the effect of the increasing radius of the
contact spot associated with the softening of the mate�
rial has a significant effect on the dynamics of the
heating. The regard for this effect leads to a consider�
able decrease in the maximum temperature in the

4

0.5

F, 108 W/m2

2

1

2

1.0 1.5 2.0 2.5
X, 10–3 m

0.5

1

2

1.0 1.5 2.0 2.5
Y, 10–3 m

(a) (b)

6

0

–5

F, 107 W/m3

0

3

4

–10

–15

0

0

3

4

Fig. 12. Distributions of (a) the X�component and (b) Y�component of the heat flows at different instants of time: 1, 3, 4, and
5 ms. The case of a variable radius of the contact spot.

2

0.5

F, 108 W/m2

1

1

2

1.0 1.5 2.0 2.5
X, 10–3 m

0.5

1

2

1.0 1.5 2.0 2.5
X, 10–3 m

(a) (b)

4

3

0

–1

4

F, 108 W/m3

–2
0

0

–4

8

0

Fig. 13. Distribution of the X�component of the heat flow. The solid line corresponds to the case of a constant radius; the dashed
line denotes the case of a variable radius: (a) t = 3 ms and (b) t = 4 ms.



SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 47  No. 4  2011

EFFECT OF THE SPREADING OF THE CONTACT SPOT 369

contact area. This is attributed to the fact that, during
the spreading of the contact spot, the region of maxi�
mum heat evolution, which is highly localized, shifts
after the boundary of the spot. The consequence is also
the more uniform heating of the spot.

It is possible to carry out a numerical simulation of
the current flow through electrical contacts in the
approximation of a constant radius of the contact spot
only in the case where the temperature of the contact
area does not significantly exceed the softening tem�
perature of the material.
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1 INTRODUCTION

In the recent past considerable attention has been
given to the study of dynamics that governs the release
of free energy associated with sheared flows in magne�
tohydrodynamics (MHD) and in plasma physics.
Sheared flows are the dominant features found in
space plasma. Simulation of ion�cyclotron mode in a
magneto�plasma with transverse inhomogeneous
electric field for a Maxwellian plasma suggested that
electrostatic waves with the frequencies of the order of
ion�cyclotron frequencies could be destabilized as a
result of coupling of regions of positive and negative
ion energy of waves [1–3]. A rigorous analytical treat�
ment using MHD approach has established the exist�
ence of two modes (i) large wavelength Kelvin�Helm�
holtz (K�H) mode and (ii) shear wavelength ion�
cyclotron mode.

In fusion plasma a sheared flow has been found to
modify significantly the magneto�hydrodynamic
equilibrium and ballooning stability of toroidal con�
finement devices [4, 5]. More importantly, shear
driven turbulence can have a significant effect on par�
ticle, momentum and energy transport. Velocity shear
has been recently identified as an important element
in the transition from low confinement (L) to high
confinement (H) mode in tokomak plasmas [6–9].

Parallel velocity shear (PVS) is a plasma configura�
tion with ion flow parallel to the magnetic field, but
with a velocity gradient transverse to B. PVS is com�
monly observed along the Earth’s auroral field lines
and in association with magnetic field�aligned current

1 The article is published in the original.

may excites ion cyclotron instability. Ganguli et al.
[10], using Ganguli et al. [1, 2] and Nishikawa et al.
[3], Vlasov theory and particle�in�cell (PIC) simula�
tion, have analyzed the effect of inhomogeneous par�
allel ion flow on the excitation of electrostatic ion
cyclotron (EIC) waves in an attempt to understand in�
situ observations of these waves in the presence of lev�
els of field�aligned currents that were generally sub�
critical waveforms. They discovered that ion flow gra�
dients could give rise to a new class of ion�cyclotron
waves driven by “inverse cyclotron damping” even in
the absence of field�aligned current.

Furthermore the ion flow gradient mechanism can
drive the multiple cyclotron harmonics giving rise to
“spiky” waveforms has been observed on FAST S/C
[11]. Using an extension of the early work of D’Angelo
[12] on shear driven (K�H) waves, Merlino [13] used a
purely fluid treatment that also included a density gra�
dient to show that the parallel velocity shear could
excite EIC waves in plasma with no current.

In the result of a series of experiments, investigating
the effect of a parallel velocity shear on ion�cyclotron
waves, it has been demonstrated that PVS can be an
important excitation mechanism of this plasma mode.
It is important to note that in a Q�machine, EIC wave
growth without shear has been observed in current free
plasma when free energy due to parallel velocity shear
was available. PVS is capable of generating a multiple
EIC spectrum with high order harmonics having mul�
titudes comparable to the fundamental. Electrostatic
ion�cyclotron instability lead by magnetic field�
aligned current was first observed in a narrows current
channel (width < ion gyro�radius) in a Q�machine
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[14]. Many of the characteristics of this instability that
have been investigated experimentally were in agree�
ment with the local theory of Drummond and Rosen�
bluth [15] appropriate to a uniform magnetized
plasma, in which electron drift along B field lines with
the same drift velocity at all points in plasma [16, 17].
The effect of a transverse gradient in the plasma flow
velocity parallel to the magnetic field on the excitation
of EIC waves has also been analyzed by Ganguli et al.
[10]. They showed that ion flow gradients (parallel
velocity shear) can give rise to a new class of ion cyclo�
tron waves via inverse cyclotron damping, with a
resulting spectrum of multiple cyclotron harmonics.
The effect of parallel velocity shear on EIC wave exci�
tation was studied experimentally by Agrimson et al.
[18], who pointed out that the typical configuration
used to study EIC wave production in the laboratory
necessarily included the presence of parallel ion flow
with transverse shear. These experiments provided clear
evidence that parallel velocity shear does play a role in
the excitation of EIC waves. Further observations of
inverse ion�cyclotron damping induced by PVS have
also been published by Teodorescu et al. [19].

Experimental results indicate that the presence of
parallel velocity shear may lead to the excitation of the
instability, even in narrow current filaments that would
otherwise not sustain the instability [20]. The instabil�
ities associated with velocity shear transitions separat�
ing plasmas moving in opposite directions have been
considered [21]. From one semi�infinite plasma
streaming with velocity v < 0 the transition can be of
the so called ion dominated (ID) type where the con�
fining current is only due to the ions and the typical
width of the transition is of the order of a typical ion
Larmor’s radius. In this kind of transition the elec�
trons are electrostatically confined. For v > 0 the tran�
sition can be of the so called electron dominated (ED)
type where the confining current is only due to elec�
trons while the ions are electrostatically confined. The
ED transition has a typical width of the order of a
mean electron Larmor’s radius. It has been shown [22]
that these two kinds of transition correspond to the two
boundaries of a streaming finite plasma beam, one of
the boundaries being of the ED type white the other
boundary is of the ID type.

There has been considerable interest in recent years
in studying the possibility of destabilizing space plas�
mas with velocity shears. There have, in particular
been both direct and indirect evidence for sharp hori�
zontal structures in field�aligned currents [23–26].
The two phenomena, intense bursts of field�aligned
currents and large localized ion up flows have been
shown to be on the edge of auroral arcs, where narrow
but intense parallel current densities also exist.

Interest has also been created in the role played by
horizontal shears in field�aligned flows in the excita�
tion of plasma waves in ionospheric and magneto�
spheric plasmas. Earlier theoretical study suggested

and using of the fluid theory that in the presence of
collisions, the horizontal shears in the field�aligned
ion velocity could produce very low frequency modes
in the frame of reference of moving F�region plasma at
an angle very close to perpendicular to the magnetic
field. Gavrishchaka et al. [27] concluded that the cur�
rent driven electrostatic ion�cyclotron mode could be
excited with parallel drifts significantly below the criti�
cal drift for homogenous EIC and also that infinitesimal
shears could destabilize waves. Gavrishchaka et al. [28]
explored the weak and strong shear limits of the earlier
paper to conclude that for weak shears the minimum
field�aligned currents were included much smaller than
the critical currents for EIC instabilities. Within the
fluid limit (requiring in particular that Tc � Ti), it was
found that collisions and Larmor’s radius corrections
both acted to modify the threshold conditions in the
regimes explored by Basu and Coppi [29] and Gavrish�
chaka et al. [27]. In particular, collisions usually meant
that the plasma could no longer become unstable to
infinitesimal shears, however, shears always introduced
a new zero current mode for ω/kαs < 1 (where αs be the
thermal velocity) for moderate shears.

In the case of parallel flow shear experiments per�
formed in the Q�upgrade machine it is found that ion�
cyclotron instability is originally excited by applying
positive bias potentials to a small disc electrode
adjusted at the centre of a magnetized plasma column.
This instability is enhanced by shear and is suppressed
by the larger shear. In the case of perpendicular flow
shear experiments on the other hand the ion cyclotron
instability is excited by the small disc electrode and
suppressed by only the slight shear. The perpendicular
shear is found to suppress both the current driven type
and the potential driven type instabilities which can be
excited by changing the bias voltage applied to the
small disc electrode.

Three dimensional electrostatic particle simulations
recently performed in order to investigate the effects of
ion flow velocity shear, in detail have shown that the
parallel velocity shear of the ion flow can excites these
low frequency instabilities and the excited instabilities
are localized at the velocity shear region. Parallel veloc�
ity shear is a plasma configuration with ion flow parallel
to the magnetic field, but with a velocity gradient trans�
verse to B. It is commonly observed along the Earth’s
auroral field lines and in association with magnetic
field�aligned currents, may excite ion�cyclotron waves.
In the present paper the effect of PVS on the excitation
of electrostatic ion�cyclotron waves in plasma has been
studied with and without field�aligned currents in labo�
ratory conditions.

ANALYSIS

Spatially homogeneous anisotropic plasma sub�
jected to an external magnetic field B0 = B0  and an

inhomogeneous DC electric field E0(x) = E0(x)  has

êz

êx
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been considered. In order to obtain the dispersion
relation, the Vlasov�Maxwell equations are linearized for
inhomogeneous plasma by small perturbations of E1, B1

and fs1. These are perturbed quantities and are assumed
to have harmonic dependence as expi(kr – ωt).

The linearized Vlasov equations obtained by sepa�
rating the equilibrium and non equilibrium parts fol�
lowing the technique of Misra and Pandey [30] and
Pandey et al. [31] in units of c = 1 (c is the speed of
light) are given as:

(1)

(2)

where the force is defined as F = mdv/dt.

(3)

The particle trajectories are obtained by solving the
equation of motion defined from Eq. (3) and S(r, v, t)
is defined as:

(4)

The method of characteristics solution is used to
determine the perturbed distribution function fs1. This
is obtained from Eq. (2) by

(5)

where the index s denotes species.
We transformed the phase space co�ordinate system

from (r, v, t') to (r0, v0, t – t'). The particle trajectories
obtained by solving Eq. (3) for the given external field
configuration by Misra and Tiwari [32] are given as:

(6)

Here, θ is the angle between the vectors k and B0. The val�
ues E '(x), E ''(x) are the derivatives of E(x) = E0x(1 –
x2/a2). Herewith:
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It should be noted that Δ' = ∂Δ/∂t represents the
drift velocity. The value a is the scale length of electric
field inhomogeneity. It is thought to be comparable to
the mean ion gyro�radius, but larger than the Debye’s
length. When x2/a2 < 1, E(x) becomes a constant uni�
form field.

After some lengthy algebraic simplifications fol�
lowing techniques out lined in Misra and Pandey [30]
the time integration gives the perturbed distribution
function as:

(7)

where

Here, Jn(λ1) is the Bessel’s function and the well�

known Bessel identity  =  is

used.
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The unperturbed bi�Maxwellian distribution func�
tion is written as:

(8)

Here, ξ'' is being the constant of motion and n0(x)
is the plasma particle density.

Now simplifying m = n, g = p and using the defini�
tions of current density, conductivity and dielectric
tensor, we get the dielectric tensor:

(9)

where

Now we consider the electrostatic ion�cyclotron
instability.

(10)

Here, N is the refractive index.
The required electrostatic dispersion relation can

be obtained by using the approximation of Huba [33]
and from Eqs. (8)–(10).
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where

Here, Z(ξ) is the plasma dispersion function [34], 
is the plasma frequency and In(s) is the modified
Bessel’s function of order n.

Above dispersion relation reduces to that of Huba
[33] if inhomogeneous DC electric field is removed
and further using α⊥s = α||s and following of the
assumptions of Pandey et al. [35], in order to get the
dispersion relation for electrons and ions (s = i, e) the
approximation for electrons are assumed as k⊥ρe � 1
and for ions no such assumption is done. Thus, above
equation becomes:

(12)

Substitution of the asymptotic expansion of Z(ξi) =

–1/ξi – 1/  for ions, |ξi| � 1 [34] and n0i = n0e with

further multiplying throughout by /ηi leads to:
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where

Multiplying Eq. (13) throughout by
( /k||α||i)

2, we obtain a quadratic equa�
tion as:

(14)

where

The solution of Eq. (14) is:

(15)

From this expression the dimensionless growth rate

has been calculated by computer technique when  <
4a1c1 and also the dimensionless real frequency has been
calculated from above expression. Hence, this criterion
gives a condition for the growth rate of wave with
homogeneous DC electric field considering inhomo�
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geneity in electric field is neglected. It means we have
discussed the case of homogeneous DC electric field.

RESULTS AND DISCUSSION

In this section, we show the solution of the Eq. (15)
for x2/a2 < 1 using parameters like a magnetic field, den�
sity gradient, thermal velocities and etc. which were rep�
resentative of laboratory by Kim and Merlino [16] and
Rosenberg, Merlino [17]. We consider plasma in which
the heavy positive ions are produced due to ionization of

K+ and light electron are produced from S  It is
assumed that electron and ion temperature ratio Te/Ti is
varying between 2 to 4. It is further assumed that the
plasma is immersed in a magnetic field whose strengths
are varying from 0.24 to 0.32 T and homogeneous DC
electric field strength from 4 to 12 V/m which is perpen�
dicular to magnetic field. In this case the positive ions
gyro�radius ρ ~ 0.095 cm having a temperature anisot�
ropy AT = T⊥i/T||i – 1 varying from 0.5 to 1.5 with density
gradient εnρi =0.2 has been considered. In this case we
would expect that the electrostatic ion cyclotron instabil�
ity could become excited by parallel velocity shear with
scale length Ai varying from 0.5 to 0.55.

In Fig. 1 the variation of growth rate γ/Ωi versus k⊥ρi

for different values of velocity shear scale length Ai has
been shown for other fixed plasma parameters. The
growth rate increases with increasing value of shear scale
length Ai and the bandwidth slightly increases with Ai but
the maxima of band does not shift. The maximum peak
value of growth rate is 4.05 × 10–3 at k⊥ρi = 2, Ai = 0.55.
The mechanism for instability of this mode is due to cou�
pling of regions of positive and negative wave energy. This
coupling occurs if velocity shear is non�uniform and
hence velocity shear is the source of instability.

Figure 2 shows the variation of growth rate γ/Ωi

versus k⊥ρi for various values of electron ion tempera�
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Fig. 1. Variation of growth rate γ/Ωi versus k⊥ρi for differ�
ent values of Ai and other parameters are B0 = 0.24 T,
Te/Ti = 2, E0 = 8 V/m, θ = 88.5°, AT = 1.5, εnρi = 0.2,
1—Ai = 0.5; 2—Ai = 0.55.

4.0

3.0

2.0

1.0

1 2 3 4 5 6 70

γ/Ωi, 10–3

k⊥/ρi

1

2
3

Fig. 2. Variation of growth rate γ/Ωi versus k⊥ρi for different
values of Te/Ti and other parameters are Ai =0.5, B0 = 0.24 T,
E0 = 8 V/m, θ = 88.5°, AT = 1.5, k⊥ρi = 0.2, 1—Te/Ti = 2;
2—Te/Ti = 3; 3—Te/Ti = 4.
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ture ratio Te/Ti, on this figure the growth rate increases
by increasing the values of electron ion temperature
ratio because due to inhomogeneity in electron ion
temperature that depends on the applied voltage of
electrodes. The maximum peak values of growth rate is
3.85 × 10–3 at the k⊥ρi = 2 with homogeneous DC
electric field, as velocity shear term is proportional to
electron ion temperature ratio Te/Ti.

Figures 3a and 3b show the variation of real fre�
quency ωr/Ωi (ωr is a real frequency) and growth rate
γ/Ωi versus k⊥ρi for different values of magnetic field
strength B0 with other fixed parameters listed in figure
caption. The growth rate and real frequency decrease

with increasing the magnetic field strength. Due to
change in magnetic field gyro�frequency has been
changed. The homogeneous magnetic field couples
positive and negative energy waves thus changes the
growth rate of the wave. The magnetic field strength is
a useful parameter for required velocity of EIC wave.
Hence, this is useful result for designing a machine for
cold spray and metal cutting operations.

Figures 4a and 4b shows the variation of real fre�
quency ωr/Ωi and growth rate γ/Ωi versus k⊥ρi for var�
ious values of homogeneous DC electric field. The
growth rate deceases with increasing of the value of
homogeneous DC electric field from 4 to 12 V/m. But
the real frequency increases with increasing the value
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Fig. 3. (a) Variation of real frequency ωr/Ωi versus k⊥ρi for different values of B0 and other parameters are Ai = 0.5, Te/Ti = 2,
E0 = 8 V/m, θ = 88.5°, AT = 1.5, εnρi = 0.2, 1—B0 = 0.2 T; 2—B0 = 0.24 T; 3—0.28 T. (b) Variation of growth rate γ/Ωi versus
k⊥ρi for different values of B0 and other parameters are Ai = 0.5, Te/Ti = 2, E0 = 8 V/m, θ = 88.5°, AT = 1.5, εnρi = 0.2. 1—B0 =
0.2 T; 2—B0 = 0.24 T; 3—B0 = 0.28 T.

35

25

15

5

1 3 5 60

ωr/Ωi, 10–3

k⊥/ρi

1

2

3 4.0

3.0

2.0

1.0

1 2 3 4 5 6 70

γ/Ωi, 10–3

k⊥/ρi

1 2

3

(a) (b)

2 4 7

Fig. 4. (a) Variation of real frequency ωr/Ωi versus k⊥ρi for different values of E0 and other parameters are Ai = 0.5, B0 = 0.24 T,
Te/Ti = 2, θ = 88.5°, AT = 1.5, εnρi = 0.2, 1—E0 = 16 V/m; 2—E0 = 20 V/m; 3—E0 = 24 V/m. (b) Variation of growth rate γ/Ωi
versus k⊥ρi for different values of E0 and other parameters are Ai = 0.5, B0 = 0.24 T, Te/Ti = 2, θ = 88.5°, AT = 1.5, εnρi = 0.2,
1—E0 = 16 V/m; 2—E0 = 20 V/m; 3—E0 = 24 V/m.
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of electric field. In general, this has a stabilizing effect
introducing to the resonant and non�resonant interac�
tions affecting on the growth rate and real frequency.
This result will be helpful for designing the machine
like a cold spray and metal cutting to control the fre�
quency and velocity of the wave. The velocity of EIC
wave is 1011 m/s for the value of homogeneous DC
electric field 8 V/m and it is 2527 m/s for 20 V/m with
other fixed parameters listed in figure caption.

Figure 5 shows the variation of growth rate versus
angle between wave number k⊥ and k|| like 0 with
parameter listed in figure caption. The maximum
growth rate obtained for θ = 88.5°. The parameters
like a density gradient εnρi and temperature anisotropy
AT = T⊥i/T||i – 1 have less effect on growth rate but the
growth rate increases slightly with increasing the val�
ues of εnρi and AT.

CONCLUSIONS

In this paper the effect of magnetic field, electric
field, electron ion temperature ratio, temperature
anisotropy of ions, shear scale length and density gra�
dient on the growth rate and real frequency have been
discussed separately. This result is useful for designing
machine for cold spray & metal cutting operations
with help of required velocity of generated and excited
EIC wave.
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Water, which has been considered until recently to
be an elementary chemical compound playing the role
of a universal solvent, turns out to be inexhaustible
from the point of view of its form and content [1, 2].
Even chemically pure water is a complex system con�
sisting of a large number of particles with different iso�
tope compositions, molecular masses, charges, and
structures of the elements linked by mobile equilibri�
ums sensitive to variations in the medium’s parameters.
It is a system possessing memory, i.e., the inhereditabil�
ity of the properties of previous states [1–8]. According
to Zenin, the results of the detailed investigation of a
sequence of elementary acts in water turned out to be
stunning: the water appeared before the researches as
a strictly ordered completely determinate system
rather than a chaotic cluster of molecules [1, 2].

The idea about water molecules as basic elements
of the aquatic environment had to be substituted by
the real pattern of the existing stable structural ele�
ments (water “quanta”) consisting of a large number
of molecules. In the brilliant theoretical and experi�
mental works of Zenin, it was demonstrated that there
are several informative levels in water that consist of
stable structural elements with different sizes with
them being a result and a consequence of the state of
the electromagnetic water field [1, 2].

Direct proof of its existence has been obtained
recently in [9, 10]. The so�called autooptical effect,
i.e., variations in the optical density of samples during
their exposure under mirror surfaces was revealed in
water and blood preparation tests. Distilled and drink�
ing water were used as test samples. The authors
reached the conclusion that the mirrors form an opti�
cal resonator ensuring the mutual effect of the objects
in it due to the generation of standing waves corre�
sponding to the resonant frequencies of the system.

The water field reflected at the mirror is biologically
active: if a palm is placed under it, functional systems
of the human organism start reacting and it is possible
to register this reaction based on cardiorythmograms
or with the help of the Foll method [2].

In our experiment, an attempt was made to detect
the water field based on its biological action on plants,
namely, the influence on seed germination. In this
case, the water field outside a closed reservoir (a Petri
cup) filled with water was analyzed rather than the
field reflected at the mirror and evidently making up
only a part of the total water field.

TECHNIQUE

Seeds of winter triticale (Ingen�93) and winter
wheat (N335) were used. The experiments were per�
formed in a factorostatic chamber at a temperature of
22°C. The seeds were placed into reference and test
Petri cups with 50 pieces in each. The version included
three–four cups. It all the experiments, each test cup
with the dry and wetted (for 24 h) seeds was placed on
a closed cup filled with water (the technique of posi�
tioning the cups with the seeds under the cups with the
water gave the same results). Water with different
physical�chemical properties and structural states was
used [11] (in this study, the preliminary estimation of
these water properties was not made): (1) tap water
(TW) and spring water (SW); (2) ordinary tap water
(TW), boiled water (BW), and thawed water (ThW);
(3) tap water (TW) and distilled water (DW); (4) ordi�
nary tap water (TW) and the water treated with milli�
meter radiation (MMR) with a wavelength of 5.6 mm
and a power density of 6 mW/cm2, and exposures of
8 and 30 min (TW + MMW 8 min; TW + MMW
30 min); and (5) ordinary tap water (TW), boiled
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water (BW), and thawed water (ThW) using electro�
magnetic shields (aluminum foil). The cups with the
dry and wetted seeds were exposed for 24 and 72 h. In
one of the references, an empty cup was positioned
under the cup with seeds during all the test. After that,
the cups with the water were removed. Then, the refer�
ence seeds and the seeds of the test versions were ger�
minated in the above types of water. The cups with the
seeds were randomly positioned not less than 5 cm
away from one another. In 2 and 4 days, the number of
sprouts, i.e., the germination energy (GE) and the
complete germination capacity (G), was evaluated
according to the methodological requirements of [12].
In 7 days, the number of right sprouts (the first leaf of
right sprouts is folded clockwise, while that of left
sprouts, counterclockwise) was counted [13, 14].

RESULTS AND DISCUSSION

It is seen from Table 1 that the reference cup with
the seeds above the empty cup and without such a cup
do not differ as far as the germination energies and
seed germination capacities are concerned. Thus, the
empty cup did not affect the state of the seeds. In case
of the seeds soaking in spring water, their germination
energy is substantially higher as compared to the ver�
sion of soaking in tap water (by 15%).

The germination energy and germination capacity
at the distant action of tap water on the seeds do not
differ from the reference. At the same time, a substan�
tial increase in the germination energy and germina�
tion capacity during the noncontact action of the
spring water on the seeds was revealed (this water was
taken from the spring situated in Krikova in the Kriu�
laynsky region of the Moldova Republic).

Thus, the stimulus from the spring water distantly
affected the dry seeds, and this stimulus can be only
the field of this water. Moreover, the parameters of the
test version become equal to those of the reference
sample in which the seeds were soaked in spring water.
Here, the assumption can be made that the spring
water has distantly affected the water present in the dry

seeds in a bound, i.e., structurized, state. It turned out
to be sufficient for the seeds to react as if they were
contactly affected by spring water rather than tap
water.

The exposure of the cups with spring water for 72 h
is much more effective as compared to the exposure in
tap water. No differences were revealed between the
versions of the exposure of the cups with spring water
for 24 and 72 h. Probably, there is a lower effective
threshold of such exposure. On the whole, more pre�
cise results are observed as far as the germination
energy parameter is concerned.

Thus, the presence of a water field outside a closed
reservoir filled with water has been experimentally
proved. The biological activity of this field is likely to
depend on the structural (informative) state of the
water. This field is not shielded by the plexiglas the
Petri cups are made of.

For more precise data on the presence of the water
field and the dependence of its activity on the struc�
tural state of the water to be obtained, an experiment
using contrasting versions of the structural state of tap
water (ordinary, boiled, and thawed) was carried out
[11]. Dry seeds were exposed for 24 h above the cups
filled with the above�mentioned types of water and
then were germinated in tap water. The seeds of the
reference samples were germinated in the same types
of water. The germination capacity of the seeds and the
number of right sprouts were taken into account. It is
known that the right sprouts of Gramineae are charac�
terized by more active growth as compared to the left
sprouts [13, 14]. Based on the plentiful data, it is a
more convenient criterion for evaluating the stimula�
tion effect observed in Gramineae under the effect of
different factors on seeds [13, 14].

As far as the reference sample is concerned, the
seed stimulation parameter is the “thawed water” ver�
sion as compared to the “ordinary water” and “boiled
water” versions. There are no differences between the
last two versions (Table 2).

Table 1.  Germination energy and germination capacity of triticale seeds at the distant 24 and 72 h long action of tap and
spring water on dry seeds, %

No. Versions Germination energy Germination capacity

1 Germination in TW (reference sample 1) 77.0 ±2.51 88.0 ± 2.00

2 Germination in TW (reference sample 2) 79.3 ± 2.42 88.7 ± 2.35

3 Distant action of TW for 24 h, germination in TW 80.0 ± 0.00 96.0 ±3.51

4 Distant action of TW for 72 h, germination in TW 78.0 ±1.34 84.7 ±4.04

5 Germination in TW (reference sample 3) 92.0 ± 2.67 92.0 ±2.00

6 Distant action of SW for 24 h, germination in TW 86.7 ±3.51 97.3 ±1.36

7 Distant action of SW for 72 h, germination in TW 87.3 ± 2.67 95.3 ±1.36

Note: reference sample 2 is an empty cup under the Petri cup with the seeds; Student’s criterion t for the pairs of versions according to
the germination energy: 1.5–4.45, 1.7–2.81, 4.7–3.11; for the germination capacity: 1.7–3.02.
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In the “ordinary water” and “thawed water” test ver�
sions of exposure, an excess over reference sample 1
(“ordinary water”) was revealed. The water field, it
being in this case the field of ordinary and thawed
water, activates dry seeds. Substantial differences in
the flavor of the thawed water field as compared to refer�
ence sample 1 (the germination of the seeds in tap water)
were observed. Recall that, in this test (version 6, Table 2),
the seeds after their exposure above the cup with the
thawed water were also germinated in tap water. On the
whole, the best results were obtained for the “number
of right sprouts” parameter.

Thus, it is unambiguously demonstrated that the
activity of the water field depends on its structural
(informative) state: in this experiment, it is the highest
for the thawed water.

As for the investigation of the role of the structural
(informative) state of the water during its contact and
distant action on the seeds, the “tap water–distilled
water” pair is of interest since, according to Zenin
[1, 2], several informative structural levels (molecular
clusters) of water are formed in distilled water as early
as at a normal temperature.

The data (Table 3) showed that the germination of
the seeds in distilled water yields a substantial increase
both in the germination energy and the number of
right seeds as compared to the version with the germi�
nation in tap water (by 18.6 and 11.4%, respectively).
It is likely to be attributed to the effect of both the

chemical and the structural states of these two types of
water.

It was confirmed during the distant effect of dis�
tilled water on the seeds: the further germination of the
seeds in tap water yielded a substantial increase in the
number of right sprouts as compared to the reference
sample (by 19.8%), where the seeds were also germi�
nated in tap water.

It is noteworthy that the germination of seeds in
distilled water always gives identical values for all the
reference and test versions (e.g., the summation of the
effects at the simultaneous distant and contact action
of distilled water is absent (version 5, Table 3)). Thus,
the value of the effect is characterized by a certain
optimum.

Based on our data, in the case of the seed germina�
tion in the water subjected to the effect of a weak mil�
limeter�range electromagnetic field or millimeter
radiation (MMR), the stimulation of the primary pro�
cesses of the seeds’ metabolism is observed: the germi�
nation energy and the germination capacity increase,
the growth rate of the sprouts accelerates, and the
number of right sprouts grows [13, 14]. According to
the literary data [3, 4], MMR facilitates the structur�
ization of the water, which yields an increase in its bio�
logical activity. Thus, it was expedient to stage an
experiment using a pair consisting of tap water and the
same water treated with MMR (the wavelength was
5.6 mm, the power density was 6 mW/cm2, and the

Table 2. Germination capacity of triticale seeds and the number of right sprouts at the distant action of tap water (ordinary,
boiled, and thawed) on seeds, %

No. Versions Germination capacity Number of right sprouts

1 Germination in TW (reference sample 1) 85.3 ±4.11 57.0 ±1.12

2 Germination in BW (reference sample 2) 84.7 ±4.67 59.2 ± 2.54

3 Germination in ThW (reference sample 3) 93.3 ± 6.57 66.0 ± 7.05

4 Distant action of TW, germination in TW 93.0 ±4.56 60.0 ± 6.24

5 Distant action of BW, germination in TW 84.3 ± 2.68 49.2 ± 6.05

6 Distant action of ThW, germination in TW 93.3 ±3.53 64.2 ±2.36

Note:  Student’s criterion t for the version pairs by the number of right sprouts is 1.6–2.76.

Table 3. Germination energy of triticale seeds and the number of right sprouts at the distant action of tap and distilled water
on dry seeds, %

No. Versions  Germination capacity Number of right sprouts

1 Germination in TW (reference sample 1) 70.7 ±3.01 32.8 ±1.65

2 Germination in BW (reference sample 2) 89.3 ±1.76 44.2 ± 2.89

3 Distant action of TW, germination in DW 80.7 ±4.76 45.3 ± 2.67

4 Distant action of DW, germination in TW 68.0 ± 3.05 52.6 ± 5.22

5 Distant action of DW, germination in DW 86.0 ±1.15 41.5 ±6.43

Note: Student’s criterion t for the version pairs according to the germination energy: (1 and 2) 3.29, (1 and 3) 3.48, (4 and 5) 3.21, and
(2 and 4) 3.33; according to the number of right sprouts: (1 and 2) 3.28, (1 and 3) 4.03, (1 and 4) 3.62, and (1 and 5) 2.90.



SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 47  No. 4  2011

THE DISTANT EFFECT OF WATER ON SEEDS OUTSIDE A CLOSED RESERVOIR 381

exposure was 8 and 30 min) that served as a stimulus
for the seeds [13, 14]. Dry and soaked (for 24 h) seeds
of wheat (N335) were treated with MMR and ana�
lyzed. It is known that soaked seeds are more sensitive
to the effect of MMR [13, 14].

According to Table 4, the thawed water in the refer�
ence sample again turned out to be more efficient than
tap water (see Table 2). By the energy of the germina�
tion parameter for the dry and soaked seeds, the
increase was by 8.7% and 20.7%, respectively. The
effect of the MMR on the water in case of a 30 min�
long exposure ensured its substantial stimulating effect
on the germination of the dry seeds (a 13.3% excess
over the reference sample). Unfortunately, these ver�
sions were not tested for soaked seeds, but the previous
data showed that both MMR exposures for soaked
seeds are stimulating [13, 14].

The distant action (for 24 h) of the thawed water on
the dry and soaked seeds confirmed its stimulating
function with respect to the seeds’ germination with
this effect (as before, version 2, Table 4) being better
expresses in the soaked seeds (a 14.0 and 20.7%
increase, respectively).

The answer to the key question of this experiment
is as follows: the treatment of water with MMR pro�
viding stimulation of the seed germination at the con�
tact action of this water on the seeds also yields the
stimulation of the seeds germination at a distant action
on them. This effect is again the most pronounced for
the soaked seeds. They are stimulated by the water
treated with two MMR exposures (8 and 30 min, the
increase is 23.3 and 28.7%, respectively), while, for the
dry seeds, the stimulation action was revealed only at a
30 min�long exposure (a 9.3% increase).

Thus, as in the previous tests (Tables 1–3), the
effect of the water field turned out to substantially
depend on the structural state of the water.

To determine the nature of the water field, we car�
ried out an experiment where the Petri cups with water
placed under the cups with dry seeds were covered with
aluminum foil. Thus, an electromagnetic shield was

created between the cups with the seeds and the water.
The versions with boiled and thawed water were used.

As for the germination energy of the seeds, the ver�
sion “thawed water” is predominant over the “boiled
water” version in the reference sample (Table 3). As in
the previous experiment, the exposure of the thawed
water field to the dry seeds that are subsequently ger�
minated in tap water gives the same result as in case of
the direct germination of the seeds in the thawed water
(Table 5).

In the test versions without a shield, the version of
the “thawed water” field exposure also predominated
over the version of the “boiled water” exposure. A sim�
ilar situation is observed in the test version with shield�
ing. In this case, the absolute values of the effects
almost coincide in both cases.

Thus, the water field penetrates through the elec�
tromagnetic shield (at least, its component capable of
stimulating the seed germination).

A similar picture was observed concerning the ger�
mination capacity: the “thawed water” test specimens
substantially exceed the “boiled water” version both
without and with a shield. Moreover, the shielding
does not only weaken the effect but slightly intensifies
it, which can be seen from the data of the germination
energy.

As for the number of right sprouts, the observed
regularity is similar to that for the germination energy
and germination capacity. The differences between the
contrasting test versions are substantial. The slight
excess in the “shield” version over the version “with�
out a screen” seems to be the result of the shield’s
operation as a mirror that, according to [9, 10], facili�
tates additional self�structurization of the water and
the amplification of its total field and an unshielded
component.

Thus, based on the behavior of three objective
parameters, namely, the germination energy, the ger�
mination capacity, and the number of right sprouts
grown from these seeds, it is possible to say that an

Table 4.  Germination energy of wheat seeds at the distant action of tap (ordinary and thawed) water and the water treated
with millimeter radiation, %

No. Versions Dry seeds Soaked seeds

1 Germination in TW (reference sample 1) 42.0 ± 2.45 54.0 ± 4.95

2 Germination in ThW (reference sample 2) 50.7 ±1.24 74.6 ± 2.91

3 Germination in TW + MMR for 8 min (reference sample 3) 40.7 ±4.78

4 Germination in TW + MMR for 30 min (reference sample 4) 53.3 ±1.24

5 Distant action of ThW, germination in TW 56.0 ±4.22 74.7 ± 2.91

6 Distant action of TW + MMR 81, germination in TW 49.3 ± 2.06 77.3 ± 2.62

7 Distant action of TW + MMR 301, germination in TW 51.3 ±2.06 82.7 ± 2.64

Note:  The Student criterion t for the version pairs for dry seeds: (1 and 2) 3.29, (1 and 3) 3.16, (1 and 4) 4.11, (1 and 5) 2.87, (1 and 6)
2.28, (1 and 7) 2.81; for soaked seeds: (1 and 2) 3.618, (1 and 5) 3.61, (1 and 6) 4.16, (1 and 4) 5.12.
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electromagnetic shields does not completely hinder
the water field.

Note one more important fact: the water field
exerts not only a stimulating effect (as in the case with
the thawed water) but also an inhibiting one (as in the
case with the boiled water). For example, the number
of right sprouts in the “boiled water” test version sub�
stantially decreases as compared to the “boiled water”
reference sample.

From the standpoint of the obtained data, it seems
appropriate to analyze the test on revealing the line of
far�ranging correlation between the populations of
protozoa unicellular organisms in a water solution [5].
The solution was poured into two dishes, namely, an
experimental and a reference one, made of a chemi�
cally neutral plastic. The solution in the experimental
dish was subjected to a weak electromagnetic field of
the millimeter range and a human field. The response
of the system was registered by measuring the resis�
tance of the water medium. Immediately after the
action, the bottom of the experimental dish was set in
contact with the surface of the water from the refer�
ence dish.

A synchronous response was revealed in both
dishes; i.e., the excited state of the test object was
passed to the reference object without any changes.
The authors completely covered the bottom of the
experimental dish with aluminum foil. No changes in
the dynamics of the responses to the external action
were observed in the reference and the experimental
dishes.

The authors think that this effect shows that the
far�ranging line of intercellular bonds of protozoa
cannot be shielded. The authors also introduced the
notion of the biological energy field of a living organ�
ism with properties different from those of an electro�
magnetic field. In this case, the biological structuriza�
tion of water providing for the transfer of these
biofields takes place owing to bioobjects (protozoa).

In this experiment, the line of the far�ranging bond
between water and dry seeds (or, as assumed above,

between the free water of the inductor and the bound
water of the seeds (receiver)) was also obtained. It was
also revealed that this line of the far�ranging bond can�
not be shielded. We think that, in the experiment with
the protozoa solution [5], the key role in “establish�
ing” the bond line is played by water. Water is capable
of the distant transfer of its state to objects of different
nature owing to the generation of a specific field kin�
dred to the field of a living organism.

As was mentioned above, a water field capable of
“self”�amplification during its reflection at a mirror’s
surface was observed in the experiment, with the
increase in the optical density of the water during this
process pointing to it [9. 10]. In our experiment, alu�
minum foil also played the role of a mirror, but the
field was not completely shielded in this case. At least,
the distant biological activity of the water’s field did
not decrease as compared to the analogous activity of
the water the seeds were soaked in.

The situation observed for the water’s field is simi�
lar to that of the notion of a biological field: the latter
is considered to be either an ensemble of known phys�
ical fields with different penetrating powers [15] or a
field with an additional unidentified component. In
the literature, this component is called a torsional
[16], chronal [17], or nucleon [18] field, etc. We think
that here we face the effect of the nonlocal interaction
of macroobjects [19] analogous to the nonlocal inter�
action of elementary particles [20], which is one of the
key regularities in quantum mechanics.
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