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Extending sloops of cardinality 16 to SQS-skeins
with all possible congruence lattices

Magdi H. Armanious and Enas M. A. Elzayat

Abstract

It is well known that each STS(15) with a sub-STS(7) is derived [11]. In this article, we will
improve this result by showing that each non-simple sloop L of cardinality 16 with any possible
congruence lattice C(L) can be extended to a non-simple SQS-skein S of cardinality 16 with all
possible congruence lattices for C(S). Accordingly, we may say that any triple system STS(15)

with m sub-STS(7)s is a derived triple system from an SQS(16) having n sub-SQS(8)s for all
possible non-zero numbers of m and n.

1. Introduction
A Steiner quadruple (triple) system is a pair (L; B), where L is a �nite set and B
is a collection of 4-subsets (3-subsets) called blocks of L such that every 3-subset
(2-subset) of L is contained in exactly one block of B [9], [10]. Let SQS(m)
denote a Steiner quadruple system (brie�y: quadruple system) of cardinality m
and STS(n) denote Steiner triple system (brie�y: triple system) of cardinality n.

It is well known that SQS(m) exists i� m ≡ 2 or 4 (mod 6) and STS(n) exists
i� n ≡ 1 or 3 (mod 6) (cf. [9], [10]).

Let L = (L;B) be a quadruple system. If one considers Lx = L − {x} for
any point x ∈ L and deletes that point from all blocks which contain it then the
resulting system (Lx; B(x)) is a triple system, where B(x) = {b‘ = b−{x} : b ∈ B
and x ∈ b}. Now, (Lx; B(x)) is called a derived triple system (or brie�y DTS) of
(L;B) (cf. [9], [10]).

There is one to one correspondence between STSs and sloops. A sloop L =
(L; ·, 1) is a groupoid with a neutral element 1 satisfying the identities:

x · y = y · x, 1 · x = x, x · (x · y) = y.

2000 Mathematics Subject Classi�cation: 05B30, 08A99, 05B07, 20N05
Keywords: Steiner triple system, derived sloop, Steiner quadruple system, SQS-skein.



2 M. H. Armanious and E. M. A. Elzayat

Notice that for any a and b ∈ L the equation a · x = b has the unique solution
x = a · (a · x) = a · b, i. e., L is a quasigroup.

A sloop L is called Boolean if it satis�es in addition the associative law.

Also, there is one to one correspondence between SQSs and SQS-skeins (cf.
[9], [10]). An SQS-skein (S; q) is an algebra with a unique ternary operation q
satisfying:

q(x, y, z) = q(x, z, y) = q(z, x, y),
q(x, x, y) = y,

q(x, y, q(x, y, z)) = z.

Since the equation q(a, b, x) = c has the unique solution q(a, b, c) = x for
a, b, c ∈ S, it follows that an SQS-skein (S; q) is a ternary quasigroup (3-quasigroup).

An SQS-skein (S; q) is called Boolean if it satis�es in addition the identity:
q(a, x, q(a, y, z)) = q(x, y, z).

The sloop associated with a derived triple system is also called derived.
A subsloop N of L (sub-SQS-skein of S) is called normal if and only if N = [1]θ

(N = [x]θ) for a congruence θ on L(respectively,S) (cf. [1], [12]).
A subsloop N is called normal if and only if

x · (y ·N) = (x · y) ·N

for all x, y ∈ L [12].
There is an isomorphism between the lattice of normal subsloops (sub-SQS-

skeins containing a �xed element) and the congruence lattice of the sloop (SQS-
skein) (cf. [1], [12]). Quackenbush in [12] and similarly the author in [1] have
proven that the congruences of sloops (of SQS-skeins) are permutable, regular and
uniform. Moreover, they proved the following property well known from groups.
Theorem 1. Every subsloop (sub-SQS-skein) of a �nite sloop L = (L; ·, 1) (SQS-
skein S = (S; q)) with cardinality 1

2 |L| (respectively, 1
2 |S|) is normal.

The variety of all sloops (SQS-skeins) is a Mal`cev variety. Any Boolean group
is a sloop that is called a Boolean sloop. If (G; +) is a Boolean group, then
(G; q(x, y, z) = x + y + z) is a Boolean SQS-skein [1]. The class of all Boolean
sloops (Boolean SQS-skeins) is the smallest non-trivial subvariety of the variety
of all sloops (SQS-skeins).

In section 2, we will do an algebraic classi�cation of the class of all sloops of
cardinality 16 according to the shape of its congruence lattice and the concepts
of solvability and nilpotence. We will show that this classi�cation coincides with
the combinatorial classi�cation based on the number of subsystems of cardinality
7 (cf. [5], [7]) and the classi�cation of the class of all SQS-skeins of cardinality 16
(cf. [1]).

Let L be a derived sloop from an SQS-skein S, then the congruence lattice
C (S) of S is a sublattice of the congruence lattice C (L) of L. We are faced with
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the question: is any sloop L of cardinality 16 derived from an SQS-skein S for all
possible sublattice C (S) of the lattice C (L) ?

Among the DTS(15)s determined in [11], there are 23 systems having a sub-
system of order 7. In this article, it will be shown that any STS(15) with n
sub-STS(7)s can be extended to an SQS(16) with 2n sub-SQS(8)s in particular
and to an SQS(16) with all possible number of sub-SQS(8)s in general.

Clearly any Boolean sloop is derived from a Boolean SQS-skein and both have
the same congruence lattice. In subsection 3.1, we will show that any non-simple
sloop L of cardinality 16 can be derived from an SQS-skein S in which both L
and S have the same congruence lattice.

In [8] Guelzow constructed a semi-Boolean SQS-skein of cardinality 16 all of
whose derived sloops are Boolean. Then, we may say that if the congruence lattices
of all derived sloops of an SQS-skein are isomorphic, it is not necessary that the
congruence lattice of this SQS-skein is isomorphic to them.

Subsection 3.2 is devoted to the proof that any non-simple sloop L of cardinality
16 can be extended to an SQS-skein S with any proper sub-lattice C (S) of the
lattice C (L).

2. Algebraic classi�cation of sloops of cardinality 16

We de�ne the solvability of sloops similarly as the de�nition of solvability of SQS-
skeins given in [1]. A congruence θ of a sloop L (an SQS-skein S) will be called
Boolean if L/θ (S/θ) is Boolean. Clearly, the largest congruence of any sloop
(SQS-skein) is Boolean and the intersection of any two Boolean congruences is
Boolean.

A Boolean series of congruences on a sloop L (an SQS-skein S) is a series of
congruences

1 := θ0 ⊇ θ1 ⊇ θ2 ⊇ ... ⊇ θn := 0

such that the factor algebra [1]θi/θi+1 (respectively, [x]θi/θi+1) is a Boolean sloop
(respectively, SQS-skein) for all i = 0, 1, ..., n− 1. If n is the smallest length of a
Boolean series, then L (respectively, S) is solvable of length n.

Centrality in Mal`cev varieties is de�ned in [13]. We apply this de�nition on
sloops similarly as in SQS-skeins [1]. A congruence of a sloop L (an SQS-skein
S) is called central, if it contains the diagonal relation

∆L = {(a, a) : a ∈ L} (∆S = {(a, a) : a ∈ S})
as a normal subsloop of L (respectively, sub-SQS-skein of S). A central congruence
of the sloop L (SQS-skein S) is denoted by ξ(L) (respectively, by ξ(S)). If there
is a series of congruences on L (of S)

1 := θ0 ⊇ θ1 ⊇ θ2 ⊇ . . . ⊇ θn := 0
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such that θi/θi+1 ⊆ ξ(L/θi+1) (respectively, θi/θi+1 ⊆ ξ(S/θi+1)) for all i =
0, 1, ..., n − 1, then this series is called central series of L (of S). Also, L (respec-
tively, S) is called nilpotent of class n, if n is the smallest length of central series
in L (in S). A construction of nilpotent sloops (SQS-skeins) of class n for each
positive integer n is given in [3] and [4].

It is routine matter to see that the class of all solvable sloops (SQS-skeins)
and the class of all nilpotent sloops (SQS-skeins) are varieties. It is easy to show
that each central series of L (of S) is a Boolean series (cf.[1]). Then we may say
that the variety of nilpotent sloops (SQS-skeins) is a subvariety of the variety of
solvable sloops (SQS-skeins) [1]. Notice that not every solvable sloop (SQS-skein)
is nilpotent (examples of a solvable sloop L (SQS-skein S ), which is not nilpotent,
will be given in Lemma 2 for n = 1 and 2).

By the de�nition of solvability, we may say that the cardinality |L| (|S|) of a
solvable sloop L (SQS-skeins S) is equal to 2n for a positive integer n. The class of
solvable sloops (SQS-skeins) of order 1 and the nilpotent sloops (SQS-skeins) of
class 1 are exactly the Boolean sloops (SQS-skeins). Notice that all sloops (SQS-
skeins) of cardinality 2, 22 and 23 are Boolean and for any positive integer n, there
is exactly one Boolean sloop (SQS-skein) (up to isomorphism) with cardinality 2n

that is the direct power of the 2-element group.
To determine the di�erent classes of sloops of cardinality 16, let L (respec-

tively, S) be a non-simple sloop (SQS-skein) with |L|= 16 (|S|= 16 ) and C (L)
(C (S)) be its congruence lattice. If C (L) (C (S)) has more than one atom, then
L (respectively, S) is Boolean. If C (L) (C (S)) has exactly one atom θ, then
C (L/θ) (respectivelt, C (S/θ)) is isomorphic to the lattice of subgroups Sub(Zn

2 )
for n = 1, 2 or 3, where Z2 is the 2-element group. This leads directly to a similar
classi�cation of the class of SQS-skeins of cardinality 16 (cf. [1], [2]).
Lemma 2. Let L(S) be a sloop (an SQS-skein) of cardinality 16 and θ be an
atom of the congruence lattice C(L) (C(S)). Then L(S) is simple or C(L/θ) ∼=
C(S/θ) ∼= Sub(Zn

2 ) for n = 1, 2, 3 or C(L) ∼= C(S) ∼= Sub(Z4
2). Moreover, L(S) is

solvable of length 2 for n = 1 or 2, nilpotent of length 2 for n = 3 and Boolean for
the last case.
Proof. The proof for SQS-skeins is given in [1]. Similarly, one can easily prove the
lemma for sloops.

Any subsloop (sub-SQS-skein) of cardinality 1
2 |L| ( 1

2 |S|) corresponds to a
maximal congruence in C (L) (C (S)). The converse is true specially for sloops
(SQS-skeins) of cardinality 16, which means that a maximum congruence in C (L)
(C (S)) corresponds to a subsloop (2 sub-SQS-skeins) of cardinality 8. This leads
us to reformulate the classi�cation given in Lemma 2 into classi�cation depending
on the number of subsloops (sub-SQS-skeins) of cardinality 8, as in the following
lemma.
Lemma 3. Let L(S) be a sloop of cardinality 16, then L(S) has n subsloops ( 2n
sub-SQS-skeins) of cardinality 8 for n = 0, 1, 3, 7 or 15.
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In fact, these classes associate with the same well-known classes of triple sys-
tems of cardinality 15. In [5], [6] and [7] all possible triple systems of order 15
were given. This means that structures of sloops of cardinality 16 with any pos-
sible congruence lattice (equivalently with any possible number of subsloops of
cardinality 8) are well known. Also, examples of SQS-skeins of cardinality 16
with each possible congruence lattice (equivalently with any possible number of
sub-SQS-skeins of cardinality 8) are well known (cf. [1] and [2]).

3. Extending a sloop L(16) to an SQS-skein S(16)
Cole, White and Cummtings [7] �rst determined that there are exactly 80 non-
isomorphic triple systems of order 15. A listing of all 80 triple systems can be
found in Bussemark and Seidel [5]. A triple system is called derived, if it can be
extended to a quadruple system. There are 23 triple systems of order 15 having
subsystems of order 7. All are derived [11].

Let L = (L; ·, 1) be a derived sloop of an SQS-skein S = (S; q), so the funda-
mental operations of L are polynomial functions of the operation q, which means
in general that the congruence lattice C(S) is a sublattice of C(L). Namely, if
C(L/θ) ∼= Sub(Zm

2 ) and C(S/θ) ∼= Sub(Zn
2 ) for an atom θ, then n 6 m. As a

special case, if L is simple derived sloop from the SQS-skein S, then S must be
simple. Notice that each triple system having no subsystems of order 7 associates
with a simple sloop.

This paper is a generalization of the result of Phelps in [11] that every non-
simple sloop of order 16 can be extended to a SQS-skein of order 16. The question
that the following two sections nearly answers is therefore: Given a non-simple
sloop L (Steiner loop) with any congruence lattice C (L), does there exist an
SQS-skein S of order 16 such that L is derived from S for all possible C(S) ? The
only situation not answered in this paper is: L any sloop and S simple. Otherwise,
the answer is yes.

3.1. Extending a sloop L(16) to an SQS-skein S(16)
with C(S)=C(L)

In this section, we will show that: A non-simple sloop L with a certain congru-
ence lattice C (L) can be extended to a non-simple SQS-skein S having the same
congruence lattice C (S); i. e., C (L) = C (S). In other words, an STS(15) with
a non-zero number n of sub-STS(7)s can be extended to an SQS(16) having 2n
sub-SQS(8), for each possible number n; i.e., n = 1, 3, 7 or 15.

Now, let L1 = (L1; · , 1 ) be the Boolean sloop of cardinality 8 and (L1 −
{1}; B1) be the corresponding triple system of L1. It is known that (L1−{1}; B1)
and the projective plane PG(2, 2) are isomorphic, so we can index the element of
L1 − {1} as follows:
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{a0, a1, ..., a6} where {0, 1, ..., 6} is the set of points of PG(2, 2) such that
{i, j, k} is a line in PG(2, 2) if and only if {ai, aj , ak} is a block in B1. More-
over, we denote the set of lines of PG(2, 2) by the set {i, i + 1, i + 3} (mod 7).

Let F = {F0, F1, ..., F6} be a 1-factorization of the complete graph with the
vertices L1, where Fi = {ajak : aj ·ak = ai in L1}. We observe that 1ai is an edge
in Fi for each i. Also, we consider the sets L2 = {b, b0, b1, ..., b6} and L = L1 ∪ L2

such that L1 ∩L2 = ∅. We de�ne the 1-factorization G of the complete graph K8

with the set of vertices L2 similarly as F by writing b instead of 1 and bi instead
of ai in each factor of F. Now we are ready to formulate the following well-known
constructions for sloops and SQS-skeins of cardinality 16 [10].
Construction 1. Let α be a permutation on the set {0, 1, ..., 6}. By taking B :=
B1 ∪ {{ai, bj , bk} : bjbk ∈ Gα(i)}, then (L − {1}; B) is a triple system containing
(L1 − {1};B1) as a subsystem [10].

Let L = (L; · , 1 ) be the given associated sloop with the triple system (L −
{1}; B) and L1 = (L1; ·, 1) be the associated subsloop, where the binary operation
"." is de�ned by:

x · y :=
{

z if {x, y, z} ∈ B

1 if x = y

By Theorem 1, we may say that L has at least one maximal congruence θ0

determined by the normal subsloop L1.
Theorem 4. Construction 1 yields precisely all non-simple sloops of cardinality
16.

Proof. Without loss of generality, we may call the elements of L, L1 and L2 =
L−L1, the sloop L = (L; ·, 1), the subsloop L1 = (L1; ·, 1) and the 1-factorization
F on L1 exactly as the preceding de�nitions. Since b ·ai ∈ L2 for each ai ∈ L1, we
may de�ne the permutation α on the set {0, 1, 2, ..., 6} by bα(i) = b · ai.

Moreover, we de�ne a 1-factor Gα(i) on L2 by the rule: xy ∈ Gα(i) if and only
if x · y = ai in L. This supplies us with a 1-factorization G = {G0, G1, ..., G6} on
the set of points L2.

Let (L−{1};B) be the triple system constructed by construction 1. If {ai, aj , ak}
is a block in B1, then ai · aj = ak in L1 and if {ai, bj , bk} is a block in B, then
ai = bj · bk in L. This means that the triple system (L − {1}; B) coincides with
the associated triple system with the sloop L. This completes the proof of the
theorem.

Construction 2. Let
Q1 = {{x1, x2, y1, y2} : 0 6 i 6 6, x1x2 ∈ Fi&y1y2 ∈ Fi},
Q2 = {{x1, x2, y1, y2} : 0 6 i 6 6, x1x2 ∈ Gi&y1y2 ∈ Gi},
Q = Q1 ∪Q2 ∪ {{x1, x2, y1, y2} : 0 6 i ≤ 6, x1x2 ∈ Fi &y1y2 ∈ Gα(i)}.

Since L1 is a Boolean sloop, so for all x, y, z, w ∈ L1 if x·y = z ·w, then x·z = y ·w
and y · z = x · w. Then if xy, zw ∈ Fi, hence xz, yw ∈ Fj and
xw, zy ∈ Fk for some j and k. This means that {x, y, z, w} is the unique block
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in Q 1 containing any 3-element subset of it. Accordingly, Q 1 = (L1; Q1) and
Q 2 = (L2; Q2) are SQS(8)s. Hence Q = (L;Q) is a quadruple system in which
Q 1 and Q 2 are subsystems.

The associated SQS-skein S = (L; q) with the quadruple system Q = (L; Q)
has at least one maximum congruence θ0 determined by the two classes L1 and
L2 (cf. [1], [9], where the operation q is de�ned by:

q(x, y, z) =
{

w if {x, y, z, w} ∈ Q

z if x = y

By the de�nition of Fi, if {ai, aj , ak, 1} ∈ Q1 , then 1ai, ajak ∈ Fi, which means
that L1 is a derived sloop of Q1. Moreover, if {x, y, z} ∈ B, then {x, y, z} ∈ B1 or
{x, y, z} ∈ {{ai, bj , bk} : bjbk ∈ Gα(i)}.

Hence {x, y, z} = {ai, aj , ak} or {x, y, z} = {ai, bj , bk} for bjbk ∈ Gα(i), which
means that 1ai, ajak ∈ Fi or 1ai ∈ Fi and bjbk ∈ Gα(i). This implies that
{1, x, y, z} ∈ Q. Therefore, (L−{1}; B) is a derived triple system of the quadruple
system Q = (L;Q).

Now, consider two sets:
S‘1 = {1, ai, ai+1, ai+3, b, bα(i), bα(i+1), bα(i+3)}

and
S‘2 = {1, ai, ai+1, ai+3, bα(i+2), bα(i+4), bα(i+5), bα(i+6)}.

By choosing a suitable permutation α, we will show in the following that there
is a derived sloop L from an SQS-skein S of cardinality 16 in which both L and
S have the same congruence lattice.
Lemma 5. S‘1 is a subsloop of L a sub-SQS-skein of S if and only if {α(i), α(i+
1), α(i + 3)} is a line in PG(2, 2).
Proof. Let S‘1 be a subsloop of L, then we have:

b · bα(i) = ai = bα(i+1) · bα(i+3) ⇐⇒ b bα(i), bα(i+1)bα(i+3) ∈ Gα(i)

⇐⇒ {α(i), α(i + 1), α(i + 3)} is a line in PG(2, 2).
Also,

b ·bα(i+1) = ai+1 = bα(i) · bα(i+3) ⇐⇒ {α(i), α(i + 1), α(i + 3)}
is a line in PG(2, 2) ⇐⇒ b · bα(i+3) = ai+3 = bα(i) · bα(i+1).

Similarly, one can prove the other direction. The proof of this lemma for the
SQS-skeins is given in [1].

Lemma 6. If S‘1 is a subsloop of L (a sub-SQS-skein of S), then S‘2 is also a
subsloop of L (a sub-SQS-skein of S).
Proof. The 1-factorization of the complete graph K4 with the set of vertices
{bα(i+2), bα(i+4), bα(i+5), bα(i+6)} is included in the factors Gα(i), Gα(i+1), Gα(i+3).
This shows directly that S‘2 is a subsloop of L (an sub-SQS-skein of S).
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Lemma 7. For each line transformed into a line by the permutation α in PG(2, 2),
two maximum congruences are formed in the lattice C(L) ( C(S) ) in addition to
θ0.

Proof. We have |S‘1| = |S‘2| = 1
2 |L|, so S‘1 and S` 2 are two distinct normal sub-

sloops of L (sub-SQS-skeins of S). Let θ1 and θ2 be the associated congruences
with S‘1 and S‘2, respectively. Then θ1 ∩ θ2 is a congruence with 4 congruence
classes, which implies that there are exactly three covers of θ1 ∩ θ2, namely θ0, θ1,
θ2. This completes the proof.

In fact, this similarity between properties of sloops and SQS-skeins leads di-
rectly to the following result.
Theorem 8. Let L (S ) be a sloop (an SQS-skein) of cardinality 16 and assume
that its congruence lattice C(L) ( C(S) ) has an atom θ. If the permutation α
transforms 2n−2−1 lines into lines in PG(2, 2) for n = 2, 3, 4, or 5, then C(L/θ) ∼=
C(S/θ) ∼= Sub(Zn−1

2 ) for n = 2, 3, 4 and C(L) ∼= C(S) ∼= Sub(Z4
2) for n = 5.

Proof. According to the Lemmas 4, 5 and 6, we get directly the required.

Consequently, we may say that any sloop of cardinality 16 with n subsloops
of cardinality 8 is a derived sloop from an SQS-skein of cardinality 16 having 2n
sub-SQS-skeins for each possible non-zero number n; i.e. for n = 1, 3, 7 and 15.

3.2. Extending a sloop L(16) to an SQS-skein S(16)
with arbitrary C(S) 6 C(L)

In this section, we will show that: A non-simple sloop L with any possible congru-
ence lattice C (L) can be extended to a non-simple SQS-skein S with all possible
congruence lattice C (S); i.e., for all possible sublattice C (S) of C(L).

Without loss of generality and according to the de�nition of the 1-factorization
F given in constructions 1 and 2, we may choose the sub-1-factors:

1− f0 = {a1a3, a4a5} ⊆ F0 and f2 = {a1a4, a3a5} ⊆ F2 on the set {a1, a3, a4, a5}.

2− f1 = {a2a4, a5a6} ⊆ F1 and f3 = {a2a5, a4a6} ⊆ F3 on the set {a2, a4, a5, a6}.

3− f4 = {a1a2, a0a5} ⊆ F4 and f6 = {a0a2, a1a5} ⊆ F6 on the set {a0, a1, a2, a5}.

By interchanging the sub-1-factors f0 and f2 in the 1-factors F0 and F2 we get
new 1-factors F ‘

0 and F ‘
2, where F ‘

0 = {1a0, a1a4, a3a5, a2a6} and F ‘
2 = {1a2, a1a3, a4a5, a0a6}.

Similarly, we interchange the sub-1-factors f1 and f3 in the 1-factors F1 and F3 to
get new 1-factors F ‘

1 and F ‘
3 and the sub-1-factors f4 and f6 in the 1-factors F4

and F6 to get new 1-factors F ‘
4 and F ‘

6 .
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Now, we consider three new 1-factorizations on the set L1 :

1F‘ = {F ‘
0, F1, F

‘
2, F3, F4, F5, F6},

2F‘ = {F ‘
0, F

‘
1, F

‘
2, F

‘
3, F4, F5, F6},

3F‘ = {F ‘
0, F

‘
1, F

‘
2, F

‘
3, F

‘
4, F5, F

‘
6}.

Let Q1 and Q2 be the same as in construction 2, and let

jQ
‘ = Q1 ∪Q2 ∪Q,

where
Q = {{x1, x2, y1, y2} :x1x2 ∈ F ‘

i ∈j F‘ and y1y2 ∈ Gα(i) for some 0 6 i 6 6}.

Indeed, the changes occurs only in the quadruple systems, so we will denote the
new quadruple systems by (L; jQ

‘) for j = 1, 2, 3. Notice that the triple system
(L− {1}; B) is still as a derived triple system of (L; jQ

‘) for each j = 1, 2, 3.
The 1-factorization 1F‘ contains exactly the three sub-1-factorizations {F ‘

0, F
‘
2, F6},

{F1, F5, F6}, {F3, F4, F6} in which each of them contains two disjoint sub-1-factorizations
of the complete graph K4. Similarly, the 1-factorization 2F‘ contains exactly
one sub-1-factorization{F ‘

0, F
‘
2, F6} containing two disjoint sub-1-factorizations of

the complete graph K4 and the 1-factorization 3F‘ does not contain any sub-1-
factorization of the complete graph K4.

We observe that α may transform 2n−2 − 1 lines into lines in PG(2, 2) for
n = 2, 3, 4, 5. Thus:

If n = 2, then α does not transform any line into a line.
If n = 3, then α transforms at most one line into a line among the lines of the

subset R = {{0, 2, 6}, {1, 5, 6}, {3, 4, 6}}.
If n > 4, then α transforms 1 or 3 lines into lines among the lines of R.

Now, let (L; jq
‘) be the associated SQS-skein with (L; jQ

‘) for j = 1, 2, 3.
Analogously, we may deduce the following result.
Theorem 9. The constructed sloop L = (L; ·, 1) is a derived sloop from the con-
structed SQS-skein jS = (L; jq

‘) for each j = 1, 2 and 3 and for any permutation
α. Moreover, each non-simple sloop L can be extended to a non-simple SQS-skein
jS with all possible congruence lattices for C(L) and C(jS).
Proof. Any permutation α transforms 2n−2 − 1 lines into lines in PG(2, 2) for
n = 2, 3, 4, 5. Notice in all cases that θ0 is a congruence of each of L and jS for
j = 1, 2 and 3, where θ0 is determined by the two classes L1 and L2.

In the following, we consider θ to be the unique atom of the lattices C (L) and
C (jS) for j = 1, 2 and 3, except in the case for n = 5, when θ is considered to be
any atom of C (L). Now, we have the following result:

When n = 2, then α does not transform any line to a line, hence C (L/θ) ∼=
C (jS/θ) ∼= Sub(Z2) for j = 1, 2 and 3, where the atom θ is equal to θ0.
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When n = 3, then α transforms one line into line in PG(2, 2), by Lemma 3
hence C(L/θ ∼= Sub(Z2

2). Also, α transforms nothing or one line into a line in
PG(2, 2) among the lines of the subset R, so C(3S/θ) ∼= C(2S/θ) ∼= C(1S/θ) ∼=
Sub(Z2), where the atom θ is equal to θ0 , or C(2S/θ) ∼= C(1S/θ) ∼= Sub(Z2

2).
When n = 4, then α transforms 3 lines into 3 lines in PG(2, 2), by Lemma 3

hence C(L/θ) ∼= Sub(Z3
2). Also, α transforms 1 or 3 lines into lines in PG(2, 2)

among the lines of the subset R = {{0, 2, 6}, {1, 5, 6}, {3, 4, 6}}, so C(3S/θ) =
C(3S/θ0) ∼= Sub(Z2) and C (2S/θ) ∼= C (1S/ θ) ∼= Sub(Z2

2) or C (1S/θ) ∼= Sub(Z3
2).

When n = 5, then α transforms 7 lines into 7 lines in PG(2, 2), by Lemma 3
and since C (L) contains in this case more than one atom, hence C (L/θ) ∼= Sub(Z3

2)
for each atom θ of C (L) or C (L) ∼= Sub(Z4

2). This means that α transforms the
three lines of R into 3 lines in PG(2, 2), so C (3S/θ) = C (3S/θ0 ) ∼= Sub(Z2),
C (2S/θ) ∼= Sub(Z2

2) and C (1S/θ) ∼= Sub(Z3
2), where θ is still the unique atom of

C (jS) for j = 1, 2 and 3.
For the case C (L) ∼= C (S) ∼= Sub(Z4

2), we may choose the Boolean SQS-skein
S of cardinality 16 and L any of its derived sloops. This completes the proof.

Consequently, we may say that any sloop with a non-zero number n of subsloops
of cardinality 8 can be extended to an SQS-skein having 2m sub-SQS-skeins of
cardinality 8 for each possible positive numbers n and m; i.e., for each n and
m = 1, 3, 7 or 15 with m 6 n.

Examples. Example for each case can be determined by choosing the permutation
α as follows:
• For n = 2 take α = (12)(345), hence α does not transform any line into a line in
PG(2, 2), which means that the congruence lattices C (L) and C (jS) for j = 1, 2
and 3 have exactly one co-atom θ0.
• For n = 3 take α = (012)(345) or α = (345). In both cases α transforms one line
into a line in PG(2, 2). This implies that L has three maximum congruences, so
C (L/θ) ∼= Sub(Z2

2). The permutation α = (012)(345) transforms the line {0, 1, 3}
into the line {1, 2, 4}, this means that C (jS) for j = 1, 2 and 3 have only one
co-atom θ0.

But the permutation α = (345) transforms the line {0, 2, 6} into itself, hence
C (jS) has exactly three co-atoms for j = 1 and 2 and C (3S) has only one co-atom
θ0.
• For n = 4 take α = (012345) or α = (4321)(650) , both cases α transforms three
lines into three lines in PG(2, 2), then L has exactly 7 maximum congruences.
α = (012345) transforms the three lines of the set R = {{0, 2, 6}, {1, 5, 6}, {3, 4, 6}}
into three lines in PG(2, 2), which implies that C(1S) has exactly 7 co-atoms,
C (2S) has exactly three co-atoms and C (3S) has only one co-atom θ0.

α = (4321)(650) transforms only the line {0, 2, 6} of R into a line of R, which
means that the congruence lattices C (jS) has exactly three co-atoms for j = 1
and 2 and C (3S) has only the co-atom θ0.
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• For n = 5 take α = identity on {0, 1, ..., 6}, so α transforms all lines into lines in
PG(2, 2), which means that C (L) has 15 co-atoms, C (1S) has 7 co-atoms, C (2S)
has 3 co-atoms and C (3S) has only the co-atom θ0.

Consequently, we may say that any STS(15) with a non-zero number n of sub-
STS(7)s can be extended to an SQS(16) having 2m sub-SQS(8)s for all possible
non-zero positive numbers n and m; i.e., for any n and m ∈ {1, 3, 7, 15} with
m 6 n.

Among the DTS(15)s determined in [11], there are 57 systems having no sub-
systems of order 7. The sloops associated with these 57 systems are simple. We
therefore see that the sloops associated with these 57 systems must be derived
from simple SQS-skeins. But it is not necessary for a sloop derived from a simple
SQS-skein to be simple.

We �nish this work with a natural question:

Question. Is whether or not a sloop of cardinality 16 with each possible congruence
lattice can be extended to a simple SQS-skein ?
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(Weak) Implicative hyper BCK-ideals

Radjab A. Borzooei and M. Bakhshi

Abstract

In this manuscript �rst we de�ne the notion of weak implicative hyper BCK-ideal of
a hyper BCK-algebra. Then we state and prove some theorems which determine the
relationship among this notion and (weak, commutative, (strong) implicative) hyper
BCK-ideals, positive implicative hyper BCK-ideals of type 1, 3, . . . , 8 and (strong) pos-
itive implicative hyper BCK-ideals. Specially, we prove that if H = {0, a, b, c} is a hyper
BCK-algebra of order 4, such that a ◦ x = {0}, for all 0 6= x ∈ H and I is a hyper
BCK-ideal and weak implicative hyper BCK-ideal of H, then I is a positive implicative
hyper BCK-ideal of type 3.

1. Introduction
The study of BCK-algebras was initiated by Y. Imai and K. Iséki [7] in
1966 as a generalization of the concept of set-theoretic di�erence and propo-
sitional calculi. Since then a great deal of literature has been produced
on the theory of BCK-algebras. In particular, emphasis seems to have
been put on the ideal theory of BCK-algebras. The hyperstructure the-
ory (called also multialgebras) was introduced in 1934 by F. Marty [13] at
the 8th congress of Scandinavian Mathematiciens. Around the 40's, sev-
eral authors worked on hypergroups, especially in France and in the United
States, but also in Italy, Russia and Japan. Over the following decades,
many important results appeared, but above all since the 70's onwards the
most luxuriant �ourishing of hyperstructures has been seen. Hyperstruc-
tures have many applications to several sectors of both pure and applied
sciences. In [12], Y. B. Jun et al. applied the hyperstructures to BCK-
algebras, and introduced the notion of a hyper BCK-algebra which is a

2000 Mathematics Subject Classi�cation: 06F35, 03G25
Keywords: hyper BCK-algebra, (weak) implicative hyper BCK-ideal, positive
implicative hyper BCK-ideals of types 1,3,...,8
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generalization of BCK-algebra, and investigated some related properties.
They also introduced the notion of a hyper BCK-ideal and a weak hyper
BCK-ideal and gave relations between hyper BCK-ideals and weak hyper
BCK-ideals. Y. B. Jun et al. [12] gave a condition for a hyper BCK-algebra
to be a BCK-algebra. In [2], R. A. Borzooei and M. Bakhshi introduced
the notions of positive implicative hyper BCK-ideals of types 1, 2, . . . , 8 and
gave relations between these notions and (weak, strong) hyper BCK-ideals.
They also in [1], introduced the concept of commutative hyper BCK-ideals
of types 1, 2, 3 and 4 and give some relations among these notions and pos-
itive implicative hyper BCK-ideals of types 1, 2, . . . , 8 and (weak) hyper
BCK-ideals and state its characterizations. In [8], Y. B. Jun et al. intro-
duced the notion of implicative hyper BCK-ideals and gave some relations
between this notion and hyper BCK-ideals. Now, in this paper we intro-
duce the concept of weak implicative hyper BCK-ideal and we study some
related properties. Moreover, we give some relations among (weak) hyper
BCK-ideal, (weak) implicative hyper BCK-ideal, positive implicative hy-
per BCK-ideals of types 1, 2, . . . , 8 and commutative hyper BCK-ideals of
types 1, 2, 3 and 4, under suitable conditions.

2. Preliminaries
De�nition 2.1. By a hyper BCK-algebra we mean a non-empty set H
endowed with a hyperoperation �◦� and a constant 0 satisfying the following
axioms:

(HK1) (x ◦ z) ◦ (y ◦ z) ¿ x ◦ y,
(HK2) (x ◦ y) ◦ z = (x ◦ z) ◦ y,
(HK3) x ◦H ¿ {x},
(HK4) x ¿ y and y ¿ x imply x = y,

for all x, y, z ∈ H, where x ¿ y is de�ned by 0 ∈ x ◦ y and for every
A,B ⊆ H, A ¿ B is de�ned by ∀a ∈ A, ∃b ∈ B such that a ¿ b. In such
case, we call �¿� the hyperorder in H.

Example 2.2. (i) De�ne a hyperoperation �◦� on H = [0,∞) by

x ◦ y =





[0, x] if x ≤ y
(0, y] if x > y 6= 0
{x} if y = 0

for all x, y ∈ H. Then H is a hyper BCK-algebra.
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(ii) Let H = {0, a, b, c}. Consider the following table:

◦ 0 a b c

0 {0} {0} {0} {0}
a {a} {0} {0} {0}
b {b} {b} {0} {0}
c {c} {c} {c} {0, c}

Then H is a hyper BCK-algebra.

Proposition 2.3. [12] In any hyper BCK-algebra H, the following hold:
(i) x ◦ 0 = {x}, (iv) A ¿ A,

(ii) x ◦ y ¿ x, (v) A ⊆ B implies A ¿ B,
(iii) 0 ◦A = {0}, (vi) A ◦ {0} = {0} implies A = {0},
for all x, y, z ∈ H and for all non-empty subsets A and B of H.

Let I be a non-empty subset of a hyper BCK-algebra H and 0 ∈ I.
Then I is said to be a strong hyper BCK-ideal of H if (x ◦ y) ∩ I 6= ∅ and
y ∈ I implies that x ∈ I, hyper BCK-ideal of H if x ◦ y ¿ I and y ∈ I
imply x ∈ I, weak hyper BCK-ideal of H if x ◦ y ⊆ I and y ∈ I imply
x ∈ I, hyper BCK-subalgebra of H if x ◦ y ⊆ I for all x, y ∈ I, re�exive
if x ◦ x ⊆ I, for all x ∈ H, positive implicative hyper BCK-ideal of type 1
if (x ◦ y) ◦ z ⊆ I and y ◦ z ⊆ I imply x ◦ z ⊆ I, positive implicative hyper
BCK-ideal of type 3 if (x ◦ y) ◦ z ¿ I and y ◦ z ¿ I imply x ◦ z ⊆ I,
commutative hyper BCK-ideal of type 1 if (x ◦ y) ◦ z ⊆ I and z ∈ I imply
x◦(y◦(y◦x)) ⊆ I, commutative hyper BCK-ideal of type 3 if (x◦y)◦z ¿ I
and z ∈ I imply x ◦ (y ◦ (y ◦ x)) ⊆ I, for all x, y, z ∈ H. It is easy to see
that any positive implicative hyper BCK-ideal of type 3 and commutative
hyper BCK-ideal of type 3 (positive implicative hyper BCK-ideal of type
1 and commutative hyper BCK-ideal of type 1) is a (weak) hyper BCK-
ideal, any (strong) hyper BCK-ideal is a (hyper BCK-ideal) weak hyper
BCK-ideal and a hyper BCK-subalgebra of H. Moreover, any re�exive
hyper BCK-ideal of H is a strong hyper BCK-ideal of H.

Theorem 2.4. [1, 2] Let I be a non-empty subset of hyper BCK-algebra
H. Then,
(i) if I is a positive implicative hyper BCK-ideal of type 3 (type 1), then

I and Ia are (weak) hyper BCK-ideals of H, where for all a ∈ H,

Ia = {x ∈ H : x ◦ a ⊆ I}
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(ii) if H is a positive implicative hyper BCK-algebra (that is, for all
x, y, z ∈ H, (x ◦ y) ◦ z = (x ◦ z) ◦ (y ◦ z)) and I is a (weak) hyper
BCK-ideal of H, then I is a positive implicative hyper BCK-ideal of
type 3 (type 1),

(iii) if I is a commutative hyper BCK-ideal of type 3 (type 1), then I is a
(weak) hyper BCK-ideal of H.

Lemma 2.5. [1, 9] Let A, B and I are non-empty subsets of hyper BCK-
algebra H. Then,
(i) if I is a hyper BCK-ideal of H, then A ¿ I implies A ⊆ I,
(ii) if I is a hyper BCK-ideal of H, then A ◦ B ¿ I and B ⊆ I imply

A ⊆ I,
(iii) if I is a weak hyper BCK-ideal of H, then A ◦ B ⊆ I and B ⊆ I

imply A ⊆ I,
(iv) if I is a re�exive hyper BCK-ideal of H and for x, y ∈ H, (x◦y)∩I 6=

∅, then x ◦ y ¿ I.

3. Weak implicative hyper BCK-ideals
From now on in this paper, we let H denote a hyper BCK-algebra.

De�nition 3.1. Let I be a non-empty subset of H and 0 ∈ I. Then I is
called a weak implicative hyper BCK-ideal of H if, (x ◦ z) ◦ (y ◦ x) ⊆ I and
z ∈ I imply x ∈ I, for all x, y, z ∈ H.

Example 3.2. Let H be hyper BCK-algebra which is de�ned in Example
2.2 (ii). Then, I1 = {0, a, b} is a weak implicative hyper BCK-ideal of H,
but I2 = {0, a} is not a weak implicative hyper BCK-ideal . Since we have
(b ◦ 0) ◦ (c ◦ b) = b ◦ c = {0} ⊆ I and 0 ∈ I but b 6∈ I.

Theorem 3.3. Let I be a non-empty subset of H. Then, I is a weak
implicative hyper BCK-ideal of H if and only if I is a weak hyper BCK-
ideal of H and x ◦ (y ◦ x) ⊆ I implies x ∈ I, for all x, y ∈ H.

Proof. Let I be a weak implicative hyper BCK-ideal of H, x ◦ y ⊆ I and
y ∈ I, for x, y ∈ H. Since (x ◦ y) ◦ (0 ◦ x) = x ◦ y ⊆ I and y ∈ I then x ∈ I
and so I is a weak hyper BCK-ideal of H. Now, let x ◦ (y ◦ x) ⊆ I, for
x, y ∈ H. Then by Proposition 2.3(i), (x ◦ 0) ◦ (y ◦ x) = x ◦ (y ◦ x) ⊆ I.
Since 0 ∈ I and I is a weak implicative hyper BCK-ideal of H, then x ∈ I.
Conversely, let I be a weak hyper BCK-ideal of H and for all x, y ∈ H,x ◦
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(y ◦ x) ⊆ I implies that x ∈ I. Now, let (x ◦ z) ◦ (y ◦ x) ⊆ I and z ∈ I, for
x, y, z ∈ H. Then by (HK2), (x ◦ (y ◦ x)) ◦ z = (x ◦ z) ◦ (y ◦ x) ⊆ I. Since
I is a weak hyper BCK-ideal of H and z ∈ I, then by Lemma 2.5(iii) we
get that x ◦ (y ◦ x) ⊆ I and so by hypothesis x ∈ I. Therefore, I is a weak
implicative hyper BCK-ideal of H.

Example 3.4. Let H be hyper BCK-algebra which is de�ned in Example
2.2(ii). Then, I = {0, a} is a weak hyper BCK-ideal of H, but it is not a
weak implicative hyper BCK-ideal of H. Since b ◦ (c ◦ b) = b ◦ c = {0} ⊆ I
but b 6∈ I.

Theorem 3.5. Let H = {0, a, b} be a hyper BCK-algebra of order 3. Then,
proper subset I of H is a weak hyper BCK-ideal of H if and only if I is a
weak implicative hyper BCK-ideal of H.

Proof. (⇐) The proof follows by Theorem 3.3.
(⇒) The only proper weak hyper BCK-ideals of H are I = {0, a} or

I = {0, b}. Let I = {0, a} be a weak hyper BCK-ideal of H. By Theorem
3.3, it is enough to show that for all x, y ∈ H, if x ◦ (y ◦ x) ⊆ I then x ∈ I.
Let x◦(y◦x) ⊆ I but x 6∈ I, for x, y ∈ H. Hence, x = b. Thus, b◦(y◦b) ⊆ I
and b 6∈ I. Now we consider the following cases for y.

If y = 0, then {b} = b ◦ 0 = b ◦ (0 ◦ b) ⊆ I, which is a contradiction. If
y = a and a ¿ b, since 0 ∈ a◦ b then we get that {b} = b◦0 ⊆ b◦ (a◦ b) ⊆ I
which is impossible. If y = a and b ¿ a, then H satis�es the normal
condition and so by Lemma 2.6(iv) of [1], a ◦ b = {0} or {0, a}. Hence
0 ∈ a ◦ b and so a ¿ b which is a contradiction. If y = a, a 6¿ b and
b 6¿ a, then H satis�es the simple condition and so by Lemma 2.6(i) of [1],
a ◦ b = {a} and b ◦ a = {b}. Therefore, {b} = b ◦ a ⊆ b ◦ (a ◦ b) ⊆ I, which
is impossible. If y = b, since 0 ∈ b ◦ b then {b} = b ◦ 0 ⊆ b ◦ (b ◦ b) ⊆ I,
which is impossible. Therefore, x ∈ I and so I is a weak implicative hyper
BCK-ideal of H.

Now, let I = {0, b} be a weak hyper BCK-ideal of H and x◦ (y ◦x) ⊆ I
but x 6∈ I. Hence x = a. Therefore, a ◦ (y ◦ a) ⊆ I and a 6∈ I. If y = 0 or a,
then by similar way in the proof of case I = {0, a}, we get a contradiction.
Now let y = b. If b ¿ a, then 0 ∈ b ◦ a and so {a} = a ◦ 0 ⊆ a ◦ (b ◦ a) =
a ◦ (y ◦ a) ⊆ I, which is impossible. If a ¿ b, then H satis�es the normal
condition. Hence by Lemma 2.6(b) of [1], a◦b = {0} or {0, a} and b◦a = {a}
or {b} or {a, b}. If b◦a = {b} or {a, b}, then a◦b ⊆ a◦(b◦a) ⊆ I. Since b ∈ I
and I is a weak hyper BCK-ideal of H, then a ∈ I which is a contradiction.
Thus b ◦ a = {a}. If a ◦ b = {0}, then a ◦ b ⊆ I and b ∈ I. Since I is a weak
hyper BCK-ideal, then a ∈ I, which is impossible. Hence, a◦b = {0, a}. By
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Lemma 2.6(iii) of [1], a◦a = {0} or {0, a}. If a◦a = {0, a}, since b◦a = {a},
then a ∈ a ◦ a = a ◦ (b ◦ a) = a ◦ (y ◦ a) ⊆ I which is a contradiction. Hence
a◦a = {0}. But in this case by (HK1), {0, a} = (a◦b)◦(a◦b) ¿ a◦a = {0}
and so a ¿ 0, which is impossible.

If b 6¿ a and a 6¿ b, then H satis�es the simple condition and so by
Lemma 2.6(a) of [1], a ◦ b = {a} and b ◦ a = {b}. Hence {a} = a ◦ b =
a ◦ (b ◦ a) = a ◦ (y ◦ a) ⊆ I, which is impossible. Therefore, x ∈ I and so I
is a weak implicative hyper BCK-ideal of H.

Corollary 3.6. Let H = {0, a, b} be a hyper BCK-algebra of order 3 and
I be a non-empty subset of H. Then,
(i) I is a weak implicative hyper BCK-ideal of H if and only if I is a

positive implicative hyper BCK-ideal of type 1,
(ii) I is a weak implicative hyper BCK-ideal of H if and only if I is a

commutative hyper BCK-ideal of type 1.

Proof. (i) The proof follows by Theorem 3.5 and Theorem 3.10(ii) of [1].
(ii) The proof follows from Theorems 3.5 and Theorem 4.6 of [1].

Theorem 3.7. Let H = {0, a, b, c} be a hyper BCK-algebra of order 4 such
that a ◦ x = {0}, for all 0 6= x ∈ H and I be a proper subset of H. If I is a
hyper BCK-ideal and a weak implicative hyper BCK-ideal of H, then I is
a positive implicative hyper BCK-ideal of type 3.

Proof. Let I be a proper hyper BCK-ideal and weak implicative hyper
BCK-ideal of H. Then, there is the following cases for I;

{0, a}, {0, b}, {0, c}, {0, a, b}, {0, a, c}, {0, b, c}

If I is equal to {0, b} or {0, b, c} (or {0, c}), since by hypothesis a ◦ b =
(a◦c =){0} ¿ I, b ∈ I(c ∈ I) and I is a hyper BCK-ideal of H, then a ∈ I
which is impossible. Now, we consider the following cases for I;

(i) I = {0, a, b}.
Let I not be a positive implicative hyper BCK-ideal of type 3, that is
(x ◦ y) ◦ z ¿ I and y ◦ z ¿ I but x ◦ z 6⊆ I. Then, c ∈ x ◦ z and so
by hypothesis and Proposition 2.3(iii), x 6= 0, a. Since I is a hyper BCK-
ideal, then by Lemma 2.5(i), (x ◦ y) ◦ z ⊆ I and y ◦ z ⊆ I. Hence, by
(HK2) we have c ◦ y ⊆ (x ◦ z) ◦ y = (x ◦ y) ◦ z ⊆ I. Now, if y = 0 or a
or b, since c ◦ y ⊆ I and y ∈ I then c ∈ I which is impossible. If y = c,
then c ◦ c ⊆ I and c ◦ z = y ◦ z ⊆ I. Now, if z ∈ {0, a, b} then c ∈ I and
so we get a contradiction. Hence z = c. By above, x 6= 0, a. If x = c,
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then c ∈ x ◦ z = c ◦ c ⊆ I, which is impossible. Thus x = b. By (HK3),
c ∈ b◦c ¿ b and so 0 ∈ c◦b. Hence, by (HK4) 0 6∈ b◦c. Moreover, if b ∈ b◦c
then c ∈ b ◦ c ⊆ (b ◦ c) ◦ c = (x ◦ y) ◦ z ⊆ I which is a contradiction. Hence
b◦c = {c} or {a, c}. Since c ¿ b, then b◦c ¿ {0, a, b} = I. Moreover, since
I is a hyper BCK-ideal of H then by Lemma 2.5(i), c ∈ b ◦ c ⊆ I which is
a contradiction. Therefore, I is a positive implicative hyper BCK-ideal of
type 3.

(ii) I = {0, a, c}.
The proof of this case is nearly similar to the proof of case (i).

(iii) I = {0, a}.
Let I not be a positive implicative hyper BCK-ideal of type 3, that is
(x ◦ y) ◦ z ¿ I and y ◦ z ¿ I but x ◦ z 6⊆ I. Then, (x ◦ z)∩ {b, c} 6= ∅. Now
we consider the following cases.

Case 1. c ∈ x ◦ z.
By Lemma 2.5(i), (x◦y)◦z ⊆ I and y◦z ⊆ I. By (HK2), c◦y ⊆ (x◦z)◦y =
(x ◦ y) ◦ z ⊆ I.

Case 1-1. If y = 0 or a, since c ◦ y ⊆ I and y ∈ I and I is a weak hyper
BCK-ideal of H, then c ∈ I which is impossible.

Case 1-2. If y = b, then we consider the following cases for z:
Case 1-2-1. If z = 0 or a, since b ◦ z = y ◦ z ⊆ I and z ∈ I and I is a

weak hyper BCK-ideal of H, then b ∈ I which is impossible.
Case 1-2-2. If z = b, then c ∈ x ◦ z = x ◦ b, b ◦ b = y ◦ z ⊆ I and

c ◦ b = c ◦ y ⊆ I. By hypothesis and Proposition 2.3(iii), x 6= 0 and a.
If x = b, then c ∈ x ◦ b = b ◦ b ⊆ I which is impossible. If x = c, then
c ∈ x ◦ b = c ◦ b ⊆ I which is impossible.

Case 1-2-3. If z = c, then c ∈ x◦ c, c◦ b = c◦ y ⊆ I and b◦ c = y ◦ z ⊆ I.
It is clear that x 6= 0 and a. If x = b, then c ∈ x ◦ c = b ◦ c ⊆ I which is
impossible. If x = c, then c ∈ x◦c = c◦c. By (HK1), (c◦c)◦(b◦c) ¿ c◦b ⊆ I
and so (c ◦ c) ◦ (b ◦ c) ¿ I. Hence, by Lemma 2.5(i), (c ◦ c) ◦ (b ◦ c) ⊆ I.
Since b ◦ c ⊆ I and I is a weak hyper BCK-ideal of H, then c ∈ c ◦ c ⊆ I,
which is impossible.

Case 1-3. If y = c, then c ◦ c ⊆ I and c ◦ z ⊆ I. Now, we consider the
following cases for z;

Case 1-3-1. If z = 0 or a, since c ◦ z = y ◦ z ⊆ I and z ∈ I and I is a
weak hyper BCK-ideal of H, then c ∈ I which is impossible.

Case 1-3-2. If z = b, then c ∈ x ◦ z = x ◦ b, c ◦ c = c ◦ y ⊆ I and
c◦b = y◦z ⊆ I. It is clear that x 6= 0 and a. If x = c, then c ∈ x◦b = c◦b ⊆ I
which is impossible. Now, we let x = b. Then

c ◦ c ⊆ I, c ◦ b ⊆ I, (b ◦ c) ◦ b ⊆ I, c ∈ b ◦ b
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By (HK3), c ∈ b◦ b ¿ b. Then 0 ∈ c◦ b and so 0 6∈ b◦ c. Moreover, b 6∈ b◦ c.
Since if b ∈ b ◦ c, then c ∈ b ◦ b ⊆ (b ◦ c) ◦ b ⊆ I, which is impossible. Hence,
b ◦ c = {a} or {c} or {a, c}.

Case 1-3-2-1. If b ◦ c = {a}, by (HK1), (b ◦ b) ◦ (c ◦ b) ¿ b ◦ c = {a} ⊆ I
and so by Lemma 2.5(i), (b ◦ b) ◦ (c ◦ b) ⊆ I. Since c ◦ b ⊆ I and I is a weak
hyper BCK-ideal of H, then c ∈ b ◦ b ⊆ I, which is impossible.

Case 1-3-2-2. If b◦c = {c}, then c◦(b◦c) = c◦c ⊆ (b◦b)◦c = (b◦c)◦b ⊆ I.
Since I is a weak implicative hyper BCK-ideal of H, then by Theorem 3.3,
c ∈ I, which is impossible.

Case 1-3-2-3. If b ◦ c = {a, c}, since I is a hyper BCK-ideal of H,
then it is a hyper BCK-subalgebra of H and so by (HK2), we get that
(c ◦a) ◦ b = (c ◦ b) ◦a ⊆ I ◦a ⊆ I. If b ∈ c ◦a, then c ∈ b ◦ b ⊆ (c ◦a) ◦ b ⊆ I,
which is impossible. Moreover, if c ◦ a ⊆ I, since a ∈ I and I is a weak
hyper BCK-ideal of H, then c ∈ I which is impossible. Hence, c ◦ a = {c}
or {a, c}. If c ◦ a = {a, c}, since c ◦ c ⊆ I then

(c ◦ a) ◦ (c ◦ a) = {a, c} ◦ {a, c} = (a ◦ a) ∪ (a ◦ c) ∪ (c ◦ a) ∪ (c ◦ c)
= {0} ∪ {0} ∪ {a, c} ∪ (c ◦ c) = {0, a, c}

Hence, by (HK1), {0, a, c} = (c ◦ a) ◦ (c ◦ a) ¿ c ◦ c ⊆ I, and so by Lemma
2.5(i), {0, a, c} ⊆ I which is impossible. Therefore, c ◦ a = {c}. Now, by
(HK2), (b◦a)◦c = (b◦c)◦a = {a, c}◦a = (a◦a)∪(c◦a) = {0}∪{c} = {0, c}.
If b ∈ b ◦ a, then {a, c} = b ◦ c ⊆ (b ◦ a) ◦ c = {0, c} which is impossible.
Moreover, since 0 ∈ {0} = a ◦ b, then 0 6∈ b ◦ a. Thus, b ◦ a = {a} or {c}
or {a, c}. If b ◦ a = {a}, since b ◦ a ⊆ I and a ∈ I, then b ∈ I which is
impossible. If b ◦ a = {c} or {a, c}, then c ◦ a ⊆ (b ◦ b) ◦ a = (b ◦ a) ◦ b ⊆
{a, c} ◦ b = (a ◦ b) ∪ (c ◦ b) = {0} ∪ (c ◦ b) ⊆ I. Since a ∈ I and I is a weak
hyper BCK-ideal of H, then c ∈ I, which is impossible.

Case 1-3-3. If z = c, then c ∈ x ◦ z = x ◦ c, c ◦ c ⊆ I. It is clear that
x 6= 0 and a. If x = c, then c ∈ x ◦ c = c ◦ c ⊆ I which is impossible.
Now, let x = b. Hence

c ∈ b ◦ c, (b ◦ c) ◦ c ⊆ I, c ◦ c ⊆ I

Since I is a hyper BCK-subalgebra of H, then by (HK2), (c ◦ a) ◦ c =
(c ◦ c) ◦ a ⊆ I ◦ a ⊆ I. Now, by similar way to the proof of Case 1-3-2-3,
we can prove that c ◦ a = {c}. Also, since c ∈ b ◦ c ¿ b, then 0 6∈ b ◦ c.
Moreover, if b ∈ b ◦ c, then c ∈ b ◦ c ⊆ (b ◦ c) ◦ c ⊆ I which is impossible.
Thus, b ◦ c = {c} or {a, c}. If b ◦ c = {c}, then c ◦ (b ◦ c) = c ◦ c ⊆ I. Since
I is a weak implicative hyper BCK-ideal of H, then by Theorem 3.3, c ∈ I
which is impossible. If b ◦ c = {a, c}, then (b ◦ a) ◦ c = (b ◦ c) ◦ a = {0, c}.
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Now, (b ◦ a) ∩ {0, b} = ∅. Since 0 ∈ {0} = a ◦ b then 0 6∈ b ◦ a. Moreover,
if b ∈ b ◦ a, then a ∈ b ◦ c ⊆ (b ◦ a) ◦ c = {0, c} which is impossible. Hence
b ◦ a = {a} or {c} or {a, c}. If b ◦ a = {a}, then {0} = (b ◦ a) ◦ c = {0, c}
which is a impossible. If b ◦ a = {c} or {a, c}, then {0, c} = {0} ∪ {c} =
(a ◦ a) ∪ (c ◦ a) = {a, c} ◦ a = (b ◦ c) ◦ a = (b ◦ a) ◦ c = c ◦ c ⊆ I, which is
impossible. Thus, I is a positive implicative hyper BCK-ideal of type 3.

Case 2. b ∈ x ◦ z
The proof is similar to the proof of Case 1, by the some modi�cation.

Example 3.8. Let H = {0, a, b, c}. Consider the following tables:

◦1 0 a b c

0 {0} {0} {0} {0}
a {a} {0} {0} {0}
b {b} {a} {0} {a}
c {c} {c} {0, c} {0, c}

◦2 0 a b c

0 {0} {0} {0} {0}
a {a} {0} {0} {0}
b {b} {b} {0} {0}
c {c} {c} {c} {0, c}

Thus (H, ◦1) and (H, ◦2) are hyper BCK-algebras such that a◦x = {0} for
all 0 6= x ∈ H. It is easy to check that I1 = {0, a, b} is a weak implicative
hyper BCK-ideal of (H, ◦1) but it is not a hyper BCK-ideal of (H, ◦1) (since
c◦b = {0, c} ¿ {0, a, b} = I1 and b ∈ I1 but c 6∈ I1) and so it is not a positive
implicative hyper BCK-ideal of type 3 in (H, ◦1). Therefore, the hyper
BCK-ideal condition is necessary in Theorem 3.7. Moreover, I2 = {0, a} is
a positive implicative hyper BCK-ideal of type 3 in (H, ◦2) but it is not a
weak implicative hyper BCK-ideal. Since, (b ◦ a) ◦ (c ◦ b) = {0} ⊆ I2 and
a ∈ I2 but b 6∈ I2. Therefore, the converse of the Theorem 3.7 is not correct
in general.

De�nition 3.9. Let I be a non-empty subset of H. Then,
(i) I is said to be an implicative hyper BCK-ideal of H if 0 ∈ I and for

all x, y, z ∈ H, (x ◦ z) ◦ (y ◦ x) ¿ I and z ∈ I imply x ∈ I,
(ii) H is called an implicative hyper BCK-algebra if x ¿ x ◦ (y ◦ x), for

all x, y ∈ H.

It is easy to check that H is an implicative hyper BCK-algebra if and only
if x ∈ x ◦ (y ◦ x), for all x, y ∈ H.

Theorem 3.10. Every implicative hyper BCK-ideal of H is a weak im-
plicative hyper BCK-ideal of H.

Proof. The proof is straightforward.
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Example 3.11. Consider the following table on H = {0, a, b}:
◦ 0 a b

0 {0} {0} {0}
a {a} {0, a} {0, a}
b {b} {a} {0, a}

Then (H, ◦) is hyper BCK-algebra. We can see that I = {0, b} is a weak
implicative hyper BCK-ideal of H, but it is not an implicative hyper BCK-
ideal of H. Because, (a ◦ 0) ◦ (a ◦ a) = a ◦ {0, a} = {0, a} ¿ {0, b} = I and
0 ∈ I, but a 6∈ I.
Theorem 3.12. [8] Let I be a non-empty subset of H. Then,
(i) if I is an implicative hyper BCK-ideal of H, then it is a hyper BCK-

ideal of H,
(ii) if I is a hyper BCK-ideal of H, then I is an implicative hyper BCK-

ideal of H if and only if x ◦ (y ◦ x) ¿ I implies that x ∈ I, for all
x, y ∈ H.

Corollary 3.13. Let H = {0, a, b, c} be a hyper BCK-algebra such that
a ◦ x = {0}, for all 0 6= x ∈ H and I be a proper subset of H. If I is an
implicative hyper BCK-ideal of H, then I is a positive implicative hyper
BCK-ideal of type 3.
Proof. Since every implicative hyper BCK-ideal of H is a weak implicative
and a hyper BCK-ideal, then the proof follows by Theorem 3.7.

Theorem 3.14. Let H be a positive implicative and an implicative hyper
BCK-algebra and I be a non-empty subset of H. Then the following state-
ments are equivalent:
(i) I is a (weak) hyper BCK-ideal of H,
(ii) I is a positive implicative hyper BCK-ideal of type 3 (type 1) of H,
(iii) Ia is a (weak) implicative hyper BCK-ideal of H, for all a ∈ H,
(iv) I is a (weak) implicative hyper BCK-ideal of H.
Proof. (i) ⇒ (ii) The proof follows from Theorem 3.6 of [1] and Theorem
2.4(ii).

(ii) ⇒ (iii) Since I is a positive implicative hyper BCK-ideal of type 3
(type 1), then by Theorem 2.4, Ia is a (weak) hyper BCK-ideal of H. Now,
let a ∈ H and (x ◦ (y ◦ x) ⊆ Ia) x ◦ (y ◦ x) ¿ Ia, for x, y ∈ H. Since H
is an implicative hyper BCK-algebra, then x ∈ Ia and so Ia is an (weak)
implicative hyper BCK-ideal of H.

(iii) ⇒ (iv) Since I0 = I, it is enough set a = 0.
(iv) ⇒ (i) The proof follows from Theorem 3.3.
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Example 3.15. (i) Let H = {0, a, b, c}. Consider the following table:
◦ 0 a b c

0 {0} {0} {0} {0}
a {a} {0} {0} {0}
b {b} {b} {0} {0}
c {c} {c} {b} {0, b}

Then (H, ◦) is a hyper BCK-algebra which it is not a positive implicative
hyper BCK-algebra. Since (c ◦ b) ◦ b 6= (c ◦ b) ◦ (b ◦ b). Now, I = {0, a} is
a (weak) hyper BCK-ideal of H but it is not a positive implicative hyper
BCK-ideal of type 1(and so it is not of type 3). Because (c ◦ b) ◦ c = {0} ⊆
{0, a} and b ◦ c = {0} ⊆ {0, a} but c ◦ c = {0, b} 6⊆ {0, a}. Therefore, the
positive implicative hyper BCK-algebra condition is necessary in Theorem
3.14.

(ii) The hyper BCK-algebra in Example 2.2(ii) is not an implicative
hyper BCK-algebra. Because, b 6∈ {0} = b ◦ (0 ◦ b). Now, I = {0, a} is
a (weak) hyper BCK-ideal of H but it is not a weak implicative hyper
BCK-ideal and so is not an implicative hyper BCK-ideal of H. Thus, the
implicative hyper BCK-algebra condition is necessary in Theorem 3.14.

De�nition 3.16. Let I be a non-empty subset of H. Then I is called a
(i) strong implicative hyper BCK-ideal of H if 0 ∈ I and

((x ◦ z) ◦ (y ◦ x)) ∩ I 6= ∅ and z ∈ I imply x ∈ I

(ii) strong positive implicative hyper BCK-ideal of H if 0 ∈ I and
((x ◦ y) ◦ z) ∩ I 6= ∅ and y ◦ z ⊆ I imply x ◦ z ⊆ I

for all x, y, z ∈ H.

Theorem 3.17. [14]
(i) Every strong implicative hyper BCK-ideal of H is a (strong, implicative)

hyper BCK-ideal,
(ii) Every re�exive strong implicative hyper BCK-ideal of H is a strong

positive implicative hyper BCK-ideal .
(iii) Every strong positive implicative hyper BCK-ideal of H is a (strong

hyper BCK-ideal ) positive implicative hyper BCK-ideal of type 3.

Theorem 3.18.
(i) Every re�exive implicative hyper BCK-ideal of H is a strong implica-

tive hyper BCK-ideal,
(ii) Every re�exive positive implicative hyper BCK-ideal of type 3 is a

strong positive implicative hyper BCK-ideal .
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(iii) Every re�exive implicative hyper BCK-ideal of H is a positive im-
plicative hyper BCK-ideal of type 3.

Proof. (i) Let I be a re�exive implicative hyper BCK-ideal of H, ((x ◦ (y ◦
x) ◦ z) ∩ I = ((x ◦ z) ◦ (y ◦ x)) ∩ I 6= ∅ and z ∈ I, for x, y, z ∈ H. Then,
there is u ∈ x ◦ (y ◦ x) such that (u ◦ z) ∩ I 6= ∅ and z ∈ I. Since I is a
re�exive hyper BCK-ideal of H and so is a strong hyper BCK-ideal of H,
then u ∈ I. This implies that (x ◦ (y ◦ x)) ∩ I 6= ∅ and so by Lemma 2.5,
x ◦ (y ◦ x) ¿ I and since I is an implicative hyper BCK-ideal, then x ∈ I.
Therefore, I is a strong implicative hyper BCK-ideal of H.

(ii) Let I be a re�exive positive implicative hyper BCK-ideal of type
3, ((x ◦ y) ◦ z) ∩ I 6= ∅ and y ◦ z ⊆ I, for x, y, z ∈ H. Then by Lemma
2.5(iv), (x ◦ y) ◦ z ¿ I and y ◦ z ⊆ I. Since I is a positive implicative
hyper BCK-ideal of type 3, then x ◦ z ⊆ I, which implies that I is a strong
positive implicative hyper BCK-ideal of H.

(iii) The proof follows from (i), Theorem 3.17(ii) and (iii)

Theorem 3.19. Let H be an implicative hyper BCK-algebra and I be a
non-empty subset of H. Then I is a (weak) hyper BCK-ideal of H if and
only if it is a (weak) implicative hyper BCK-ideal of H.

Proof. By Theorems 3.3 and 3.12, any (weak) implicative hyper BCK-ideal
of H is a (weak) hyper BCK-ideal of H. Conversely, let I be a (weak) hyper
BCK-ideal of H and (x◦(y◦x) ⊆ I) x◦(y◦x) ¿ I. Since H is an implicative
hyper BCK-algebra, then (x ∈ x ◦ (y ◦ x) ⊆ I) x ∈ x ◦ (y ◦ x) ¿ I. Hence,
by Lemma 2.5(i), Theorems 3.3 and 3.12(iii) I is a (weak) implicative hyper
BCK-ideal of H.

Corollary 3.20. Let H be an implicative hyper BCK-algebra. Then,
(i) every commutative hyper BCK-ideal of type 3 (type 1) is an implica-

tive (weak implicative) hyper BCK-ideal of H,
(ii) every re�exive commutative hyper BCK-ideal of type 3 is a positive

implicative hyper BCK-ideal of type 3.

Proof. (i) Since every commutative hyper BCK-ideal of type 3 (type 1) is a
(weak) hyper BCK-ideal of H, then the proof follows from Theorem 3.19.

(ii) The proof follows from (i), Theorems 3.18(i), 3.17(ii) and (iii).

Example 3.21. Let (H, ◦1) be hyper BCK-algebra which is de�ned in
Example 3.8. Then, I = {0, a, b} is a commutative hyper BCK-ideal of
type 3 but it is not an implicative hyper BCK-ideal of H. Because, c 6∈ I
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but for all z ∈ I and y ∈ H, (c◦z)◦(y◦c) ⊆ {0, c} ¿ I. Moreover, H is not
an implicative hyper BCK-algebra because, a 6∈ {0} = a ◦ (c ◦ a). Thus the
implicative hyper BCK-algebra condition is necessary in Corollary 3.20.

Corollary 3.22. Let H = {0, a, b} be a hyper BCK-algebra of order 3 and
I be a non-empty subset of H. Then,

(i) I is an implicative hyper BCK-ideal of H if and only if I is a hyper
BCK-ideal of H,

(ii) I is an implicative hyper BCK-ideal of H if and only if I is a positive
implicative hyper BCK-ideal of type 3 of H,

(iii) I is an implicative hyper BCK-ideal of H if and only if it is a com-
mutative hyper BCK-ideal of type 3,

(iv) there are only 16 non-isomorphic hyper BCK-algebra of order 3 such
that each of them has at least one proper (commutative hyper BCK-
ideal of type 3 ) implicative hyper BCK-ideal.

Proof. (i) (⇒) The proof follows by Theorem 3.12(i).
(⇐) By Theorem 3.12(ii) it is enough to show that x◦(y◦x) ¿ I implies

x ∈ I, for all x, y ∈ H. Now, by considering Lemmas 2.5(i) and Lemma 2.6
of [1], the proof is similar to the proof of Theorem 3.5.

(ii) The proof follows by (i) and Theorem 3.10 of [1].
(iii) The proof follows from (i) and Theorem 4.6(i) of [1].
(iv) The proof follows by (i), (iii) and Theorem 3.14 of [2].

4. Conclusion
Theorem 3.23.

(i) The following diagram hold for any hyper BCK-algebras:

si -1
s

64

h

spi@
@@I

18

69

pi2

67

?

c3
¡

¡
¡ª

13

615

@
@@I
10

6
11

pi1@
@@I

12 ¡
¡
¡µ

16

pi4
@

@@R
26

pi7
¡

¡
¡ª
23

@
@@I21

pi8
620

@
@@I

19

8

pi5

¡
¡

¡ª

pi3

¡
¡

¡µ

617

@
@@R

25

pi6

6
24

¡
¡¡ª

22

62

i -3

65
¾

?

wi -6 w

¡
¡

¡ª

14

c1
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(ii) the following diagram hold for any hyper BCK-algebras of order 3:

si - s

@
@@I

spi

6

pi2
6
h

6
¡

¡
¡¡ª

c3
@

@R
¡

¡
¡¡µ

6

@
@@I@

@@R
6

pi1@
@@I@

@@R ¡
¡

¡¡µ
pi4

@
@I

¡
¡

¡¡ª

@
@@R

pi7
¡

¡
¡ª

¡
¡

¡ª
?

@
@@I

pi8
¡

¡
¡µ6

@
@@I

pi5

?

¡
¡

¡µ

¡
¡

¡¡µ
pi3

@
@I 6

@
@@R

pi6

6

¡
¡

¡ª

6
i -¾
6

wi - w¾

¡
¡

¡¡ª

c1

¡
¡

¡¡µ

¡
¡

¡¡µ @
@R

14

6

12

13

16

23

24

2220

27

28

10

?

where,
c1 commutative hyper BCK-ideal of type 1
c3 commutative hyper BCK-ideal of type 3
pij positive implicative hyper BCK-ideal of type j (j = 1, ..., 8)
spi strong positive implicative hyper BCK-ideal

h hyper BCK-ideal
s strong hyper BCK-ideal

w weak hyper BCK-ideal
i implicative hyper BCK-ideal

si strong implicative hyper BCK-ideal
wi weak implicative hyper BCK-ideal

Proof. (i) Arrow(s) Reason(s)
1 By Theorem 3.17(i)
2 By Theorems 3.17(i) and 3.18(i)
3 By Theorems 3.12(i) and 3.19

4, 7, 10, 12, 13, 14 Remark befor Theorem 2.4
5 By Theorem 3.10
6 By Theorem 3.3

8, 9 By Theorems 3.17(iii) and 3.18(ii)
11, 16, 17, ..., 26 See Ref. [2]

15 See Ref. [1]

(ii) Arrow(s) Reason(s)
6 By Theorem 3.5

10, 12, 16, 20, 22, 23, 24 See Ref. [2]
13, 14, 27, 28 See Ref. [1]
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Open problems
(i) Under what condition(s), a weak implicative hyper BCK-ideal is an

implicative hyper BCK-ideal ?
(ii) By Theorem 3.5, the notions of weak hyper BCK-ideal and weak im-

plicative hyper BCK-ideal are equivalent in any hyper BCK-algebras
of order 3. Is it correct this theorem in any hyper BCK-algebras of
order greater than 3 ?
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Necessary and su�cient conditions
for the continuity of a pre-Haar system

at a unit with singleton orbit

M d lina R. Buneci

Abstract

For developing an algebraic theory of functions on a locally compact groupoid, one
needs an analogue of Haar measure on locally compact groups. This analogue is a system
of measures, called Haar system, subject to suitable invariance and smoothness conditions
called respectively �left invariance� and �continuity�. Unlike the case of locally compact
group, Haar system on groupoid need not exists. In this paper we shall consider a locally
compact groupoid G, and we shall denote by G

(0)
s the set of units with singleton orbit

and by Gs the reduction G|
G

(0)
s

of G to G
(0)
s . We shall prove that if G admits Haar

systems, then the restriction of the range map at Gs is an open map from Gs to G
(0)
s .

Conversely, we shall prove that if this map is open at every x ∈ Gs, then the continuity
condition of a Haar system holds at every unit with singleton orbit.

1. Introduction
In order to establish notation for this paper we shall include some de�nitions
that can be found in several places (e.g. [4], [5], [6], [7]).
De�nition 1. A groupoid is a set G endowed with a product map

(x, y) → xy
[
: G(2) → G

]

where G(2) is a subset of G×G called the set of composable pairs, and an
inverse map

x → x−1 [: G → G]

2000 Mathematics Subject Classi�cation: 22A22, 28C99, 43A05
Keywords: locally compact groupoid, Haar system, orbit.
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such that the following conditions hold:
(1) If (x, y) ∈ G(2) and (y, z) ∈ G(2), then (xy, z) ∈ G(2), (x, yz) ∈ G(2) and

(xy) z = x (yz) ,

(2)
(
x−1

)−1 = x for all x ∈ G,

(3)
(
x, x−1

) ∈ G(2), and if (z, x) ∈ G(2), then (zx) x−1 = z, for each x ∈ G,

(4)
(
x−1, x

) ∈ G(2), and if (x, y) ∈ G(2), then x−1 (xy) = y, for each x ∈ G.

The maps r and d on G, de�ned by the formulae r (x) = xx−1 and
d (x) = x−1x, are called the range and the source maps. It follows eas-
ily from the de�nition that they have a common image called the unit
space of G, which is denoted G(0). Its elements are units in the sense that
xd (x) = r (x) x = x. Units will usually be denoted by letters as u, v, w
while arbitrary elements will be denoted by x, y, z. It is useful to note
that a pair (x, y) lies in G(2) precisely when d (x) = r (y), and that the
cancellation laws hold (e.g. xy = xz i� y = z). The �bres of the range
and the source maps are denoted Gu = r−1 ({u}) and Gv = d−1 ({v}),
respectively. More generally, given the subsets A, B ⊂ G(0), we de�ne
GA = r−1 (A), GB = d−1 (B) and GA

B = r−1 (A) ∩ d−1 (B). The reduc-
tion of G to A ⊂ G(0) is G|A = GA

A. The relation u ∼ v i� Gu
v 6= ∅

is an equivalence relation on G(0). Its equivalence classes are called or-
bits and the orbit of a unit u is denoted [u]. The quotient space for this
equivalence relation is called the orbit space of G and denoted G(0)/G. A
groupoid is called transitive i� it has a single orbit, or equivalently if the map
(r, d) : G → G(0) ×G(0), (r, d) (x) = (r (x) , d (x)) is surjective. A groupoid
is said principal if the map (r, d) : G → G(0)×G(0), (r, d) (x) = (r (x) , d (x))
is injective.

Examples structures which �t naturally into the study of groupoids:
1. Groups: A group G is a groupoid with G(2) = G × G and G(0) = {e}
(the unit element).
2. Spaces. A space X is a groupoid letting X(2) = {(x, x) ∈ G×G} =
diag(X), xx = x, and x−1 = x.
3. Equivalence relations. Let R ⊂ X × X be an equivalence relation
on the set X. Let R(2) = {((x1, y1) , (x2, y2)) ∈ R×R : y1 = x2}. With
product (x, y) (y, z) = (x, z) and (x, y)−1 = (y, x) , R is a principal groupoid.
R(0) may be identi�ed with X. Two extreme cases deserve to be single
out. If R = X × X, then R is called the trivial groupoid on X, while if
R = diag (X) , then R is called the co-trivial groupoid on X (and may be
identi�ed with the groupoid in Example 2).
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4. Transformation groups. Let Γ be a group acting on a set X such that
for x ∈ X and g ∈ Γ, xg denotes the transform of x by g. Let G = X × Γ,
G(2) = {((x, g) , (y, h)) : y = xg}. With the product (x, g) (xg, h) = (x, gh)
and the inverse (x, g)−1 =

(
xg, g−1

)
G becomes a groupoid. The unit space

of G may be identi�ed with X.

De�nition 2. A topological groupoid consists of a groupoid G and a topol-
ogy compatible with the groupoid structure:

(1) x → x−1 [: G → G] is continuous.
(2) (x, y)

[
: G(2) → G

]
is continuous where G(2) has the induced topo-

logy from G×G.

If G is a topological groupoid, then r and d are identi�cation maps, and
x → x−1 is a homeomorphism. If G is Hausdor�, G(0) is closed, and if
G(0) is Hausdor�, G(2) is closed in G×G.

We are exclusively concerned with topological groupoids which are lo-
cally compact and Hausdor�. It was shown in [6] that measured groupoids
(in the sense of De�nition 2.3. from [4]) may be assume to have locally
compact topologies, with no loss in generality.

There are several generalizations of the classical Haar measure associ-
ated with a locally compact topological group to the setting of a locally
compact topological groupoid (see [14], [9], [10], [11], [4], [7]). Now in gen-
eral use is the de�nition adopted by Jean Renault in [7]:

De�nition 3. A Haar system on a locally compact groupoid G is a fam-
ily of positive Radon measures on G,

{
νu, u ∈ G(0)

}
, having the following

properties:
1) For all u ∈ G(0), supp(νu) = Gu.
2) For all f ∈ Cc (G)

u →
∫

f (x) dνu (x)
[
: G(0) → C

]

is continuous.
3) For all f ∈ Cc (G) and all x ∈ G,

∫
f (y) dνr(x) (y) =

∫
f (xy) dνd(x) (y)

The system of measures
{
νu, u ∈ G(0)

}
will be called Borel Haar system if

it has the properties 1), 3) and
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2′) For all f > 0 Borel on G,

u →
∫

f (x) dνu (x)
[
: G(0) → R̄

]

is a real-extended Borel map, where the Borel sets of a topological spaces
G and G(0) are taken to be the σ-algebra generated by the open sets.

Unlike the case of locally compact group, Haar system on groupoid need
not exists. The continuity assumption 2) has topological consequences for
G. It entails that the range map r : G → G(0), and hence the domain map
d : G → G(0) is an open (Proposition I.4 [13]). So �the range map is an open
map� is a necessary condition for the existence of Haar systems. A. K. Seda
has established su�cient conditions for the existence of Haar systems. He
has proved that if for all u ∈ G(0), the map ru : Gu → G(0), ru (x) = r (x)
is open, then the continuity assumption 2) follows from the left invariance
assumption 3) (Theorem 2, p.430 [10]). Thus he has proved that locally
transitive groupoids admit Haar system. At the opposite case of totally
intransitive groupoids, Renault has established necessary and su�cient con-
ditions. More precisely, Renault has proved that a locally compact group
bundle (a groupoid with the property that r (x) = d (x) for all x) admits a
Haar system if and only if r is open (Lemma 1.3, p.6 [8]).

In this paper we shall study the continuity of a pre-Haar system at the
units u with singleton orbits (this means [u] = {u}). We shall establish
necessary and su�cient conditions. When all units of the groupoid are with
singleton orbits we shall re-obtain the result of Renault Lemma 1.3, p.6 [8].

2. The existence of a pre-Haar system
De�nition 4. A (left) pre-Haar system on G is a family of (positive) Radon
measures on G, {νu, u ∈ G(0)},with the following properties:

1) νu concentrated on Gu for all u ∈ G(0);
2)

∫
f (y) dνr(x) (y) =

∫
f (xy) dνd(x) (y) for all x ∈ G and f ∈ Cc (G)

3) sup{νu (K) , u ∈ G(0)} < ∞ for each compact set K ⊂ G.

De�nition 5. The pre-Haar system {νu, u ∈ G(0)} is said continuous at
u0 if for all f ∈ Cc (G) , the map

u →
∫

f (x) dνu (x)
[
: G(0) → C

]

is continuous is continuous at u0.
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The pre-Haar system is said continuous if it is continuous at every unit
(or equivalently if it is a Haar system).

In [2] we have shown that the continuity of a pre-Haar system is equiv-
alent with the continuity of a family of homomorphisms associated to the
pre-Haar system.

Notation 6. Let {νu, u ∈ G(0)} be a pre-Haar system on the locally
compact groupoid G. For each f ∈ Cc (G) let us denote by Ff : G → C
the map de�ned by

Ff (x) =
∫

f (y) dνd(x) (y)−
∫

f (y) dνr(x) (y) (∀) x ∈ G

For each f , Ff is a homomorphism of groupoids:

Ff (xy) = Ff (x)− Ff (y) for all (x, y) ∈ G(2).

{Ff}f∈Cc(G) will be called the family of homomorphisms associated with
the pre-Haar system.

We state Lemma 4.2 p.40 [2]:

Lemma 7. Let G be a locally compact groupoid whose unit space G(0) is
paracompact, let

{
νu, u ∈ G(0)

}
be a pre-Haar system on G and let {Ff}f

the family of associated homomorphisms. Then for each f ∈ Cc (G) and
each ε > 0 there is Wε, a conditionally compact neighborhood of G(0), such
that:

|Ff (x)| < ε for all x ∈ Wε

We shall show how to construct a pre-Haar system. Let G be a lo-
cally compact second countable groupoid. In Section 1 of [8] Jean Renault
constructs a Borel Haar system for G′. One way to do this is to choose
a function F0 continuous with conditionally support which is nonnegative
and equal to 1 at each u ∈ G(0). Then for each u ∈ G(0) choose a left Haar
measure βu

u on Gu
u so the integral of F0 with respect to βu

u is 1.

Renault de�nes βu
v = xβv

v if x ∈ Gu
v (where xβv

v (f) =
∫

f (xy) dβv
v (y)

as usual). If z is another element in Gu
v , then x−1z ∈ Gv

v, and since βv
v is

a left Haar measure on Gv
v, it follows that βu

v is independent of the choice
of x. If K is a compact subset of G, then sup

u,v
βu

v (K) < ∞.
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For constructing a pre-Haar system it is enough to choose a family of
probability measure on G(0) indexed on the orbit space

{
µu̇, u̇ ∈ G(0)/G

}
such that supp

(
µu̇

)
= [u]. We de�ne

∫
f (y) dνu (y) =

∫
f (y) dβu

v (y) dµu̇ (y)

for all continuous function f on G with compact support.
It is not hard to see that {νu, u ∈ G(0)} is a pre-Haar system. Applying

a result of Federer and Morse [3], it follows that the map

(r, d) : G → (r, d) (G)

has Borel section σ. If we de�ne h (x) = F0

(
σ (r (x) , d (x))−1 x

)
, then we

obtain a Borel function with the property that
∫

h (x) νu (y) = 1 for all u.

Another construction of pre-Haar system can be found in [1].

3. The continuity of a pre-Haar system
Lemma 8. Let G be a locally compact groupoid with the range map r open.
Then the set of units with singleton orbit is a closed subset of the unit space.

Proof. Let (ui)i be net of units with singleton orbits. Let us assume that
(ui)i converges to u and let x in G with r (x) = u. We shall prove that
r (x) = d (x), and it will follows that [u] = {u} . Since r is an open map,
eventually passing to a subnet, we may assume that there is a net (xi)i in
G that converges to x, such that r (xi) = ui. Since each ui is with singleton
orbit, d (xi) = r (xi) = ui. Hence

d (x) = lim d (xi) = limui = u.

Thus the set of units with singleton orbit is a closed subset of the unit
space.

Notation 9. Let G be a locally compact groupoid with the range map r

open. Let us denote by G
(0)
s the set of units with singleton orbit. According

to the preceding lemma G
(0)
s is a closed subset of the unit space. Let

us denote by Gs the reduction G|
G

(0)
s

of G to G
(0)
s . Then Gs is a closed

subgroupoid of G′.
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Lemma 10. Let G be a locally compact groupoid that admits a Haar system.
Then

rs : Gs → G(0)
s , rs (x) = r (x)

is an open map.

Proof. Let {νu, u ∈ G(0)} be a Haar system on G. Let x0 ∈ Gs and let U
be a nonempty compact neighborhood of x0 in Gs. Choose a nonnegative
continuous function, f on Gs , with f(x0) > 0 and supp (f) ⊂ U . Let V be
an open neighborhood of Gs. Let f̃ be a continuous function extending f

to G with supp
(
f̃
)
⊂ V . Let W the set of units u with the property that

νu(f) > 0. Then W is an open neighborhood of u0 = r(x0) contained in
r (U) ∪ r (V −Gs) . Since W ∩G

(0)
s ⊂ r (U) ∩G

(0)
s , it follows that r (U) is

a neighborhood of u0 in G
(0)
s .

De�nition 11. Let u be a unit with singleton orbit. We shall say that the
restriction of r to Gs is open at x ∈ Gu

u, if it sends every open neighborhood
of x to a open neighborhood of u in G(0).

Lemma 12. Let u be a unit with singleton orbit. If the restriction of r to
Gs is open at x ∈ Gu

u, then GsW is a neighborhood of x in G, for each
neighborhood W of G(0).

Proof. Let x be an element of Gu
u. Let V be an open neighborhood of G(0)

contained in W . Let us prove that GsW contains x in its interior. Let (xi)i

be a net converging to x . Since r sends every open neighborhood of x, to
an open neighborhood of u, eventually passing to a subnet we may assume
that there is a net (zi)i in Gs that converges to x, such that r (xi) = r (zi).
The net

(
z−1
i xi

)
i
converges to d (x), so for i large enough z−1

i xi belongs to
W . Consequently, xi = ziti with zi ∈ G′ and ti = z−1

i xi in W . Hence GsW
is a neighborhood of x.

Theorem 13. Let G be a locally compact groupoid whose unit space G(0)

is paracompact and whose range map r is open. Let {νu, u ∈ G(0)} be
pre-Haar system. Let u be a unit with singleton orbit [u] . Assume that if
W is an open neighborhood of G(0), then each x ∈ Gs is in the interior of
GsW .

If there exists a function h : G → [0, 1], universally measurable on each
transitivity component G|[w], with νw (h) = 1 for all w ∈ G(0), then the
pre-Haar system is continuous at u.
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Proof. To prove the continuity of the pre-Haar system at u we shall use
the same argument as in Lemma 1.3 p.6 [8]. Let B be the linear space of
the bounded sequences of real numbers. Let s 7→ Lim (s) [: B → R] be a
linear map with the following properties:

1) If s = (si)i and si > 0, then Lim (s) > 0;
2) Lim (1, 1, ..., 1...) = 1;
3) Lim (s1, s2, s3, ...) = Lim (s1, s1, s2, s2, s3, s3...);
4) If s, t ∈ B and limn (sn − tn) = 0, then Lim (s) = Lim (t);
It is not hard to show that limn sn = a implies that Lim (s1, s2, ...) = a.

Also if Lim (s′) = a for every subsequence s′ of s, then limn sn = a.
Let {Ff}f∈Cc(G) be the family of homomorphisms associated with the

pre-Haar system.
Let (ui)i a sequence converging to u. For each continuous function with

compact support, f : G → R, we set

µ (f) = Lim

(
i 7→

∫
f (y) dνui (y)

)

µ is a positive linear functional on the space of continuous functions
with compact support. We claim that µ (f) depends only on the restriction
on f on Gu

u. Suppose that f and g coincide on Gu
u. We denote by K the

compact set

(supp (f) ∪ supp (g)) ∩ r−1 ({ui, i = 1, 2, ...} ∪ {u})

Then we have
∣∣∣∣
∫

f (y) dνui (y)−
∫

g (y) dνui (y)
∣∣∣∣ 6

∫
|f (y)− g (y)| dνui (y) 6

6 sup
y∈Gui

|f (y)− g (y)| νui (K)

One observes that supy∈Gui |f (y)− g (y)| νui (K) converges to 0. There-
fore µ (f) = µ (g) . Next we show that µ is left invariant on Gu

u, and con-
sequently, a Haar measure on Gu

u.Let x ∈ Gu
u. Because r : G → G(0) is an

open map there exists a sequence (xi)i converging to x such that r (xi) = ui.
Let f, g : G → R two continuous function with compact support such

that g (y) = f
(
x−1y

)
for all y ∈ Gu.

Then we have
∣∣∣∣
∫

f (y) dνui (y)−
∫

g (y) dνui (y)
∣∣∣∣ =
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6
∣∣∣∣
∫

fdνr(xi) −
∫

fdνd(xi)

∣∣∣∣ +
∣∣∣∣
∫

f (y) dνd(xi) (y)−
∫

g (xiy) dνd(xi) (y)
∣∣∣∣

6 |Ff (xi)|+ sup
y∈Gd(xi)

|f (y)− g (xiy)| νd(xi) (K1) ,

where K1 is the compact set

(supp (f) ∪ {x, xi, i = 1, 2, ..} supp (g)) ∩ r−1 ({d (xi) , i = 1, 2, ...} ∪ {u}) .

The sequence i 7→ sup
y∈Gd(xi) |f (y)− g (xiy)| νd(xi) (K1) converges to 0.

Let ε > 0 and let W be a neighborhood of G(0) such that

|Ff (y)| < ε

2
for all y ∈ W .

Since GsW is a neighborhood of x, and (xi)i converges to x, we may assume
that xi belongs to GsW for large i. Thus there is zi ∈ Gs and yi ∈ W such
that xi = ziyi Consequently, we have

|Ff (xi)| = |Ff (ziyi)| = |Ff (zi) + Ff (yi)| = |Ff (yi)| < ε

2
.

and this imply
∣∣∣∣
∫

f (y) dνui (y)−
∫

g (y) dνui (y)
∣∣∣∣ 6 ε for large i

Therefore µ (f) = µ (g) and hence µ and νu are Haar measures on Gu
u and

µ (h) = 1 = νu (h). From uniqueness of Haar measure on Gu
u it follows that

µ = νu. This means that i 7→ ∫
f (y) dνui (y) converges to

∫
f (y) dνu (y)

for every continuous function with compact support f .

Theorem 14. Let G be a locally compact groupoid with paracompact unit
space and open range map. If G admits a Haar system then

rs : Gs → G(0)
s , rs (x) = r (x)

is an open map. And conversely, if the restriction of r to Gs is open at any
x ∈ Gs, then there is a pre-Haar system on G that is continuous at any unit
in G

(0)
s .

Proof. It follows from Theorem 13 and Lemma 10.

Remark 15. If G is a locally compact group bundle, then from the preced-
ing theorem we obtain the result of J. Renault about the existence of Haar
systems Lemma 1.3 p.6 [8].
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The structure of extra loops

Michael K. Kinyon and Kenneth Kunen

Abstract

The Sylow theorems hold for �nite extra loops, as does P. Hall's theorem for �nite
solvable extra loops. Every �nite nonassociative extra loop Q has a nontrivial center,
Z(Q). Furthermore, Q/Z(Q) is a group whenever |Q| < 512. Loop extensions are used to
construct an in�nite nonassociative extra loop with a trivial center and a nonassociative
extra loop Q of order 512 such that Q/Z(Q) is nonassociative. There are exactly 16

nonassociative extra loops of order 16p for each odd prime p.

1. Introduction
De�nition 1.1. A loop Q is an extra loop i� Q is both conjugacy closed
(a CC-loop) and a Moufang loop.

Lemma 1.2. A loop Q is an extra loop i� Q satis�es one (equivalently all)
of the following equations:

1. (x · yz) · y = xy · zy.
2. yz · yx = y · (zy · x).
3. (xy · z) · x = x · (y · zx).

Extra loops were �rst introduced via these equations by Fenyves [11,
12], who proved the equivalence of (1)(2)(3). Goodaire and Robinson [18]
showed that De�nition 1.1 is equivalent, and this de�nition is often more
useful in practice, since one may combine results in the literature on CC-
loops and on Moufang loops to prove theorems about extra loops.

Moufang loops are discussed in standard texts [3, 4, 24] on loop the-
ory. In particular, these loops are diassociative by Moufang's Theorem.

2000 Mathematics Subject Classi�cation:20N05
Keywords:extra loop, Moufang loop, conjugacy closed loop
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CC-loops were introduced by Goodaire and Robinson [17, 18], and inde-
pendently (with di�erent terminology) by So$ikis [26]. Further discussion
can be found in [9, 10, 20, 21].

If Q is an extra loop and N = N(Q) is the nucleus of Q, then N is
a normal subloop of Q and Q/N is a boolean group (see Fenyves [12]).
Besides leading to the result of Chein and Robinson that extra loops are
exactly those Moufang loops with squares in the nucleus [8], Fenyves's result
suggests that one might provide a detailed structure theory for �nite extra
loops. A start on such a theory was made in [20], where it was shown that
if Q is a �nite nonassociative extra loop, then |N | is even and |Q : N | > 8,
so that 16 | |Q|. The �ve nonassociative Moufang loops of order 16 are
all extra loops (see Chein [5], p. 49). Among these �ve is the Cayley loop
(1845), which is the oldest known example of a nonassociative loop.

The Cayley loop is usually described by starting with the octonion ring
(R8), and restricting the multiplication to {±ei : 0 6 i 6 7}, where the
ei are the standard basis vectors. Restricting to R8\{0} or to S7 does
not yield an extra loop (it is Moufang, but not CC). In fact, by Nagy
and Strambach ([23], Corollary 2.5, p. 1043), there are no nonassociative
connected smooth extra loops. There are also no nonassociative connected
compact extra loops, since Q/N is boolean, and hence totally disconnected.

The main results of this paper are listed in the abstract. After we
review basic facts about extra loops in �, we characterize the nuclei of
nonassociative extra loops in �. The Sylow theorems are proved in �, and
P. Hall's theorem is proved in �. The center is discussed in �. In �, we
consider loop extensions and describe the two examples mentioned in the
abstract. In � we analyze the nonassociative extra loops of order 16p, for p
an odd prime, and show that the number of such loops is independent of p;
it follows that this number is 16, since by [16], there are 16 such loops of
order 48.

2. Basic facts
We collect some facts from the literature. In particular, we point out that
an extra loop yields four boolean groups which help elucidate the loop
structure. One is the quotient by the nucleus:
Lemma 2.1. Let Q be an extra loop with nucleus N = N(Q).

1. For each x ∈ Q, x2 ∈ N .

2. Q/N is a boolean group.
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3. Every �nite subloop of Q of odd order is contained in N .

4. Every element of Q of �nite odd order is contained in N .
The lemma, particularly (1), is due to Fenyves [12]. Considered as a

Moufang or CC-loop, an extra loop has a normal nucleus, so (2) follows
from (1) and the fact that a Moufang or CC-loop of exponent 2 is a boolean
group. (3) follows from (2) (since Q → Q/N maps the subloop to {1}), and
(4) follows from (3).
Corollary 2.2. Every �nite extra loop has the Lagrange property; that is,
the order of every subloop divides the order of the loop.

This follows from the fact that Q/N is a group, so that both Q/N and N
have the Lagrange property; see Bruck [4], �V.2, Lemma 2.1. This corollary
holds for all CC-loops Q, because Basarab [2] has shown that Q/N is an
abelian group; see also [20] for an exposition of Basarab's proof, and see [9]
for related results.

Another boolean group is generated by the associators:
De�nition 2.3. For x, y, z in a loop Q, de�ne the associator (x, y, z) ∈ Q
by (x · yz)(x, y, z) = xy · z. Let A(Q) be the subloop of Q generated by all
the associators.

In an extra loop Q, A(Q) 6 N(Q), since Q/N(Q) is a group. Further-
more, by �5 of [20], we have:
Lemma 2.4. In any extra loop Q:

1. (x, y, z) is invariant under all permutations of the set {x, y, z}.
2. (x, y, z) = (ux, vy, wz) for all x, y, z ∈ Q and u, v, w ∈ N(Q).

3. (x, y, z) = (x−1, y, z).

4. (x, y, z) commutes with each of x, y, z.

5. A(Q) 6 Z(N(Q)) and A(Q) is a boolean group.
Note that Lemma 2.4 shows that the associator (x, y, z) determines a

totally symmetric mapping from (Q/N)3 into A(Q).
If |Q| < 512, then Theorem 6.6 will show that A(Q) 6 Z(Q) (equiva-

lently, Q/Z(Q) is a group); this fails for some Q of order 512; see Example
. For any �nite nonassociative extra loop, |Z(Q)∩A(Q)| > 2 (see Theorem
6.1).

The properties we have listed for associators actually characterize extra
loops:
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Lemma 2.5. Suppose that Q is a loop with the following properties:

1. Q is �exible, that is, (x, y, x) = 1 for all x, y ∈ Q.

2. Every associator is in the nucleus.

3. The square of every associator is 1.

4. (x, y, z) is invariant under all permutations of {x,y,z}.

5. (x, y, z) commutes with each of x, y, z.

Then Q is an extra loop.

Proof. x·[y ·zx] = x·yz ·x·(y, z, x) = [xy ·z](x, y, z)x(y, z, x) = [xy ·z]·x.

The third boolean group is the right inner mapping group, which turns
out in this case to coincide with the left inner mapping group (see 2.7(5)
below). We use the following notation.

De�nition 2.6. For any loop Q, the left translations Lx and right transla-
tions Ry are de�ned by: xy = xRy = yLx. The right and left multiplication
groups are, respectively

RMlt = RMlt(Q) = 〈Ry : y ∈ Q〉 and LMlt = LMlt(Q) = 〈Lx : x ∈ Q〉.

For S ⊂ Q, set R(S) := {Rx : x ∈ S}. The right and left inner mapping
groups are, respectively,

RMlt1 = RMlt1(Q) = {g ∈ RMlt : 1g = 1} and
LMlt1 = LMlt1(Q) = {g ∈ LMlt : 1g = 1}.

Also for x, y ∈ Q, de�ne

R(x, y) := RxRyR
−1
xy and L(x, y) := LxLyL

−1
yx .

It is easily seen that R(x, y) ∈ RMlt1 and that RMlt1 is the group
generated by {R(x, y) : x, y ∈ Q}; likewise for the L(x, y) and LMlt1.

Lemma 2.7. For any extra loop Q:

1. All permutations in RMlt1 and LMlt1 are automorphisms of Q.

2. R(x, y)R(u, v) = R(u, v)R(x, y).



The structure of extra loops 43

3. L(x, y) = R(x, y) = L(y, x) = R(y, x)

4. R(x, y)2 = I.

5. RMlt1 = LMlt1 is a boolean group.

6. zR(x, y) = z(x, y, z).

(1) is due to Goodaire and Robinson [17], and (2),(3) are from [20];
these are true for all CC-loops. (4) is also from [20], and (5) is immediate
from (2),(3),(4). Also, [20] shows that zL(y, x) = z(x, y, z)−1 holds in all
CC-loops, so (6) follows, using (3) and Lemma 2.4.

Besides the left and right inner mappings, we have the middle inner
mappings Tx = RxL−1

x . In any CC-loop, the group generated by the middle
inner mappings coincides with the group generated by all inner mappings
[9].

Lemma 2.8. In any extra loop Q with N = N(Q) and A = A(Q):

1. Ta ∈ Aut(Q) i� a ∈ N(Q).

2. For each x ∈ Q, T (x) := Tx¹N ∈ Aut(N).

3. T : Q → Aut(N) is a homomorphism.

4. Each Tx maps A onto A, so that A E Q and Q/A is a group.

5. Each (Tx)2 is the identity on A.

(1) is from [9], and holds for all CC-loops. (2) is due to Goodaire
and Robinson [17], and (3) is from [21]. Both are true for all CC-loops.
(A)Tx = A is due to Fook [13], and is true for all Moufang loops; see also
Lemma 6.2 below. Note that by the remark preceding the lemma, to prove
that A is normal, it is su�cient to show that (A)Tx = A. (5) follows from
(3) and (4), since x2 ∈ N , so Tx2 is the identity on A by Lemma 2.4.

Our last boolean group is related to two of the others. In an extra loop
Q with A = A(Q), set

A∗ := {g ∈ RMlt : xg ∈ Ax, ∀x ∈ Q}

Note that this subgroup of RMlt is the kernel of the natural homomorphism
RMlt(Q) → RMlt(Q/A); g 7→ (Ax 7→ Axg), and so A∗ E RMlt(Q).

Lemma 2.9. Let Q be an extra loop. Then A∗ = RMlt1(Q) ·R(A), a direct
product. Hence A∗ is a boolean group.
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Proof. Obviously R(A) 6 A∗, and conversely, if Ra ∈ A∗, then a ∈ A.
By Lemma 2.7(6), RMlt1 6 A∗. If g ∈ A∗, write g = hRa for h ∈ RMlt1,
a = 1g. Since h ∈ A∗, Ra ∈ A∗, and so A∗ = RMlt1 ·R(A). Since A 6 N(Q)
and RMlt1 6 Aut(Q), the product RMlt1 ·R(A) is direct. Since A 6 N(Q),
R(A) is a boolean group (an isomorphic copy of A), and so A∗ is a boolean
group by Lemma 2.7(5).

3. The nucleus
We describe which groups can be nuclei of nonassociative extra loops.

Proposition 3.1. For a group G, the following are equivalent:

1. Z(G) contains an element of order 2.

2. There is a nonassociative extra loop Q with G = N(Q).

3. There is an extra loop Q with G = N(Q), |Q : G| = 8, and Z(Q) =
Z(G).

Proof. (2) → (1) is by Lemma 2.4. Now, assume (1) and we shall prove (3).
Fix −1 ∈ Z(G) of order 2, and let C = {±1,±e1 · · ·±e7} be the 16-element
Cayley loop. In the extra loop G × C, let M = {(1, 1), (−1,−1)}. Note
that M is a normal subloop. Let Q = (G× C)/M .

4. Sylow Theorems
We begin by remarking that for extra loops, two possible de�nitions of
�p-loop� are equivalent. For Moufang loops, the following result is due to
Glauberman and Wright [14, 15]. It also holds for power-associative CC-
loops, as follows easily from ([20], Coro. 3.2, 3.4).

Lemma 4.1. If Q is a �nite extra loop and p is a prime, then the following
are equivalent:

1. |Q| is a power of p.

2. The order of every element of Q is a power of p.

De�nition 4.2. Let π be a set of primes. A �nite loop Q is a π-loop if the
set of prime factors of |Q| is a subset of π. If |Q| has prime factorization
|Q| = Πpp

ip , then a Hall π-subloop of Q is a subloop of order Πp∈πpip . If
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π = {p}, than a Hall π-subloop is called a Sylow p-subloop. Let Sylp(Q)
denote the set of all Sylow p-subloops of Q, and let Hallπ(Q) denote the set
of all Hall π-subloops of Q.

Of course, in general, Sylow p-subloops and Hall π-subloops need not
exist. But for extra loops, Sylow p-subloops do exist and satisfy the familiar
Sylow Theorems for groups (Theorem 4.5 below). In �, we will show that
Hall π-subloops exist for solvable extra loops and satisfy P. Hall's Theorem
for groups (Theorem 5.3). As a preliminary to both theorems:

Lemma 4.3. Let π be a set of primes with 2 ∈ π, and let Q be a �nite
extra loop with A = A(Q).

1. If P is a Hall π-subloop of Q, then A 6 P .

2. If G is a Hall π-subgroup of RMlt(Q), then A∗ 6 G.

Proof. Since A E Q and is a boolean group, AP is a subloop of Q of order
|A||P |/|A ∩ P |, and so AP is a π-subloop of Q. By the Lagrange property
(Corollary 2.2), Hall π-subloops are maximal π-subloops, and so AP = P ,
establishing (1). The proof for (2) is similar.

Next we need a minor re�nement of the Sylow Theorems for groups. For
a �nite group G, let Op(G) denote the subgroup generated by all elements
of order prime to p ([1], p. 5). Note that Op(G) E G.

Lemma 4.4. Assume that G is a �nite group, p is prime, and P,Q ∈
Sylp(G). Then Q = x−1Px for some x ∈ Op(G).

Proof. If |G| = pmj, where p - j, then |Op(G)| = p`j, where 0 6 ` 6 m.
Also |P ∩ Op(G)| = p`, since P ∩ Op(G) ∈ Sylp(Op(G)) ([1], (6.4)). Thus
|P ·Op(G)| = |P ||Op(G)|/|P ∩Op(G)| = pmj = |G|, and so G = P ·Op(G).
Finally, by the usual Sylow Theorem, let Q = y−1Py, where y = ux, with
u ∈ P and x ∈ Op(G). But then Q = x−1Px.

Theorem 4.5. Suppose that Q is a �nite extra loop and |N(Q)| = pmr,
where p is prime and p - r. Then

1. |Sylp(Q)| = 1 + kp, where 1 + kp | r.
2. If S is a p-subloop of Q, then there exists P ∈ Sylp(Q) containing S.

3. If P1, P2 ∈ Sylp(Q), then there exists x ∈ N(Q) such that P1Tx = P2,
so that P1 and P2 are isomorphic.
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Proof. For p > 2: By Lemma 2.1(3), every p-subloop is contained in N , so
the Sylow Theorems for groups can be applied to N .

For p = 2: The natural homomorphism [·] : Q → Q/A;x 7→ [x] yields a
map [·] : P 7→ P/A from the set of 2-subloops P of Q with A 6 P to the
set of 2-subgroups of Q/A. If P/A ∈ Syl2(Q/A), then P ∈ Syl2(Q), and
so by Lemma 4.3, [·] yields a 1 − 1 correspondence between Syl2(Q) and
Syl2(Q/A). One can now apply the Sylow Theorems to the group Q/A. To
get x ∈ N(Q) in (3), we apply Lemma 4.4 to Q/A to get P1Tx = P2, where
[x] ∈ O2(Q/A). Now x = x1 · · ·xn where the order of each [xi], say ti, is
odd. Then xi = aizi, where ai = xti

i ∈ A and zi = x1−ti
i ∈ N since 1 − ti

is even. Thus each xi ∈ N , and so x ∈ N . Finally, that P1 and P2 are
isomorphic follows from Lemma 2.8(1).

Next we relate the Sylow p-subloops of an extra loop Q to the Sylow
p-subgroups of the right multiplication group RMlt(Q).
Theorem 4.6. Let Q be an extra loop with RMlt = RMlt(Q).

1. If g ∈ RMlt has odd order, then g = Ra for some a ∈ N(Q).

2. O2(RMlt) 6 R(N(Q)).

3. Each subgroup of RMlt of odd order is isomorphic to a subgroup of
N(Q).

4. S 7→ R(S) is a 1−1 correspondence between the subloops of Q of odd
order and the subgroups of RMlt of odd order.

Proof. For g ∈ RMlt, write (uniquely) g = hRa, where a = 1g and
h ∈ RMlt1. Note that hRah = Rah because h ∈ Aut(Q) and h2 = I
(Lemma 2.7(1)(5)). From this plus induction, g2k = (RahRa)k and g2k+1 =
hRa(RahRa)k for k > 0. Now, the Moufang identity RxRyRx = Rxyx

plus induction yields Rx(RyRx)k = Rx(yx)k . Thus, g2k+1 = hRu, where
u = a · (ah · a)k. If g2k+1 = I then h = I and 1 = u = a2k+1, so a ∈ N(Q)
by Lemma 2.1(4). This establishes (1), and the rest follows from (1) and
Lemma 2.1(3).

Theorem 4.7. Let Q be an extra loop. Then P 7→ RMlt1 · R(P ) is a
1 − 1 correspondence between the 2-subloops of Q containing A and the
2-subgroups of RMlt(Q) containing A∗.

Note that in the theorem, RMlt1 · R(P ) is not a direct product of sub-
groups, but is rather a factorization of a group into a subgroup and a subset.
The multiplication in this group is given by hRa · kRb = hkR(ak, b)Rak·b.
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Proof. If A 6 P 6 Q, then certainly A∗ 6 RMlt1 · R(P ) by Lemma 2.9.
Conversely, suppose G is a 2-subgroup of RMlt with A∗ 6 G, and set
P = 1G, the orbit of G through 1 ∈ Q. Each g ∈ G can be uniquely written
as g = hRa for some h ∈ RMlt1, a = 1g ∈ P , and since RMlt1 6 G, we have
G = RMlt1 ·R(P ). |P | is a power of 2, so what remains is to show that P is
a subloop. For a, b ∈ P , RaRb = R(a, b)Rab, and so ab ∈ P as R(a, b) 6 G.
Similarly, a ∈ P implies a−1 ∈ P , which completes the proof.

Corollary 4.8. Let Q be a �nite extra loop, and let p be a prime. Then
Sylp(Q) is in a 1− 1 correspondence with Sylp(RMlt(Q)).

Proof. If p > 2, then Theorem 4.6 yields that P 7→ R(P ) is a 1 − 1 corre-
spondence between Sylp(Q) and Sylp(RMlt).

If p = 2, then Theorem 4.7 and Lemma 4.3(2) yield that P 7→ RMlt1 ·
R(P ) is a 1− 1 correspondence between Sylp(Q) and Sylp(RMlt).

5. Solvability and Hall π-subloops
Recall that a loop Q is solvable if there exists a normal series

1 = Q0 E Q1 E · · · E Qm = Q

of subloops Qi such that each factor Qi+1/Qi is an abelian group.

Theorem 5.1. An extra loop Q is solvable if and only if N = N(Q) is
solvable.

Proof. Since solvability is inherited by subloops, the solvability of Q implies
the solvability of N . Conversely, if 1 = N0 E · · · E Nm = N is a normal
series for N , then 1 = N0 E · · · E Nm E Q is a normal series for Q, since
Q/N is an abelian group.

By Proposition 3.1 and the fact that the nucleus of a nonassociative
extra loop has index at least 8, the smallest nonsolvable nonassociative
extra loop has order 960.

Corollary 5.2. Let Q be an extra loop of order paqb, where p, q are primes.
Then Q is solvable.

Proof. Since |N(Q)| = pcqd, the result follows from Burnside's paqb-Theorem
for groups ([1], (35.13)) and Theorem 5.1.
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This theorem and its corollary actually hold for CC-loops Q because
Q/N is an abelian group by Basarab [2] (or see [9, 20]). However, the
Sylow theorems and P. Hall's Theorem (cf. [1], (18.5)) can fail in CC-loops,
since the 6-element nonassociative CC-loop does not have a subloop of order
2. P. Hall's Theorem for extra loops is:
Theorem 5.3. Let Q be a �nite solvable extra loop and π a set of primes.
Then

1. Q has a Hall π-subloop.

2. If P1, P2 ∈ Hallπ(Q), then there exists x ∈ Q such that P1Tx = P2.

3. Any π-subloop of Q is contained in some Hall π-subloop of Q.
The proof is similar to that of the Sylow Theorem 4.5.

Proof. For 2 6∈ π: If S is any π-subloop of Q, then the natural homomor-
phism Q → Q/N takes S onto a π-subloop of a boolean group, so that
S 6 N .

The result then follows from P. Hall's Theorem applied to the solvable
group N (Theorem 5.1).

For 2 ∈ π: The natural homomorphism [·] : Q → Q/A yields a map
[·] : P 7→ P/A from the set of π-subloops P of Q with A 6 P to the set
of π-subgroups of Q/A. If P/A ∈ Hallπ(Q/A), then P ∈ Hallπ(Q), and so
by Lemma 4.3, [·] restricts to a 1− 1 correspondence between Hallπ(Q) and
Hallπ(Q/A). Now apply P. Hall's Theorem to the solvable group Q/A.

6. The center
Theorem 6.1. If Q is a nonassociative extra loop and A(Q) is �nite, then
|Z(Q) ∩A(Q)| > 1.
Proof. Applying Lemma 2.8, de�ne T ′ : Q → Aut(A) by T ′(x) = Tx¹A. By
Lemma 2.4, T ′(x) = I for x ∈ N . Thus, via T ′, the boolean group Q/N
acts on the boolean group A. Since |A| is even and the size of each orbit is
a power of 2, there must be some a ∈ A\{1} which is �xed by this action.
Then a ∈ Z(Q).

This can fail when A(Q) is in�nite; see Example .
Lemma 6.2. In an extra loop,

(x, y, zt) = (x, y, tz) = (x, y, z) · (x, y, t)Tz = (x, y, z)Tt · (x, y, t).
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Proof. Applying Lemma 2.7, we have zR(x, y) = z(x, y, z), tR(x, y) =
t(x, y, t), and zR(x, y) · tR(x, y) = (zt)R(x, y) = zt · (x, y, zt), so

z(x, y, z) · t(x, y, t) = zt · (x, y, zt) .

Since associators are in the nucleus, we get (x, y, z)Tt · (x, y, t) = (x, y, zt).
Also, (x, y, tz) = (x, y, zt) by Lemma 2.4, since Q/N is abelian> Therefore
tz ∈ Nzt.

Since (x, y, t)Tz = (x, y, z) · (x, y, zt), we have, in the case of extra loops,
another proof of Fook's result (Lemma 2.8.3) that (A)Tz = A. Lemma 6.2
yields:
Lemma 6.3. In an extra loop, z commutes with (x, y, t) i� t commutes
with (x, y, z) i� (x, y, z)(x, y, t) = (x, y, zt).
Lemma 6.4. If Q is an extra loop, with a = (x, y, z), then

a ∈ Z(〈{x, y, z} ∪N〉), and A(〈{x, y, z} ∪N〉) = {1, a}.
Proof. a ∈ N implies that Ta is an automorphism of Q (Lemma 2.8), so that
{s ∈ Q : sa = as} is a subloop of Q, and this subloop contains all elements
of {x, y, z}∪N by Lemma 2.4, which also implies that (u, v, w) ∈ {1, a} for
all u, v, w ∈ {x, y, z}∪N . Then A(〈{x, y, z}∪N〉) ⊆ {1, a} follows by using
Lemma 6.2.

Lemma 6.5. If Q is an extra loop, then |A(Q) : A(Q)∩Z(Q)| /∈ {2, 4, 8}.
Proof. Set Z = A(Q)∩Z(Q), and de�ne T ′ : Q → Aut(A), as in the proof of
Theorem 6.1. Assume that |A : Z| > 1. Fix e1, e2, e3 ∈ Q with (e1, e2, e3) /∈
Z, and then �x e4 ∈ Q such that (e1, e2, e3)T ′(e4) 6= (e1, e2, e3). De�ne

q1 := (e2, e3, e4) q2 := (e1, e3, e4) q3 := (e1, e2, e4) q4 := (e1, e2, e3).

By Lemmas 6.3 and 2.4, qiT ′(ej) = qi i� j 6= i. Now, let qS =
∏

i∈S qi for
S ⊆ {1, 2, 3, 4}, and observe that qST ′(ej) = qS i� j /∈ S, so that the qS are
all in distinct cosets of Z. Thus, |A : Z| > 16.

Theorem 6.6. If Q is a �nite extra loop with some associator not contained
in Z(Q), then |A(Q)| > 32 and |Q : N(Q)| > 16, so that 512 | |Q|.
Proof. |Q : N | > 16 follows from Lemma 6.4. |A(Q) ∩ Z(Q)| > 2 follows
from Theorem 6.1, so |A(Q)| > 32 follows from Lemma 6.5, so 512 | |Q|.

The �512� is best possible; see Example . The construction there is
suggested by the proof of Lemma 6.5. We shall get A(Q) = N(Q) =
〈q0, q1, q2, q3, q4〉, of order 32, Q/N = 〈[e1], [e2], [e3], [e4]〉, of order 16, and
Z(Q) = {1, q0}.
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7. Extension
Say we are given an abelian group (G,+) and a boolean group (B, +), and
we wish to construct all extra loops Q such that G E Q, G 6 N(Q), and
Q/G ∼= B. We may view this as an extension problem; see [7] �II.3, p. 35.

Assuming that we already have Q, let π : Q → B be the natural quotient
map. By the Axiom of Choice, we can assume that B is a section; that is,
B is a subset of Q and π¹B is the identity function. Then for a, b ∈ B, we
have the loop product a · b from Q and the abelian group sum a + b ∈ B.
Since a · b and a + b are in the same left coset of G, there is a function
ψ : B × B → G with a · b = (a + b)ψ(a, b). We may assume that the
identity element of B is the 1 of Q, so that ψ(1, a) = ψ(a, 1) = 1. Each
Ta¹G ∈ Aut(G). Also, the map x 7→ Tx¹G is a homomorphism from Q to
Aut(G), and is the identity map on G (since G is abelian), so it de�nes a
homomorphism: B → Aut(G). Every element of Q is in some left coset of
G, so it can be expressed uniquely in the form au, with a ∈ B and u ∈ G.
Since G 6 N(Q), we can compute the product of two elements of this form
as au · bv = ab · uTbv = (a + b) · ψ(a, b)(uTb)v. In particular, for b ∈ B,
b2 = b · b = (b + b) · ψ(b, b) = ψ(b, b).

Turning this around, and converting to additive notation,

De�nition 7.1. Suppose we are given:

1. An abelian group (G, +) and a boolean group (B, +).

2. A map ψ : B ×B → G with ψ(0, a) = ψ(a, 0) = 0.

3. A homomorphism, a 7→ τa, from B to Aut(G).

Then B nψ
τ G denotes the set B ×G given the product operation:

(a, u) · (b, v) = (a + b, ψ(a, b) + uτb + v).

B nτ G denotes B nψ
τ G in the case that ψ(a, b) = 0 for all a, b.

Then B nτ G is a group, and is the usual semidirect product.

Lemma 7.2. B nψ
τ G is always a loop with identity element (0, 0). The

map u 7→ (0, u) is an isomorphism from G onto {0} ×G E B nψ
τ G.

Proof. We can solve the equations (a, u) · (b, v) = (c, w) for (b, v) or (a, u):

(a, u)\(c, w) = (a + c, w − ψ(a, a + c)− uτaτc)
(c, w)/(b, v) = (b + c, wτb − ψ(b + c, b)τb − vτb).
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Here, we have simpli�ed the expression using the facts that B is boolean
and the map b 7→ τb is a homomorphism. This proves that B nψ

τ G is
a loop. {0} × G is a normal subloop because the map (a, u) 7→ a is a
homomorphism.

It is fairly easy to calculate, in terms of ψ and τ , what is required
for B nψ

τ G to satisfy various properties, such as the inverse property, the
Moufang law, etc. In the case of extra loops, we shall use the conditions
of Lemma 2.5 on the associators; some of these conditions can be veri�ed
immediately:

Lemma 7.3. Let Q = B nψ
τ G. Then A(Q) 6 {0} ×G 6 N(Q).

Proof. To compute the associators, we solve:

[(a, u) · (b, v)(c, w)] · (
(a, u), (b, v), (c, w)

)
= (a, u)(b, v) · (c, w).

First, we compute both associations:

(a, u) · (b, v)(c, w) = (a, u)(b + c, ψ(b, c) + vτc + w)
= (a + b + c, ψ(a, b + c) + uτbτc + ψ(b, c) + vτc + w)

(a, u)(b, v) · (c, w) = (a + b, ψ(a, b) + uτb + v) · (c, w)
= (a + b + c, ψ(a + b, c) + ψ(a, b)τc + uτbτc + vτc + w).

So,
(
(a, u), (b, v), (c, w)

)
=

(
0, ψ(a + b, c) + ψ(a, b)τc − ψ(a, b + c)− ψ(b, c)

)
.

Observe that this depends only on a, b, c, and has value 0 if any of a, b, c are
0, so that {0} ×G 6 N(Q), and all (x, y, z) ∈ {0} ×G.

We now consider in more detail the case when both B and G are boolean.
We shall in fact start with τ and the desired associator map α : B3 → G,
where

(
0, α(a, b, c)

)
denotes the intended value of

(
(a, u), (b, v), (c, w)

)
for

some (any) u, v, w ∈ G. We plan to construct ψ from α and τ . This is
useful because α is determined by its values on a basis for B. We need to
assume some conditions on α suggested by Lemmas 6.2 and 2.4:

Lemma 7.4. Suppose that G and B are boolean groups and E is a basis
for B. Let τ ∈ Hom(B, Aut(G)), and assume that α : E3 → G satis�es the
equations:
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H1. (α(a1, b, c))τa2 + α(a2, b, c) = α(a1, b, c) + (α(a2, b, c))τa1 ,

H2. (α(a, b1, c))τb2 + α(a, b2, c) = α(a, b1, c) + (α(a, b2, c))τb1 ,

H3. (α(a, b, c1))τc2 + α(a, b, c2) = α(a, b, c1) + (α(a, b, c2))τc1 ,

F1. (α(a, b, c))τa = α(a, b, c),

F2. (α(a, b, c))τb = α(a, b, c),

F3. (α(a, b, c))τc = α(a, b, c).

Then α extends uniquely to a map α : B3 → G satisfying these same
equations for all elements of B, together with

P1. α(a1 + a2, b, c) = (α(a1, b, c))τa2 + α(a2, b, c),

P2. α(a, b1 + b2, c) = (α(a, b1, c))τb2 + α(a, b2, c),

P3. α(a, b, c1 + c2) = (α(a, b, c1))τc2 + α(a, b, c2).

If α is symmetric, then the same holds for α. If in addition, α satis�es
α(a, a, b) = 0 for all a, b ∈ E, then α(a, a, b) = 0 for all a, b ∈ B.

Proof. First, �x a, b ∈ E, and consider the map ϕ : E → Bnτ G de�ned by
ϕ(c) = (c, α(a, b, c)). H3 says that ϕ(c1)ϕ(c2) = ϕ(c2)ϕ(c1), and F3 says
that each (ϕ(c))2 = 1. It follows that ϕ extends uniquely to a homomor-
phism ϕ′ : B → B nτ G; then ϕ′(c) = (c, α′(a, b, c)).

Doing this for every a, b ∈ E, we get α′ : E × E × B → G, which is
the unique extension of α satisfying H3,F3,P3. But then it is easily seen
that α′ satis�es H1,H2,F1,F2 also. α′ is computed inductively using P3; the
purpose of ϕ was just to prove that this computation yields a well-de�ned
function.

Repeating this on the second coordinate yields α′′ : E × B × B → G,
which is the unique extension of α satisfying H2,H3,F2,F3,P2,P3. Doing it
again yields α.

If α is symmetric, then the symmetry of α follows from the uniqueness
of α. Finally, assume in addition that α(a, a, b) = 0 holds on E. First, for
each e ∈ E, note that {b ∈ B : α(e, e, b) = 0} is a subgroup of B, so that
α(e, e, b) = 0 for all b ∈ B. Then, for each �xed b ∈ B, {a ∈ B : α(a, a, b) =
0} is a also a subgroup, so that α(a, a, b) for all a, b ∈ B.

We now analyze the special case that in Q = B nψ
τ G, the elements of

E × {0} all have order 2 and all commute with each other. We can then
use α to compute the correct ψ. Observe �rst:
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Lemma 7.5. In an extra loop Q, suppose that the elements x1, x2, . . . , xn

all pairwise commute. Let π be a permutation of the set {1, 2, . . . , n}. Then
x1 · x2 · · · · · xn = xπ(1) · xπ(2) · · · · · xπ(n), where both products are right-
associated.

Proof. It is su�cient to prove x · yz = y ·xz when xy = yx, and this follows
by x · yz = xy · z · (x, y, z) = yx · z · (x, y, z) = y · xz.

Thus, if the elements of E×{0} all commute, then the value of a right-
associated product from E×{0} must be independent of the order in which
that product is taken. This will simplify the form of ψ. If the elements of
E × {0} also have order 2 in Q, then it is easy to say what properties α
must satisfy:

Theorem 7.6. Suppose that we are given boolean groups G and B, with
E ⊂ B a basis for B. Suppose that we also have τ ∈ Hom(B, Aut(G)) and
a map α : E3 → G satisfying:

1. α is invariant under permutations of its arguments,

2. α(e1, e1, e2) = 0,

3. (α(e1, e2, e3))τe4 + α(e1, e2, e4) = α(e1, e2, e3) + (α(e1, e2, e4))τe3 .

Then there is a unique ψ : B ×B → G satisfying:

a. ψ(0, a) = ψ(a, 0) = 0 for all a ∈ B,

b. Q := B nψ
τ G is an extra loop,

c. In Q, whenever e1, e2, e3 ∈ E, we have
(e1, 0) · (e1, 0) = 0, (e1, 0) · (e2, 0) = (e2, 0) · (e1, 0),

and the associator
(
(e1, 0), (e2, 0), (e3, 0)

)
=

(
0, α(e1, e2, e3)

)
,

d. ψ(e, b) = 0 whenever e ∈ E.

Condition (d) expresses the intent that the elements of the section be
right-associated products from E.

Proof. Note that (1 � 3) implies that (α(e1, e2, e3))τe1 = α(e1, e2, e3).
By Lemma 7.4, α extends uniquely to a symmetric map α : B3 → G

satisfying the conditions Hi, Fi, Pi there. For the uniqueness part of the
theorem, we note that assuming that B nψ

τ G is an extra loop, this α must
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indeed yield the associator; that is, by condition (c) and Lemma 6.2, we
have: (

(a, u), (b, v), (c, w)
)

=
(
0, α(a, b, c)

)
.

Then, by the computation in the proof of Lemma 7.3, we get:

α(a, b, c) = ψ(a + b, c) + ψ(a, b)τc + ψ(a, b + c) + ψ(b, c).

Consider the case where a = e ∈ E. Then condition (d) implies that
ψ(e, b) = ψ(e, b+c) = 0, so we get ψ(e+b, c) = ψ(b, c)+α(e, b, c). Repeating
this, we see that for e1, . . . , en ∈ E,

ψ(e1 + · · ·+ en, c) =
n∑

j=1

α
(
ej ,

∑

k<j

ek, c
)
. (∗)

For example,

ψ(e1 + e2, c) = α(e2, e1, c)
ψ(e1 + e2 + e3, c) = α(e2, e1, c) + α(e3, e1 + e2, c) =

α(e2, e1, c) + (α(e3, e1, c))τe2 + α(e3, e2, c)

This proves the uniqueness of ψ. To prove existence, one can take (∗) as a
de�nition of ψ (after proving that it is well-de�ned), and then prove that it
yields an extra loop with the correct associators.

To prove that it is well-de�ned, �x c and de�ne, Ψn = Ψ(c)
n : En → B

for n > 1 so that

Ψ1(e) = 0.

Ψn+1(e0, e1, . . . , en) = Ψn(e1, . . . , en) + α(e0, e1 + · · ·+ en, c).

It is easy to see that Ψ2(e, e) = 0 and Ψn+2(e, e, e1, . . . , en) = Ψn(e1, . . . , en).
We need to prove that each Ψn is invariant under permutations of its ar-
guments. Then, it will be unambiguous to de�ne ψ(e1 + · · · + en, c) =
Ψ(c)

n (e1, . . . , en). To prove invariance under permutations, we induct on n;
for the induction step, it is su�cient to prove that Ψn+2(e, e′, e1, . . . , en) =
Ψn+2(e′, e, e1, . . . , en), and this follows from the fact that

α(e, e′ + b, c) + α(e′, b, c) = (α(e, e′, c))τb + α(e, b, c) + α(e′, b, c)
= α(e′, e + b, c) + α(e, b, c).
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Now that we have ψ de�ned, we need to check that our given α(a, b, c)
is really the true associator. Use

(
0, (a, b, c)

)
to denote

(
(a, u), (b, v), (c, w)

)
for some (any) u, v, w ∈ G; then, as in the proof of Lemma 7.3,

(a, b, c) = ψ(a + b, c) + ψ(a, b)τc + ψ(a, b + c) + ψ(b, c).

We prove α(a, b, c) = (a, b, c) by induction on the number of basis elements
needed to add up to a. If a = 0, then α(a, b, c) = (a, b, c) = 0. For the
induction step, note that α(e+a, b, c)−α(a, b, c) = α(e, b, c)τa, which is the
same as (e + a, b, c) − (a, b, c), since using ψ(e + b, c) = ψ(b, c) + α(e, b, c),
we get:

(e + a, b, c)− (a, b, c) = α(e, a + b, c) + α(e, a, b)τc + α(e, a, b + c) =

α(e, b, c)τa+α(e, a, c)+α(e, a, b)τc+α(e, a, b)τc+α(e, a, c) = α(e, b, c)τa .

Now that we have identi�ed α(a, b, c) as the associator, it is easy to
prove that Q is an extra loop by verifying the conditions in Lemma 2.5.
(2) and (3) are clear from Lemma 7.3. (1) (Q is �exible) holds because
α(a, b, a) = 0, and (4) holds because α is symmetric. For (5), we must
check that

(
0, α(a, b, c)

)
commutes with (a, u), and this follows from the

fact that (α(a, b, c))τa = α(a, b, c).

We now describe three examples.
If |G| = 2 and |B| = 8 (so E = {e1, e2, e3}), there is only one non-

associative option. α(e1, e2, e3) must be the non-identity element of G, and
each τx must be I. This extra loop of order 16 is the opposite extreme from
the Cayley loop (where the elements outside the nucleus have order 4 and
anticommute).
Example 7.7. There is an extra loop Q of order 512 such that Q/Z(Q) is
nonassociative.

Proof. Let E = {e1, e2, e3, e4} and G = 〈q0, q1, q2, q3, q4〉, so that |Q| = 512.
De�ne τ so that q0τek

= q0 and qjτek
= qj +δj,kq0 for j, k ∈ {1, 2, 3, 4}; then

Z(Q) will be {(0, 0), (q0, 0)}. De�ne α so that α(ei, ej , ek) = q` whenever
i, j, k, ` ∈ {1, 2, 3, 4} are distinct.

The ψ of this example was �rst found using McCune's program Mace4
[22], and the abstract discussion of this section was then obtained by reverse
engineering.
Example 7.8. There is an in�nite nonassociative extra loop Q with
Z(Q) = {1}.
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Proof. Let B be any in�nite boolean group, and we use a wreath product
construction. B acts on (Z2)B by permuting the indices; that is, for u :
B → Z2, let ((u)τa)(b) = u(a + b). Let G = {u ∈ (Z2)B : |u−1{1}| < ℵ0};
so G is a direct sum of |B| copies of Z2 (and is hence isomorphic to B, since
dim(B) = |B|). Since B is in�nite, B nτ G (and hence also B nψ

τ G) will
have trivial center.

Let E be a basis for B. For e1, e2, e3 ∈ E, let α(e1, e2, e3) = 0 unless
e1, e2, e3 are distinct, in which case α(e1, e2, e3) is the element of G 6 (Z2)B

which is 1 on the 8 members of 〈e1, e2, e3〉 and 0 elsewhere. To verify condi-
tion (3), we let u = (α(e1, e2, e3))τe4 +α(e1, e2, e4) and let v = α(e1, e2, e3)+
(α(e1, e2, e4))τe3 , and consider cases: If e1 = e2, then u = v = 0, so assume
that e1 6= e2. If e3 ∈ {e1, e2}, then u = v = α(e1, e2, e4), and if e4 ∈ {e1, e2},
then u = v = α(e1, e2, e3), so assume also that {e3, e4} ∩ {e1, e2} = ∅. If
e3 = e4 then u = v = 0. In the remaining case, e1, e2, e3, e4 are all distinct;
then both u, v are 1 on the 16 members of 〈e1, e2, e3, e4〉 and 0 elsewhere.

8. Semidirect Products
The loop B nψ

τ G from De�nition 7.1 is not really a semidirect product,
since it need not contain an isomorphic copy of B. If we delete the ψ, we
get a true semidirect product. Following Robinson [25]:

De�nition 8.1. Let B,G be loops, and assume that τ ∈ Hom(B, Aut(G)).
Then B nτ G denotes the set B ×G given the product operation:

(a, u) · (b, v) = (ab, (u)τb · v).

We write B nG when τ is clear from context.

It is easily veri�ed that B n G is a loop, with identity element (1, 1),
but B n G need not inherit all the properties satis�ed by B and G. The
general situation for extra loops was discussed in [25]. Here, we consider
only an easy special case:

Lemma 8.2. Assume that τ ∈ Hom(B, Aut(G)), B is an extra loop, and
G is a group. Then B nτ G is an extra loop, and the inverse is given by
(a, u)−1 = (a−1, (u−1)τa−1).

Proof. Note that (a, u) · (a−1, (u−1)τa−1) = (1, 1). We verify the extra loop
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equation (xy · z) · x = x · (y · zx), setting x = (a, u), y = (b, v), z = (c, w):

((a, u)(b, v) · (c, w)) · (a, u) =
(
(ab · c) · a, (u)τbca · (v)τca · (w)τa · u

)

(a, u) · ((b, v) · (c, w)(a, u)) =
(
a · (b · ca), (u)τbca · (v)τca · (w)τa · u

)

These are clearly equal, since B is an extra loop. In writing these equations,
we used the facts that G is associative, and that Aut(G) is associative and τ
is a homomorphism, so that the notation τbca is unambiguous, even though
b · ca need not equal bc · a.

Of course, the same reasoning will work for other equations which are
weakenings of the associative law; for example, if B is Moufang and G is a
group, then B nG is Moufang.

In some cases, we can prove that every extra loop of a given order is a
semidirect product:
Lemma 8.3. Suppose that Q is a �nite extra loop and N = N(Q) is
abelian. Then Q is isomorphic to Bnτ G, where B ∈ Syl2(Q), G = O2(N),
τa = Ta¹G, and each (τa)2 = I.
Proof. Say |Q| = 2nr, where r is odd, so |B| = 2n. Then |N | = 2mr for
some m 6 n, and |B ∩ N | = 2m. Since N is abelian, it is an internal
direct sum of B ∩ N and G = O2(N), which must have order r. Then
Q = BG, since B ∩G = {1}. Furthermore, each Ta maps G to G because
Ta ∈ Aut(N) and G is a characteristic subgroup of N . Then Q ∼= B nτ G
follows. Also, (τa)2 = τa2 = I because a2 ∈ N , which is abelian.

Lemma 8.4. Suppose that Q is a nonassociative extra loop of order 16p,
where p is an odd prime. Then N(Q) ∼= Z2 × Zp.
Proof. |Q : N | > 8 because any 〈{x, y} ∪ N〉 is associative, and Z(N)
contains an element of order 2 by Lemma 2.4, so |N | = 2p and N cannot
be the dihedral group, so N must be Z2 × Zp.

Combining Lemmas 8.3 and 8.4, we see that such Q must be of the
form B nτ Zp, where B is one of the �ve extra loops of order 16 and each
τa ∈ {1,−1} 6 Aut(Zp); this is because (τa)2 = I, and the only element of
Aut(Zp) of order 2 is the map u 7→ −u. We shall now show that the number
of such loops is independent of p. Obviously, Hom(B, {1,−1}) does not
depend on p, but di�erent homomorphisms can result in isomorphic loops,
so we must show that for τ, σ ∈ Hom(B, {1,−1}), the question of whether
B nτ Zp

∼= B nσ Zp does not depend on p:
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Lemma 8.5. If B is a �nite extra 2-loop and τ, σ ∈ Hom(B, {1,−1}), say
τ ∼ σ i� there is an α ∈ Aut(B) with τ = ασ. Let p be an odd prime.
Then, identifying {1,−1} 6 Aut(Zp), B nτ Zp

∼= B nσ Zp i� τ ∼ σ.

Proof. If τ = ασ, then de�ne Φ : Bnτ Zp → BnσZp by (a, u)Φ = ((a)α, u).
To verify that Φ is an isomorphism, use

((a, u) ·τ (b, v))Φ = (ab, (u)τb + v)Φ = ((ab)α, (u)τb + v)
(a, u)Φ ·σ (b, v)Φ = ((a)α, u) ·σ ((b)α, v) = ((a)α · (b)α, (u)σ(b)α + v),

and these are equal because τb (i.e., (b)τ) is the same as σ(b)α (i.e., (b)ασ).
Conversely, suppose we are given an isomorphism Φ : BnτZp → BnσZp.

Then Φ(B×{0}) ∈ Syl2(BnσZp). But also (B×{0}) ∈ Syl2(BnσZp), and
Aut(B nσ Zp) acts transitively on the set of Sylow 2-subloops by Theorem
4.5. Thus, composing Φ with an automorphism, we may assume WLOG
that Φ(B × {0}) = B × {0}. Also, Φ({1} × Zp) = {1} × Zp because
{1} × Zp is the only subloop of B nσ Zp isomorphic to Zp. So, we have
(a, 0)Φ = ((a)α, 0) and (1, u)Φ = (1, (u)β) for some α ∈ Aut(B) and β ∈
Aut(Zp). Since (a, u) = (a, 0) · (1, u), we also have (a, u)Φ = ((a)α, (u)β).
Furthermore, the map (c, w) 7→ (c, (w)β−1) is an automorphism of BnσZp,
since Aut(Zp) ∼= Zp−1 is abelian. Composing Φ with this automorphism,
we may assume WLOG that β = I, so that (a, u)Φ = ((a)α, u). Then, since
Φ is an isomorphism, we have:

((ab)α, (u)τb+v) = ((a, u)·τ (b, v))Φ = (a, u)Φ·σ(b, v)Φ = ((ab)α, (u)σ(b)α+v),

so τ = ασ.

It follows now that the number of nonassociative extra loops of order
16p is independent of p. In the case p = 3, that number is already known
to be 16, since Goodaire, May, and Raman [16], following the classi�cation
of Chein [6], have listed all nonassociative Moufang loops of order less than
64. From Appendix E of [16], we �nd that 16 of the Moufang loops of order
48 are extra loops.

Theorem 8.6. For each odd prime p, there are exactly 16 nonassociative
extra loops of order 16p.

9. Conclusion
Although this paper has focused on extra loops, many of the lemmas hold
more generally for CC-loops. For example, if Q is a CC-loop, then by
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Basarab [2], Q/N is an abelian group. Of course, Q/N need not be boolean,
but if Q is power-associative, then Q/N has exponent 12. Also, if Q is
power-associative, nonassociative, and �nite, then |Q| is divisible by either
16 or 27. These results on power-associative CC-loops will appear elsewhere
[19].
Acknowledgement. We would like to thank M. Aschbacher for suggesting
the proof of Lemma 4.4, which is somewhat shorter than our original proof.
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Spurious multiplicative group of GF(pm):
a new tool for cryptography

Czesªaw Ko±cielny

Abstract

An unconventional approach to cryptography, consisting in application of an algebraic
structure, called spurious multiplication group of GF (pm) and denoted as SMG(pm),
the operation table of which is not, in general, a Latin square, has been presented. This
algebraic system is a natural generalization of the multiplicative group of GF (pm), so,
one can operate on elements of these two structures using the same routine or the same
hardware. On the basis of SMG(pm) many strong symmetric-key ciphers, and at least,
as it is shown in the paper, one public-key cipher, can be built.

1. Introduction
At the beginning of the silicon era technological applications of semicon-
ductors in the form of pure crystalline germanium or silicon were very lim-
ited. The meaningful development of semiconductor electronics has begun
only when the trace amounts of dopants, causing defects of the crystal's
structure, to the silicon or germanium crystals have been added. It is possi-
ble to perceive some analogy between contemporary cryptography and the
pre-semiconductor era in electronics: generally in all currently proposed
and used cryptographic systems encrypting/decrypting procedures compute
cryptograms corresponding to given plaintexts, and vice versa, using pure
algebraic structures such as groups, rings and �elds. Doubtlessly, applying
in cryptographic operations algebraic structures with small "defects" can

2000 Mathematics Subject Classi�cation: 05B15, 20N05, 94B05
Keywords: cryptography, symmetric-key and public-key ciphers, non-associative
algebraic structure.
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have positive in�uence on the properties of ciphers, because it makes crypt-
analysis more di�cult and may not change the complexity of cryptographic
algorithms. As it turned out, this guess was correct, thus, one of many
possible "defected" algebraic systems, a spurious multiplicative group of
GF (pm) is described in the paper. This system can deliver many strong
and useful ciphers.

The present work is mainly addressed to application researches. Then it
is assumed that the books [2, 5, 7, 8] are known to the reader, who also ought
to have an adequate mathematical knowledge. There would be no harm if
the reader is well-informed about the new trends in modern conventional
cryptology [1, 6].

2. De�nition of SMG(pm)

For all prime p, for any positive integer m ≥ 2 and for any polynomial
f(x) of degree m over GF (p) there exists an algebraic system denoted as
SMG(pm)

SMG(pm) = 〈Gx, •〉, (1)

consisting of the set Gx of all pm − 1 non-zero polynomials of degree dg
over GF (p), 0 ≤ dg ≤ m − 1, and of an operation of multiplication of
these polynomials modulo polynomial f(x). Such an algebraic system is
a generalization of the multiplicative group of GF (pm), therefore, it will be
called the spurious multiplicative group of GF (pm).

The spurious multiplicative group of GF (pm), more convenient for ap-
plications

SMG(pm) = 〈G, ◦〉, (2)

is obtained using the isomorphic mapping

σ : Gx → G, (3)

de�ned by function σ(v(x)) = v(p), converting a polynomial v(x) ∈ Gx to
a number from the set G = {1, . . . , pm − 1}. Therefore

∀ a, b ∈ G a ◦ b = σ(σ−1(a) • σ−1(b) (mod f(x))). (4)

Evidently, the inverse mapping σ−1 is described by means of the following
two-step algorithm:
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Step 1:

convert a base 10 number a ∈ G to base p, namely,

a = am−1 · · · a1 a0, ai ∈ {0, 1, . . . , p− 1},

Step 2:
σ−1(a) = a0 + a1 x + · · ·+ am−1 xm−1 ∈ Gx.

In principle, SMG(pm) is a commutative quasigroupoid∗ in which the op-
eration may not neither be closed, nor be fully associative. The operation
in G may be implemented in any programming language or by means of
an appropriate hardware. However, it is not a trivial task to construct
such software or hardware. It requires, for serious applications, very e�-
cient arithmetic operations in the domain of univariate polynomials over
the integers modulo p. Since SMG(pm) is a natural generalization of the
multiplicative group of GF (pm), the multiplication, rising to a power and
inversion in SMG(pm) can be performed by the same routines or by the
same hardware as in the multiplicative group of GF (pm).

3. Known properties of SMG(pm)

Spurious multiplicative group of pm-element Galois �eld is rather a simple
algebraic structure, but it has many very interesting properties. From the
cryptographic point of view, the most important attribute of SMG(pm) is
the relationship between the number of its reversible elements and a poly-
nomial of degree m over GF (p), de�ning multiplication of its elements.

The following properties of SMG(pm) are already known:

P01: The number of SMG(pm) equals to pm.

P02: The pm − 1 elements of SMG(pm) belong to two disjoint sets - a set
of reversible elements SR = {r1, r2, . . . , rNr} and a set of irreversible
elements SI = {i1, i2, . . . , iNi}, where

Nr = |SR|, Ni = |SI| and Nr + Ni = pm − 1.

∗ The groupoid is an algebraic structure on a set with a binary operator. The only
restriction on the operator is closure. It is assumed here that for the quasigroupoid
a closure is not required.



64 C. Ko±cielny

P03: Any reversible element of SMG(pm) is a generator of cyclic group,
being a subgroup of SMG(pm).

P04: If f(x) is irreducible, SMG(pm) becomes a multiplicative group of
GF (pm).

P05: In a "truly spurious" SMG(pm) (when f(x) is not irreducible) the
maximum order of reversible elements is, in most cases, less than Nr.

P06: In a "truly spurious" SMG(pm) the system 〈SR, ◦〉 in most cases
forms non-cyclic abelian group.

P07: In a "truly spurious" SMG(pm) the operation ◦ is not closed, since
for some a, b ∈ SMG(pm) the case a ◦ b = 0 occurs.

P08: The multiplication table of a "truly spurious" SMG(pm) has the form
shown in Table 1,

Table 1: Multiplication table in a "truly spurious" SMG(pm)

◦ r1 r2 · · · rNr i1 i2 · · · iNi

r1

r2

... A BT

rNr

i1

i2
... B C

iNi

where A = SR × SR, B = SI × SR, C = SI × SI , and only A is
a Latin square.

P09: Conjecture: The polynomial f(x) = xm generates an SMG(2m)
with Nr = 2m−1.

P10: Conjecture: If p > 2 then the polynomial f(x) = a x2, where
a ∈ {1, 2, . . . , p − 1}, generates SMG(pm) in which all reversible
elements form a cyclic group of order p2 − p.
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P11: Conjecture: In SMG(pm) with p > 2:

if m = 2 then there are only three values of Nr such that

Nr Nf(x)

(p− 1)2 p (p− 1)/2
p (p− 1) p

p2 − 1 p (p− 1)/2

if m = 3 then there are only �ve values of Nr such that

Nr Nf(x)

(p− 1)3 p (p− 1)(p− 2)/6
p (p− 1)2 p (p− 1)

(p + 1) (p− 1)2 p2 (p− 1)/2
p2 (p− 1) p

p3 − 1 p (p2 − 1)/3

where Nf(x) denotes the number of polynomials generating
SMG(pm) with the number of reversible elements equal to Nr.

All reversible elements of SMG(pm) behave as usual: any such element
ar ∈ SMG(pm) has its proper multiplicative order tr (tr is the least positive
integer such that atr

r = 1). As regards irreversible elements ai ∈ SMG(pm),
each ai may be characterized by means of so-called multiplicative quasi order
ti, e. g. the least positive integer such that the set {ak

i , k = 1, 2, . . . , ti}
contains all distinct powers of an element ai.

Although all properties of SMG(pm) are not yet known, the existence of
such quasigroupoids seems to be important for application in cryptography,
therefore, some Maple routines aiding the reader in examining the properties
of SMG(pm) in [4] are presented.

4. Examples of SMG(pm)

First example concerns SMG(32) = 〈Gx, •〉, generated by means of a poly-
nomial f(x) = x2, where

Gx = {1, 2, 1 + x, 2 + x, 1 + 2x, 2 + 2x, x, 2x}.
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In the above set of elements of the spurious multiplicative group of order 8
�rst six elements have their multiplicative inverses, while the last two ones
are irreversible.

It is easy to verify that the multiplication table for considered SMG(32)
in Table 2 is presented.

Table 2: Multiplication table of SMG(32) = 〈Gx, •〉
generated using f(x) = x2

• 1 2 1 + x 2 + x 1 + 2x 2 + 2x x 2x

1 1 2 1 + x 2 + x 1 + 2x 2 + 2x x 2x

2 2 1 2 + 2x 1 + 2 x 2 + x 1 + x 2x x

1 + x 1 + x 2 + 2 x 1 + 2x 2 1 2 + x x 2x

2 + x 2 + x 1 + 2 x 2 1 + x 2 + 2x 1 2x x

1 + 2x 1 + 2x 2 + x 1 2 + 2x 1 + x 2 x 2x

2 + 2x 2 + 2x 1 + x 2 + x 1 2 1 + 2x 2x x

x x 2x x 2x x 2x 0 0
2x 2x x 2x x 2x x 0 0

Using the mapping (1.3) we obtain SMG(32) = 〈G, ◦〉, where

G = {1, 2, 4, 5, 7, 8, 3, 6, 7, 8},

with the following operation table:

Table 3: Multiplication table in SMG(32) = 〈G, ◦〉
generated using f(x) = x2

◦ 1 2 4 5 7 8 3 6

1 1 2 4 5 7 8 3 6
2 2 1 8 7 5 4 6 3
4 4 8 7 2 1 5 3 6
5 5 7 2 4 8 1 6 3
7 7 5 1 8 4 2 3 6
8 8 4 5 1 2 7 6 3

3 3 6 3 6 3 6 0 0
6 6 3 6 3 6 3 0 0
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We may notice that operation tables have the form de�ned by the property
P09.

In the second example the polynomial f(x) = x4 +x2 +1 = (x2 +x+1)2

over GF (2) is used to construct SMG(24) = 〈G, ◦〉, where
G = {1, 2, 3, 4, 5, 6, 8, 10, 11, 12, 13, 15, 7, 9, 14}.

Similarly, as in the previous example, we take reversible elements as the
�rst 12 elements of the set G, this way the last 3 elements are irreversible.

Table 4: Multiplication table in SMG(24) = 〈G, ◦〉
generated using f(x) = x4 + x2 + 1

◦ 1 2 3 4 5 6 8 10 11 12 13 15 7 9 14

1 1 2 3 4 5 6 8 10 11 12 13 15 7 9 14
2 2 4 6 8 10 12 5 1 3 13 15 11 14 7 9
3 3 6 5 12 15 10 13 11 8 1 2 4 9 14 7
4 4 8 12 5 1 13 10 2 6 15 11 3 9 14 7
5 5 10 15 1 4 11 2 8 13 3 6 12 14 7 9
6 6 12 10 13 11 1 15 3 5 2 4 8 7 9 14
8 8 5 13 10 2 15 1 4 12 11 3 6 7 9 14

10 10 1 11 2 8 3 4 5 15 6 12 13 9 14 7
11 11 3 8 6 13 5 12 15 4 10 1 2 14 7 9
12 12 13 1 15 3 2 11 6 10 4 8 5 14 7 9
13 13 15 2 11 6 4 3 12 1 8 5 10 9 14 7
15 15 11 4 3 12 8 6 13 2 5 10 1 7 9 14

7 7 14 9 9 14 7 7 9 14 14 9 7 0 0 0
9 9 7 14 14 7 9 9 14 7 7 14 9 0 0 0

14 14 9 7 7 9 14 14 7 9 9 7 14 0 0 0

The multiplication table of the considered SMG(24) is presented in Ta-
ble 4. Using this table we can examine multiplicative orders of all reversible
elements and multiplicative quasi-order of any irreversible elements as well.
This task is a little laborious, but to make it easier the multiplicative or-
ders of all 12 reversible elements as well as multiplicative quasi-orders of
3 irreversible elements of the examined SMG(24), together with the sets
of distinct successive powers of any element, have been computed and pre-
sented below.
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reversible multiplicative set of distinct successive
element order powers of the element

1 1 {1}
2 6 {1, 2, 4, 5, 8, 10}
3 6 {1, 3, 4, 5, 12, 15}
4 3 {1, 4, 5}
5 3 {1, 4, 5}
6 2 {1, 6}
8 2 {1, 8}
10 6 {1, 2, 4, 5, 8, 10}
11 6 {1, 4, 5, 6, 11, 13}
12 6 {1, 3, 4, 5, 12, 15}
13 6 {1, 4, 5, 6, 11, 13}
15 2 {1, 15}

irreversible multiplicative set of distinct successive
element quasi-order powers of the element
7 2 {0, 7}
9 2 {0, 9}
14 2 {0, 14}

The next example concerns SMG(52) with 16 reversible elements. Ac-
cording to the property P11 in this case Nf(x) = 10 and the polynomials
x2 +1, x2 +4, x2 +x, x2 +x+3, x2 +2x, x2 +2 x+2, x2 +3 x, x2 +3x+
2, x2 +4 x, x2 +4 x+3 for constructing such spurious multiplicative group
of GF (52) may be used. Using the polynomial f(x) = x2 + 1 we obtain the
following elements of the interior of the multiplication table:

A =




1 2 3 4 5 6 9 10 12 13 15 17 18 20 21 24
2 4 1 3 10 12 13 20 24 21 5 9 6 15 17 18
3 1 4 2 15 18 17 5 6 9 20 21 24 10 13 12
4 3 2 1 20 24 21 15 18 17 10 13 12 5 9 6
5 10 15 20 4 9 24 3 13 18 2 12 17 1 6 21
6 12 18 24 9 10 3 13 20 1 17 4 5 21 2 15
9 13 17 21 24 3 15 18 1 5 12 20 4 6 10 2

10 20 5 15 3 13 18 1 21 6 4 24 9 2 12 17
12 24 6 18 13 20 1 21 15 2 9 3 10 17 4 5
13 21 9 17 18 1 5 6 2 10 24 15 3 12 20 4
15 5 20 10 2 17 12 4 9 24 1 6 21 3 18 13
17 9 21 13 12 4 20 24 3 15 6 10 2 18 5 1
18 6 24 12 17 5 4 9 10 3 21 2 15 13 1 20
20 15 10 5 1 21 6 2 17 12 3 18 13 4 24 9
21 17 13 9 6 2 10 12 4 20 18 5 1 24 15 3
24 18 12 6 21 15 2 17 5 4 13 1 20 9 3 10
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B =




7 14 16 23 14 16 7 23 7 14 7 16 23 16 23 14
8 11 19 22 19 22 11 8 19 22 22 8 11 11 19 8

11 22 8 19 8 19 22 11 8 19 19 11 22 22 8 11
14 23 7 16 23 7 14 16 14 23 14 7 16 7 16 23
16 7 23 14 7 23 16 14 16 7 16 23 14 23 14 7
19 8 22 11 22 11 8 19 22 11 11 19 8 8 22 19
22 19 11 8 11 8 19 22 11 8 8 22 19 19 11 22
23 16 14 7 16 14 23 7 23 16 23 14 7 14 7 16




C =




23 0 0 16 14 0 0 7
0 8 11 0 0 19 22 0
0 11 22 0 0 8 19 0

16 0 0 7 23 0 0 14
14 0 0 23 7 0 0 16
0 19 8 0 0 22 11 0
0 22 19 0 0 11 8 0
7 0 0 14 16 0 0 23




If we use the polynomial f(x) = x2 + 4 x + 3 we get correspondingly:

A′ =




1 2 3 4 5 7 9 10 13 14 15 16 17 20 21 23
2 4 1 3 10 14 13 20 21 23 5 7 9 15 17 16
3 1 4 2 15 16 17 5 9 7 20 23 21 10 13 14
4 3 2 1 20 23 21 15 17 16 10 14 13 5 9 7
5 10 15 20 7 17 2 14 4 9 16 21 1 23 3 13
7 14 16 23 17 1 10 9 20 2 21 3 5 13 15 4
9 13 17 21 2 10 23 4 16 20 1 5 14 3 7 15

10 20 5 15 14 9 4 23 3 13 7 17 2 16 1 21
13 21 9 17 4 20 16 3 7 15 2 10 23 1 14 5
14 23 7 16 9 2 20 13 15 4 17 1 10 21 5 3
15 5 20 10 16 21 1 7 2 17 23 13 3 14 4 9
16 7 23 14 21 3 5 17 10 1 13 4 15 9 20 2
17 9 21 13 1 5 14 2 23 10 3 15 7 4 16 20
20 15 10 5 23 13 3 16 1 21 14 9 4 7 2 17
21 17 13 9 3 15 7 1 14 5 4 20 16 2 23 10
23 16 14 7 13 4 15 21 5 3 9 2 20 17 10 1




B′ =




6 12 18 24 12 24 6 24 12 18 6 12 18 18 24 6
8 11 19 22 22 8 19 19 8 11 11 19 22 8 11 22

11 22 8 19 19 11 8 8 11 22 22 8 19 11 22 19
12 24 6 18 24 18 12 18 24 6 12 24 6 6 18 12
18 6 24 12 6 12 18 12 6 24 18 6 24 24 12 18
19 8 22 11 11 19 22 22 19 8 8 22 11 19 8 11
22 19 11 8 8 22 11 11 22 19 19 11 8 22 19 8
24 18 12 6 18 6 24 6 18 12 24 18 12 12 6 24
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C ′ =




18 0 0 6 24 0 0 12
0 11 22 0 0 8 19 0
0 22 19 0 0 11 8 0
6 0 0 12 18 0 0 24

24 0 0 18 12 0 0 6
0 8 11 0 0 19 22 0
0 19 8 0 0 22 11 0

12 0 0 24 6 0 0 18




Finally, Table 5 contains the multiplication table in the multiplicative
group of GF (24). Comparing it with Table 4 we may notice that SMG(24)
clumsily imitates the multiplicative group of GF (24), since these tables are
coincident only in 48 places (about 21,3 %).

Table 5: Multiplication table in SMG(24),
being the multiplicative group of GF (24), generated using

f(x) = x4 + x3 + x2 + x + 1 (irreducible polynomial)

◦ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 2 4 6 8 10 12 14 15 13 11 9 7 5 3 1
3 3 6 5 12 15 10 9 7 4 1 2 11 8 13 14
4 4 8 12 15 11 7 3 1 5 9 13 14 10 6 2
5 5 10 15 11 14 1 4 9 12 3 6 2 7 8 13
6 6 12 10 7 1 11 13 14 8 2 4 9 15 5 3
7 7 14 9 3 4 13 10 6 1 8 15 5 2 11 12
8 8 15 7 1 9 14 6 2 10 13 5 3 11 12 4
9 9 13 4 5 12 8 1 10 3 7 14 15 6 2 11

10 10 11 1 9 3 2 8 13 7 6 12 4 14 15 5
11 11 9 2 13 6 4 15 5 14 12 7 8 3 1 10
12 12 7 11 14 2 9 5 3 15 4 8 13 1 10 6
13 13 5 8 10 7 15 2 11 6 14 3 1 12 4 9
14 14 3 13 6 8 5 11 12 2 15 1 10 4 9 7
15 15 1 14 2 13 3 12 4 11 5 10 6 9 7 8

The examples presented concern very small SMG(pm), whereas, in prac-
tice, strong cryptographic system are built using SMG(pm) having, say,
103000 and more elements.
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5. SMG(pm)-based public key cryptosystem
On the basis of SMG(pm) one can construct many strong symmetric-key
block ciphers with a really huge key space. The author intend to pub-
lish this problem in the next article, presenting now more di�cult task of
constructing SMG(pm)-based public-key cryptosystem.

Public-key cryptographic algorithms are designed to resist chosen plain
text attacks and their security is based both on the di�culty of �nding
the secret key from the public key and the di�culty of determining the
plaintext from the cryptogram. At present, the most common public-key
cryptosystem is the RSA algorithm. It is guessed that the security of RSA
depends on the problem of factoring large numbers. It has never been
mathematically proven that one needs to factor the modulus n to calcu-
late a plaintext knowing a cryptogram and a public key. It is conceivable
that an entirely di�erent way to break RSA can be discovered (perhaps
this way is already known to some cryptanalysts). Therefore, cryptogra-
phers attempt to activate alternative public-key encryption algorithms, e.g.
the basic ElGamal encryption scheme. It is well known that the progress
in the discrete logarithm problem forces the users of the basic ElGamal
public-key cryptosystem, working in a multiplicative group of GF (p), to
permanently increase a prime modulus p in order to ensure the desired se-
curity. For long-term security, at least 2000-bit moduli should be used at
present. Common system-wide parameters need even larger key sizes, since
computing the database of discrete logarithms for one particular p will dis-
credit the secrecy of all private keys computed using this value of p. But the
task of �nding a generator of a multiplicative group of GF (p) is infeasible
for an ordinary user if p > 22000 ≈ 0.11510603. As shown in the sequel, it is
possible to overcome this inconvenience by forming an ElGamal public-key
cryptosystem which works in a spurious multiplicative group of GF (pm). In
this case an infeasible task of determining a generator of the multiplicative
group of GF (p) is eliminated and the use of 10000-bit modulus, and even
more, is possible.

A concise description of slightly modi�ed algorithms for ElGamal public-
key encryption scheme [3, 4, 5], working in SMG(pm), is given below.
Key generation: Each entity creates its public key and the corresponding
private key. So each entity A ought to do the following:

• Choose an arbitrary polynomial f(x) of the degree m over GF (p) and
construct a spurious multiplicative group of GF (pm) that is SMG(pm),
consisting of the set G = {1, . . . , pm−1} and of the operation of mul-
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tiplication of elements from this set, which is performed by means of
a function mult(x, y), x, y ∈ G. The function pow(x, k), carrying
out the operation of rising any element x from G to a kth power,
pm − 1 ≤ k ≤ −pm + 1, is also de�ned.

• Select a random reversible element α ∈ SMG(pm), α 6= 1.

• Choose a random integer a ∈ G, 2 ≤ a ≤ pm − 2, and compute the
element β = pow(α, a).

• A's public key is α and β, together with f(x) and the functions mult
and pow, if these last three parameters are not common to all the
entities.

• A's private key is a.

Encryption: Entity B encrypts a message m for A, which A decrypts.
Thus B should make the following steps:

• Obtain A's authentic public key α, β, and f(x) together with the
functions mult and pow if these parameters are not common.

• Represent the message m as a number from the set G.

• Choose a random integer k ∈ G.

• Determine numbers c1 =pow(α, k) and c2 =mult(m, pow(β, k)).

• send the ciphertext c = (c1, c2) to A.

Decryption: To �nd plaintext m from the ciphertext c = (c1, c2), A
should perform the following operations:

• Use the private key a to compute g = pow(c1, a) and then compute
g−1 = pow(g, −1).

• Retrieve the plaintext by computing m = mult(g−1, c2).

If f(x) is irreducible, then ElGamal cryptosystem works in a subgroup
of the multiplicative group of GF (pm). In this case SMG(pm) becomes
a multiplicative group of GF (pm) and all its elements are reversible. If,
in addition, f(x) is primitive, then we can easily compute a set of crypto-
graphic keys for public-key cryptosystem, working in a multiplicative group
of GF (pm) choosing α = p in the second step of a key generation algorithm.
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5. Conclusions
A new simple algebraic structure very useful in cryptography, which was
named SMG(pm), being the generalization of the multiplicative group of
GF (pm), has been presented. The structure described, apart from imme-
diate application in cryptography, may be interesting to mathematicians,
because all its properties are not known yet. Furthermore, all reversible
elements of any SMG(pm) form an interesting group, which was earlier not
noticed.
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Quotient hyper BCK-algebras

Arsham Borumand Saeid and Mohammad M. Zahedi

Abstract

In this note �rst we use the equivalence relation ∼I which has been introduced in [1]
and construct a quotient hyper BCK-algebra H/I from a hyper BCK-algebra H via
a re�exive hyper BCK-ideal I of H. Then we study the properties of this algebra, in
particular we give some examples of this algebra. Finally we obtain some relationships
between H/I and H.

1. Introduction
The hyperalgebraic structure theory was introduced by F. Marty [7] in
1934. Imai and Iséki [4] in 1966 introduced the notion of a BCK-algebra.
Recently [6] Jun, Borzooei and Zahedi et.al. applied the hyperstructure to
BCK-algebras and introduced the concept of hyper BCK-algebra which is
a generalization of BCK-algebra. Now, in this note we use the equivalence
relation given in [1] and construct a quotient hyper BCK-algebra H/I via
a hyper BCK-ideal I, then we obtain some related results which have been
mentioned in the abstract.

2. Preliminaries
De�nition 2.1. Let H be a nonempty set and “ ◦ ” be a hyperoperation on
H, that is “ ◦ ” is a function from H ×H to P∗(H) = P(H)\{∅}. Then H
is called a hyper BCK-algebra if it contains a constant 0 and satis�es the
following axioms:

2000 Mathematics Subject Classi�cation: 06F35, 03G25
Keywords: hyper BCK-algebra, quotient hyper BCK-algebra, hyper BCK-ideal
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(HK1) (x ◦ z) ◦ (y ◦ z) ¿ x ◦ y,
(HK2) (x ◦ y) ◦ z = (x ◦ z) ◦ y,
(HK3) x ◦H ¿ {x},
(HK4) x ¿ y and y ¿ x imply x = y,

for all x, y, z ∈ H, where x ¿ y is de�ned by 0 ∈ x ◦ y and for every
A,B ⊆ H, A ¿ B is de�ned by ∀a ∈ A, ∃b ∈ B such that a ¿ b.
Proposition 2.2. [6] In any hyper BCK-algebra H, for all x, y, z ∈ H,
the following statements hold:

(i) 0 ◦ 0 = {0}, (iv) 0 ◦ x = {0},
(ii) 0 ¿ x, (v) x ◦ y ¿ x,

(iii) x ¿ x, (vi) x ◦ 0 = {x}.
De�nition 2.3. Let I be a nonempty subset of a hyper BCK-algebra
(H, ◦, 0) and 0 ∈ I. Then, I is called a hyper BCK-ideal of H if x ◦ y ¿ I
and y ∈ I imply that x ∈ I, for all x, y ∈ H. If additionally x ◦ x ⊆ I for
all x ∈ H, then I is called a re�exive hyper BCK-ideal.
Lemma 2.4. [5] Let A, B and I be subsets of H.

(i) If A ⊆ B ¿ C, then A ¿ C.
(ii) If A ◦ x ¿ I for x ∈ H, then a ◦ x ¿ I for all a ∈ A.

(iii) If I is a hyper BCK-ideal of H and if A ◦ x ¿ I for x ∈ I,
then A ¿ I.

(iv) If I be a re�exive hyper BCK-ideal of H and let A be a subset
of H. If A ¿ I, then A ⊆ I.

De�nition 2.5. [3] A hyper BCK-algebra H is said to be
� weak positive implicative if (x ◦ z) ◦ (y ◦ z) ¿ (x ◦ y) ◦ z),
� positive implicative if (x ◦ z) ◦ (y ◦ z) = (x ◦ y) ◦ z,
� implicative if x ¿ x ◦ (y ◦ x)

holds for all x, y, z ∈ H.
De�nition 2.6. [3] A nonempty subset I of a hyper BCK-algebra H
containing 0 is called

� a weak implicative hyper BCK-ideal if for all x, y, z ∈ H

(x ◦ z) ◦ (y ◦ x) ⊆ I and z ∈ I imply x ∈ I,
� an implicative hyper BCK-ideal if for all x, y, z ∈ H

(x ◦ z) ◦ (y ◦ x) ¿ I and z ∈ I imply x ∈ I.
De�nition 2.7. [6] Let H be a hyper BCK-algebra. De�ne the set
∇(a, b) := {x ∈ H | 0 ∈ (x ◦ a) ◦ b}. If for any a, b ∈ H, the set ∇(a, b) has
the greatest element, then we say that H satis�es the hyper condition.
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Proposition 2.8. [1] Let I be a re�exive hyper BCK-ideal of H and let

x ∼I y if and only if x ◦ y ⊆ I and y ◦ x ⊆ I.

Then ∼I is an equivalence relation on H.
Proposition 2.9. [1] Let A, B are subsets of H, and I a re�exive hyper
BCK-ideal of H. Then we de�ne A ∼I B if and only if ∀a ∈ A, ∃b ∈ B in
which a ∼I b, and ∀b ∈ B, ∃a ∈ A in which a ∼I b. Then relation ∼I is an
equivalence relation on P∗(H).

3. Quotient hyper BCK-algebras
From now on H is a hyper BCK-algebra and I is a re�exive hyper BCK-
ideal of H, unless otherwise is stated.
Lemma 3.1. Let A,B ∈ P∗(H), and I be a hyper BCK-ideal of H. Then
A ◦B ¿ I and B ◦A ¿ I imply that A ∼I B.
Proof. For all a ∈ A and b ∈ B we have b ◦ a ⊆ B ◦ A and a ◦ b ⊆ A ◦ B.
Since A ◦ B ¿ I, and B ◦ A ¿ I, then we have b ◦ a ¿ I, and a ◦ b ¿ I.
Since I is re�exive then a ∼I b, which implies that A ∼I B.
Theorem 3.2. The relation ∼I is a congruence relation on H.
Proof. By considering Proposition 2.8, it is enough to show that If x ∼I y
and u ∼I v , then x ◦ u ∼I y ◦ v. Since x ∼I y, we have x ◦ y ¿ I
and y ◦ x ¿ I. So (x ◦ v) ◦ (y ◦ v) ¿ x ◦ y and x ◦ y ¿ I imply that
(x◦ v)◦ (y ◦v) ¿ I. Similarly (y ◦ v)◦ (x◦ v) ¿ I. Therefore by Lemma 3.1
x ◦ v ∼I y ◦ v.

Also we have (x◦u)◦ (v ◦u) ¿ x◦ v. Then for all t ∈ x◦u and r ∈ v ◦u
we have t ◦ r ⊆ (x ◦ u) ◦ (v ◦ u). Therefore for all s ∈ t ◦ r there exists
a ∈ x ◦ v such that s ¿ a, hence (s ◦ a) ∩ I 6= ∅. Since s ◦ a ⊆ (t ◦ r) ◦ a,
then ((t ◦ r) ◦ a) ∩ I 6= ∅. By Lemma 2.4 we have (t ◦ r) ◦ a ¿ I. Thus
(t ◦ a) ◦ r ¿ I and r ∈ I, which implies that t ◦ a ¿ I. Since t ∈ x ◦ u and
r ∈ v ◦u we can get that (x◦u)◦ (x◦v) ¿ I. Similarly (x◦ v)◦ (x◦u) ¿ I.
Then by Lemma 3.1 we can see that x ◦ v ∼I x ◦ u.

Since ∼I is an equivalence relation on P∗(H), then x ◦ v ∼I y ◦ v and
x ◦ v ∼I x ◦ u imply that x ◦ u ∼I y ◦ v.

Suppose I is a re�exive hyper BCK-ideal of (H, ◦, 0). Denote the equiv-
alence classes of x by Cx.
Lemma 3.3. In any hyper BCK-algebra H we have I = C0.
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Proof. Let x ∈ I. Since x ∈ x◦0, we have (x◦0)∩I 6= ∅. Then x◦0 ⊆ I and
since 0 ◦ x = 0 hence 0 ◦ x ⊆ I. Then 0 ∼I x therefore x ∈ C0. Conversely
let x ∈ C0 hence x ∼I 0 which means that x ◦ 0 ⊆ I. Since x ∈ x ◦ 0 then
we have x ∈ I.

Denote H/I = {Cx : x ∈ H} and de�ne Cx ∗ Cy = {Ct | t ∈ x ◦ y}. If
Cx = Cx′ and Cy = Cy′ , then Cx ∗ Cy = Cx′ ∗ Cy′ . Indeed, if Cx = Cx′ and
Cy = Cy′ then x ∼I x′ and y ∼I y′, we can conclude that x ◦ y ∼I x′ ◦ y′

since ∼I is a congruence relation. Now let Ct ∈ Cx ∗ Cy then t ∈ x ◦ y.
Then there exist r ∈ x′ ◦ y′ such that t ∼I r hence Ct = Cr. Therefore
Cx ∗ Cy ⊆ Cx′ ∗ Cy′ , and similarly Cx′ ∗ Cy′ ⊆ Cx ∗ Cy. Hence ∗ is well-
de�ned.

On H/I we de�ne ¿ putting: Cx ¿ Cy if and only if C0 ∈ Cx ∗ Cy.
Observe that: x ¿ y =⇒ 0 ∈ x ◦ y =⇒ C0 ∈ Cx ∗ Cy =⇒ Cx ¿ Cy.

Theorem 3.4. Let (H, ◦, 0) be a hyper BCK-algebra and let I be a re�exive
hyper BCK-ideal of H. Then (H/I, ∗, C0) is a hyper BCK-algebra.

Proof. (HK1): Since H is a hyper BCK-algebra, we have (x ◦ z) ◦ (y ◦ z) ¿
(x ◦ y). So for all t ∈ a ◦ b ⊆ (x ◦ z) ◦ (y ◦ z) there exists s ∈ (x ◦ y) such
that t ¿ s. Therefore Ct ¿ Cs, where Ct ∈ Ca ∗Cb ⊆ (Cx ∗Cz) ∗ (Cy ∗Cz)
and Cs ∈ Cx ∗ Cy, hence (Cx ∗ Cz) ∗ (Cy ∗ Cz) ¿ Cx ∗ Cy.

(HK2): We must show that (Cx ∗ Cy) ∗ Cz = (Cx ∗ Cz) ∗ Cy. Let
Ct ∈ (Cx ∗Cy) ∗Cz. Then t ∈ a ◦ z ⊆ (x ◦ y) ◦ z = (x ◦ z) ◦ y, which means
that Ct ∈ (Cx ∗Cz) ∗Cy. Hence (Cx ∗Cy) ∗Cz ⊆ (Cx ∗Cz) ∗Cy. Similarly
(Cx ∗ Cz) ∗ Cy ⊆ (Cx ∗ Cy) ∗ Cz.

(HK3): Cx ∗ {Ct | t ∈ H} = {Cx ∗ Ct | t ∈ H} =
⋃

t∈H

{Cy | y ∈ x ◦ t}.

By Proposition 2.2 for all y ∈ x ◦ t we have y ¿ x. So Cy ¿ Cx, therefore
{Cy | y ∈ x ◦ t} ¿ Cx. Thus

⋃

t∈H

{Cy | y ∈ x ◦ t} ¿ Cx. Therefore

Cx ∗H/I ¿ Cx.
(HK4): Let Cx ¿ Cy and Cy ¿ Cx. We must show that Cx = Cy.

Since Cx ¿ Cy then C0 ∈ Cx ∗ Cy. So there exists a t ∈ x ◦ y such that
t ∼I 0. Therefore t ◦ 0 ¿ I, thus t ∈ I. Hence (x ◦ y) ∩ I 6= ∅. Now, since
I is a re�exive hyper BCK-ideal we conclude that x ◦ y ⊆ I. Similarly
y ◦ x ⊆ I. Thus x ∼I y which means that Cx = Cy.

Theorem 3.5. If H is a bounded hyper BCK-algebra with the greatest
element 1, then (H/I, ∗, C0) is also a bounded hyper BCK-algebra with the
greatest element C1.
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Proof. It is enough to prove that C1 is the greatest element of H/I. For
any x ∈ H, since 0 ∈ x ◦ 1 then C0 ∈ Cx ∗ C1. This means that C1 is the
greatest element of H/I.

The inverse of the above theorem does not hold.
Example 3.6. Let H = {0, 1, 2}. Then the following table shows a hyper
BCK-algebra structure on H, which is not bounded.

◦ 0 1 2

0 {0} {0} {0}
1 {1} {0} {1}
2 {2} {2} {0, 2}

Then I = {0, 2} is a re�exive hyper BCK-ideal of H. Now construct the
quotient hyper BCK-algebra H/I via I. Because

C0 = I = {0, 2} = C2 = {y | y ∼I 2}, C1 = {y | y ∼I 1} = {1},

then H/I = {C0, C1} and
∗ C0 C1

C0 C0 C0

C1 C1 C0

We can check that (H/I, ∗, C0) is a bounded hyper BCK-algebra.

Theorem 3.7. If J is a re�exive hyper BCK-ideal of H and I ⊆ J , then:
(a) I is a hyper BCK-ideal of the hyper BCK-subalgebra J of H,
(b) the quotient hyper BCK-algebra J/I is a hyper BCK-ideal of H/I.

Proof. (a) At �rst we show that J is a hyper BCK-subalgebra of H. To
show this let x, y ∈ J we must show that x ◦ y ⊆ J . Since x ◦ y ¿ x, then
for all a ∈ x◦y we have a ¿ x. Hence 0 ∈ a◦x. Thus (a◦x)∩I 6= ∅, since
I is re�exive then a ◦ x ⊆ I and therefore a ◦ x ⊆ J . Now x ∈ J implies
that a ∈ J , thus x ◦ y ⊆ J . Hence J is a hyper BCK-subalgebra of H. It
is clear that I is hyper BCK-ideal of the hyper BCK-subalgebra of J .

(b) We can check that J/I ⊆ H/I. If Cx ∗ Cy ¿ J/I and Cy ∈ J/I,
then for any t ∈ x ◦ y, there exists s ∈ J such that Ct ¿ Cs . Thus
C0 ∈ Ct ∗ Cs. So C0 = Cr for some r ∈ t ◦ s. Therefore 0 ∼I r and this
implies that 0 ◦ r ⊆ I and r ◦ 0 ⊆ I. Hence r ∈ I, which means that
(t ◦ s)∩ I 6= ∅. Since I is re�exive, then t ◦ s ⊆ I. Now t ◦ s ⊆ J , and s ∈ J
implies that t ∈ J . Thus x◦y ¿ J . Since y ∈ J , so x ∈ J , thus Cx ∈ J/I.
Hence J/I is a hyper BCK-ideal of H/I.
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Theorem 3.8. If L is a hyper BCK-ideal of H/I, then J = {x | Cx ∈ L}
is a hyper BCK-ideal of H and moreover I ⊆ J . Furthermore L = J/I.

Proof. Since I = C0 ∈ L, then 0 ∈ J . Let x ◦ y ¿ J and y ∈ J . Then for
any t ∈ x ◦ y there exists s ∈ J such that t ¿ s. Hence Ct ¿ Cs, which
implies that Cx ∗ Cy ¿ L. Since y ∈ J , we get that Cy ∈ L, thus Cx ∈ L.
Therefore x ∈ J , hence J is a hyper BCK-ideal of H. Let x ∈ I = C0.
Then x ∼I 0, thus Cx = C0 and hence Cx ∈ L. Therefore x ∈ J , that is
I ⊆ J . Clearly L = J/I.

Theorem 3.9. If I is a hyper BCK-ideal of H, then there is a bijection
from the set I(H, I) of all hyper BCK-ideals of H containing I to the set
I(H/I) of all hyper BCK-ideals of H/I.

Proof. De�ne f : I(H, I) → I(H/I) by f(J) = J/I. By Theorem 3.7(b) f
is well-de�ned, also Theorems 3.8 implies that f is onto. Let A,B ∈ I(H, I)
and A 6= B. Without loss of generality, we may assume that there is an
x ∈ (B\A). If f(A) = f(B), then Cx ∈ f(B) = B/I and Cx ∈ f(A) = A/I.
Thus there exists y ∈ A such that Cx = Cy so x ∼I y, that is x ◦ y ¿ I
and y ◦ x ¿ I. Since I ⊆ A we have x ◦ y ¿ A. Thus y ∈ A implies that
x ∈ A, which is a contradiction. So f is one-to-one.

Theorem 3.10. Let I be a hyper BCK-ideal of H. Then there exists a
canonical surjective homomorphism ϕ : H −→ H/I by ϕ(x) = Cx, and
kerϕ = I, where kerϕ = ϕ−1(C0).

Proof. It is clear that ϕ is well-de�ned. Let x, y ∈ H. Then ϕ(x ◦ y) =
{ϕ(t) | t ∈ x ◦ y} = {Ct | t ∈ x ◦ y} = Cx ∗ Cy = ϕ(x) ∗ ϕ(y). Hence ϕ
is homomorphism. Clearly ϕ is onto. We have kerϕ = {x ∈ H | ϕ(x) =
C0} = {x ∈ H | Cx = C0 = I} = {x ∈ H | x ∈ I} = I.

Theorem 3.11. Let f : H1 −→ H2 be a homomorphism of hyper BCK-
algebras, and let I be a hyper BCK-ideal of H1 such that I ⊆ kerf . Then
there exists a unique homomorphism f̄ : H1/I −→ H2 such that f̄(Cx) =
f(x) for all x ∈ H1, Im(f̄) = Im(f) and kerf̄ = kerf/I. Moreover f̄ is
an isomorphism if and only if f is surjective and I = kerf .

Proof. Let Cx = Cx′ . Then x ∼I x′, which implies that x ◦ x′ ⊆ I and
x′ ◦ x ⊆ I. Thus there exists t ∈ (x ◦ x′)

⋂
I. Then 0 = f(t) ∈ f(x ◦ x′) =

f(x) ◦ f(x′), hence f(x) ¿ f(x′). Similarly f(x′) ¿ f(x), therefore f̄ is
well-de�ned.

We have f̄(Cx ∗ Cy) = f̄({Ct | t ∈ x ◦ y}) = {f̄(Ct) | t ∈ x ◦ y} =
{f(t) | t ∈ x ◦ y} = f(x ◦ y) = f(x) ◦ f(y) = f̄(Cx) ∗ f̄(Cy). Then f̄ is a
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homomorphism. On the other hand

Cx ∈ kerf̄ ⇐⇒ f̄(Cx) = 0 ⇐⇒ f(x) = 0 ⇐⇒ x ∈ kerf.

Note that f̄ is unique, since it is completely determined by f . Finally it is
clear that f̄ is surjective if and only if f is surjective.

Theorem 3.12. Let f : H1 −→ H2 be a homomorphism of hyper BCK-
algebras. Then H1/kerf ∼= Im(f).

Theorem 3.13. Let I, J be hyper BCK-ideals of H. Then there is a
(natural ) homomorphism of hyper BCK-algebras between I/(I ∩ J) and
< I ∪J > /J , where < I ∪J > is the hyper BCK-ideal generated by I ∪J .

Proof. De�ne ϕ : I →< I ∪ J > /J by ϕ(x) = CJ
x , where CJ

x is the
equivalence classes Cx via the hyper BCK-ideal J . If x1 = x2, then it is
clear that CJ

x1
= CJ

x2
, which means that ϕ is well-de�ned. Also we have

ϕ(x◦y) = {ϕ(t) | t ∈ x◦y} = {CJ
t | t ∈ x◦y} = CJ

x ∗CJ
y = ϕ(x)∗ϕ(y).

So that ϕ is a homomorphism. Moreover
kerϕ = {x ∈ I | ϕ(x) = CJ

0 } = {x ∈ I | CJ
x = CJ

0 = J}
= {x ∈ I | x ∈ J} = I ∩ J.

Thus by Theorem 3.12 the proof is completed.

Open Problem 1. Under what condition(s) is the de�ned homomorphism
in Theorem 3.11 an isomorphism ?

Theorem 3.14. Let I, J be hyper BCK-ideals of H such that I ⊆ J .
Then (H/I)/(J/I) ∼= H/J .

Proof. It is clear that J/I ⊆ H/I. De�ne f : H/I −→ H/J by CI
x 7→ CJ

x ,
where CI

x ∈ H/I and CJ
x ∈ H/J .

If CI
x = CI

y , then x ∼I y which implies that x ◦ y ⊆ I and y ◦ x ⊆ I.
Since I ⊆ J hence x ◦ y ⊆ J and y ◦ x ⊆ J . Thus x ∼J y then CJ

x = CJ
y

which means that f is well-de�ned.

f(CI
x∗CI

y ) = f({CI
t | t ∈ x◦y}) = {CJ

t | t ∈ x◦y} = CJ
x ∗CJ

y = f(CI
x)∗f(CI

y ).

Clearly f is onto and
kerf = {CI

x ∈ H/I | f(CI
x) = CJ

0 } = {CI
x ∈ H/I | CJ

x = CJ
0 }

= {CI
x ∈ H/I | x ∈ J} = J/I.

Now by Theorem 3.12 the proof is completed.
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4. Some result in quotient hyper BCK-algebras
Let Ca, Cb ∈ H/I. Then according to De�nition 2.7 we have

∇(Ca, Cb) := {Cx ∈ H/I | C0 ∈ (Cx ∗ Ca) ∗ Cb}.
Obviously C0, Ca, Cb ∈ ∇(Ca, Cb), ∇(C0, C0) = {C0} and ∇(Ca, Cb) =
∇(Cb, Ca) for all Ca, Cb ∈ H/I.
Theorem 4.1. If H satis�es the hyper condition, then H/I so is.
Proof. If x ∈ ∇(a, b), then we have x◦a ¿ b. Thus for all t ∈ x◦a, t ¿ b.
Therefore Ct ¿ Cb, thus Cx ∗ Ca ¿ Cb. Hence Cx ∈ ∇(Ca, Cb). Since
∇(a, b) has the greatest element, then by Theorem 3.5, ∇(Ca, Cb) has the
greatest element too.
Remark 4.2. The converse of the above theorem is not correct in general.
Let H = {0, 1, 2} and

◦ 0 1 2

0 {0} {0} {0}
1 {1} {0, 1} {1}
2 {2} {2} {0}

Then I = {0, 1} is a re�exive hyper BCK-ideal of a hyper BCK-algebra
(H, ◦, 0) and the elements of the quotient hyper BCK-algebra H/I are as
follows: C0 = I = {0, 1} = C1 = {y | y ∼I 1}, C2 = {y | y ∼I 2} = {2}.
Hence H/I = {C0, C2} and

∗ C0 C2

C0 C0 C0

C2 C2 C0

It can be checked that the quotient hyper BCK-algebra H/I satis�es the
hyper condition, but H does not satisfy the hyper condition, since∇(1, 2) =
{0, 1, 2}, 1 6¿ 2 and 2 6¿ 1.
Theorem 4.3. If H is an implicative hyper BCK-algebra, then so is H/I.
Proof. The proof is easy.

Note that the converse of the above theorem is not correct in general.
Example 4.4. The set H = {0, 1, 2} with the operation

◦ 0 1 2
0 {0} {0} {0}
1 {1} {0} {0}
2 {2} {1} {0, 1}

is a hyper BCK-algebra. I = {0, 1} is a re�exive hyper BCK-ideal such
that C0 = I = {0, 1} = C1 = {y | y ∼I 1}, C2 = {y | y ∼I 2} = {2} and
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∗ C0 C2

C0 C0 C0

C2 C2 C0

We can check that H/I = {C0, C2} is an implicative hyper BCK-algebra,
while the hyper BCK-algebra H is not, since 1 6¿ 1 ◦ (2 ◦ 1).
Theorem 4.5. If H is a (weak ) positive implicative hyper BCK algebra,
then so is H/I.
Proof. Let H be a positive implicative hyper BCK-algebra. Then we have
Ct ∈ (Cx ∗ Cz) ∗ (Cy ∗ Cz) ⇐⇒ Ct = Cs for some s ∈ (x ◦ z) ◦ (y ◦ x), t ∼I s

⇐⇒ Ct = Cs for some s ∈ (x ◦ y) ◦ z, s ∼I t

⇐⇒ Ct ∈ (Cx ∗ Cy) ∗ Cz.
The other case is similar.

Note that Example 4.4 shows that the converse of the above theorem
is not correct in general. Since H/I is positive implicative while H is not,
since (2 ◦ 2) ◦ (2 ◦ 2) = {0, 1} 6= {0} = (2 ◦ 2) ◦ 2.
Theorem 4.6. Let I and J be re�exive hyper BCK-ideals of H and I ⊆
J . If J is a weak implicative hyper BCK-ideal of H, then J/I is a weak
implicative hyper BCK-ideal of H/I.
Proof. Let J be a weak implicative hyper BCK-ideal of H and (Cx ∗Cz) ∗
(Cy ∗ Cx) ⊆ J/I and Cz ∈ J/I. Then for all Cs ∈ (Cx ∗ Cz) ∗ (Cy ∗ Cx)
where s ∈ (x ◦ z) ◦ (y ◦ x), we have Cs ∈ J/I. Thus s ∼I r, for some r ∈ J .
So s ◦ r ⊆ I, hence s ◦ r ⊆ J . Consequently r ∈ J implies that s ∈ J . Thus
(x ◦ z) ◦ (y ◦ x) ⊆ J , and from Cz ∈ J/I we can conclude that z ∈ J . Since
J is a weak implicative hyper BCK-ideal, then we get that x ∈ J . Hence
Cx ∈ J/I, which means that J/I is a weak implicative hyper BCK-ideal of
H/I.
Open Problem 2. Does the converse of the above theorem true ?
Theorem 4.7. Let I ⊆ J be re�exive hyper BCK-ideals of H. Then J/I
is an implicative hyper BCK-ideal of H/I if and only if J is an implicative
hyper BCK-ideal of H.
Proof. Let J be an implicative hyper BCK-ideal and Cx ∗ (Cy ∗Cx) ¿ J/I.
Then for all Ct ∈ Cx ∗ (Cy ∗ Cx) there exists Cr ∈ J/I such that Ct ¿ Cr,
where t ∼I s, s ∈ x ◦ (y ◦ x) and r ∈ J . Since Ct ¿ Cr then C0 ∈ Ct ∗ Cr,
hence there exists u ∈ t◦r such that 0 ∼I u. Thus u◦0 ⊆ I, therefore u ∈ I.
Then (t◦ r)∩ I 6= ∅ which means that t◦ r∩J 6= ∅. Therefore r ∈ J implies
that t ∈ J . Since t ∼I s thus s ◦ t ⊆ I and hence s ◦ t ⊆ J . Thus t ∈ J
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implies that s ∈ J , hence x ◦ (y ◦ x) ¿ J . Since J is an implicative hyper
BCK-ideal by Theorem 3.6 of [3] we can get that x ∈ J . Hence Cx ∈ J/I.
Now Theorem 3.6 [3] implies that J/I is an implicative hyper BCK-ideal
of H/I.

Conversely, let J/I be an implicative hyper BCK-ideal of H/I and
x ◦ (y ◦ x) ¿ J . Then for all t ∈ x ◦ (y ◦ x) there exists r ∈ J such that
t ¿ r. Thus Ct ¿ Cr, and we can conclude that Cx ∗ (Cy ∗ Cx) ¿ J/I.
Since J/I is an implicative hyper BCK-ideal of H, then Cx ∈ J/I, we can
get that x ∈ J . Therefore J is an implicative hyper BCK-ideal of H, by
Theorem 3.6 of [3].
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