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This work is a continuation of [1, 2], which are
devoted to the anodic treatment of the strengthening
surfaces and to the solution of the problems of electro�
chemical micromachining (ECMM) [3]. One ECMM
peculiarity is the possibility to use generally applied for
electrochemical machining (ECM) ecologically rela�
tively pure electrolytes, namely, concentrated solu�
tions of salts (chlorides, nitrates, or their blends),
which reduce the environmental load [3]. The tech�
nologies whose characteristic linear sizes of the treated
surfaces are in the micrometer range can be related to
the ECMM category. The treatment of strengthening
electrochemical coatings is referred by definition to
the ECMM category, since the thickness of such coat�
ings remains usually in the range of a few tens of
micrometers.

The development of technologies based on the
anodic etching (anodic treatment) of these coatings
raised a number of principal questions that have yet to
be answered [2].

(1) The degree to which the currently known elec�
trolytes and modes of machining (that were meant for
bulk materials) can be used for the treatment of films
with sizes reaching several tens of micrometers, which
actually are strengthening coatings.

(2) Whether the functional (e.g., mechanical)
properties of these coatings are conserved after the
anodic modification of the surface, and what the

methods to control them are in the process of
the anodic etching.

(3) Whether certain dimensional effects exist in the
modification of properties, i.e., whether the properties
may change depending on the depth of the treated sur�
face (the amounts of the removed material).

(4) Whether there are certain commonly used pat�
terns to control the surface roughness, since, owing to
the small thickness of the coatings and the absence of
an allowance for fine machining (if needed), the
roughness seems crucial for the machining of this kind
of surfaces.

This work is aimed at the study of the anode disso�
lution of nitrided steels in chloride electrolytes. The
nitriding was carried out by electrochemical thermal
treatment (ECTT) in an electrolyte that contained
ammonium chloride and ammonia [4]. The problem
of the anodic dissolution of such coatings in chlorides
is described in [5].

To establish the correlation between the funda�
mental characteristics of the electrochemical process
of the anodic dissolution of these coatings (which are
determined by the kinetics of their anodic dissolution)
and the technological indices of their ECMM is the
aim of this work. Here, the answers to questions 2 and
4 of the above list of problems are mainly considered,
since the process was studied only in one electrolyte,
namely, in a concentrated 2M NaCl solution, and the
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anodic treatment was performed at a fixed depth
(~25 μm).

It is noteworthy that the results of this study can be
used not only for the treatment of ECTT nitrated sur�
faces but also for surfaces that were obtained by the
classical methods of steel nitriding.

EXPERIMENTAL

Electrochemical Thermal Treatment

The frontal surfaces of the cylindrical steel 45 spec�
imens with a 10�mm diameter and a 6�mm height
were subjected to anodic ECTT. The treatment was
performed using a ITEC�1 facility at a pilot�produc�
tion plant of the Institute of Applied Physics of the
Moldova Academy of Sciences in the nitriding mode
using the following aqueous solution (wt %): 10%
NH4Cl + 5% NH4OH. The specimen under treatment
was fed the voltage (170 V), and it was then submerged
into the electrolyte to be treated for 10 min. During
this process, a vapor–gas shell was found to be formed
on the specimen under treatment and the temperature
increased to 750°C. After the treatment, the voltage
was switched off, the shell collapsed, and there was a
10�sec cooling. The average value of the microhard�
ness of the manufactured surfaces (PMT�3, Vickers
indenter) was 760–650 kG/mm2, while that of the
nontreated specimens was ~230–250 kG/mm2. The
microhardness values were also measured at certain
distances from the nitrated surface (using polished
sections). It was shown that the maximum value of the
microhardness is reached at a depth of ~20 μm, and,
at a distance up to 100 μm from the surface, the aver�
age measured values at the depth under study changed
by up to ±10% from the average across the entire
depth. The values measured at various indenter loads
(50, 100, and 200 g) were found to be approximately
within the above limits.

Prior to the nitriding, the specimens were mechan�
ically polished. The roughness of the nitrated surface
according to parameter Ra (Surtonic�25 profilometer,
Taylor Hobson, GB) was in the range of ~0.2–0.3 μm.

The anodic microtreatment of the manufactured
surfaces was performed using a rotating disk electrode
(RDE) in the form of a recessed rotating disk electrode
(RRDE) [6]. The specimens were inserted flush into
the fluoroplastic cartridge and were fixed at the RDE
shaft. ORACAL polymer pressure�sensitive 30�μm�
thick films were used for the purpose of having both
treated and nontreated surfaces on a specimen (at dif�
ferent areas of its surface) and for performing mea�
surements at these surfaces. The masks were made by
cutting plots from the film, which were attached onto
the nitrated surface of a specimen. The mask was a ring
with a 20�mm external and a 3�mm internal diameter.
A 3�mm diameter circle on the coating was thus avail�

able for the anodic treatment. Since the mask’s thick�
ness was comparable to the thickness of the soluble
layer, this RDE version can be considered as the
RRDE [6, 7]. The speed of the RDE rotation was var�
ied from 250 to 2000 rot/min.

The nitrated surface was examined by measuring
the galvanodynamic polarization curves (the current
varied at a rate of 20 mA/s) in 2M NaCl at different
speeds of the RDE rotation and the bulk temperature
of the solution of 25°C using a PI�50�1 potentiostat
(the maximum current of the polarization was 1.1 A).
The surface potential was measured with respect to a
saturated Ag/AgCl electrode using a Luggin capillary
with a 0.3–0.9 mm external diameter, which was
brought to the dissolution surface at a distance that
approximately equaled the capillary’s diameter.

The anodic treatment itself was carried out in the
above solution under conditions that corresponded to
different regions of the polarization curve (upon vary�
ing the current densities and different speeds of rota�
tion) under the galvanostatic condition. Moreover, the
time of the treatment at different current densities was
selected so that the depth of the etching equaled
~25 μm.

After the anodic dissolution, the microhardness,
roughness (Ra), and profile of the treated surface were
studied. The roughness was measured in the center of
the cavity of the etching at ~1.25 mm. Five measure�
ments were made. Below, the average Ra values and the
standard deviations are given.

The microhardness was measured as described
above. Below, both the absolute and relative mea�
sured values will be presented in the form of a ratio
(HVx–HVh/HVh), where HVx and HVh are the average
values of the microhardness that were measured after
and prior to the anodic etching, correspondingly, at
the uninsulated and insulated surfaces.

A number of measurements were made under
pulse conditions of the etching. The specific param�
eters of the applied pulse current will be given in the
proper chapter of this work. In other respects, the
methods of the study were not different whatsoever
from those of [2].

RESULTS AND DISCUSSION

The Macrokinetics of the Anodic Dissolution 
of Nitrated Steel

The efficiency of the anodic treatment of electro�
chemically strengthened surfaces using high current
densities for the microtreatment (so�called over�limit
currents or specific conditions for transpassive disso�
lution) [8–11] was reported in [2]. The results of [5]
and the galvanodynamic polarization curves (Fig. 1)
make it possible to estimate the major peculiarities of
the kinetics of the high�speed anodic dissolution of
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such materials and the conditions of the transition to
the necessary modes of treatment.

The following characteristic regions can be distin�
guished in the above curves. The A region of the active
dissolution (activated by chloride anions) is restricted
by the anode limiting currents of B1 and B2. Anode
limiting currents were often shown earlier [9–12] to
occur during the dissolution of iron and steel in chlo�
rides owing to reaching the saturation concentration
in the ternary system of iron chloride–sodium chlo�
ride–water.

Under certain critical values of the potential (Ecr),
activation (the partial disturbance of the passivity) and
transition to transpassive dissolution (the region of
over�limit currents C) take place.

Figure 2 shows that values of the anode current
density in B1 at sufficiently high speeds of the RDE
rotation for the nitrated surfaces are substantially
lower than those for the nonnitrided steel (compare
straight lines 1 and 3; 3 is the straight line of the depen�
dence of the anode current density on the RDE rota�
tion frequency for Fe and steel in a chloride solution
with the same concentration (see [5] and [12]).

The peculiarities of the diffusion kinetics of the
anodic dissolution of the nitrided layer will be easy�to�
understand if dependence 1 in Fig. 2 is accepted to
result from the mixed kinetics of the anodic dissolution.

Dividing the measured anodic limiting current
density into the diffusional and kinetic components
(see also Fig. 3), we can write that

1/i = 1/ik + 1/id, (1)

where ik and id are the kinetic and diffusional current
densities, correspondingly. Taking into account that,

for the RDE id =  [13], we obtain from (1)

(2)

where imx is the current density under the mixed kinet�
ics, i.e., within the framework of the accepted model
i = imx.
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Fig. 1. Galvanodynamic polarization curves of the anodic
dissolution of nitrided steel in 2M NaCl at the following
RDE rotation speeds, rot/min: 1—285.2, 2—575.3, and
3—1600.
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Fig. 2. Dependence of the anode limiting current density
in the region B1 on the square root from the rotation fre�
quency (1). See the text for the rest of the explanation.
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From (2), it follows that (1) the excess of the diffu�
sion current of the dissolution of the steel versus the
current of the dissolution of the nitrided surface will
grow with an increase in the stirring rate (ω) and,
(2) at sufficiently small ω, the second term in (2) can
be close to 0, and the dissolution rate of the nitrided
steel will be purely diffusional (id ≈ imx).

These peculiarities of the anodic dissolution in
region B1 follow from Fig. 2. Moreover, as is shown in
[5], during the dissolution of the nitrided steel in the
region of low rates of stirring, the salt film that has
formed in this process covers the entire surface under
the treatment, and the dissolution occurs through this
film, i.e., in a purely diffusional mode. Similar pecu�
liarities of the macrokinetics of the anodic dissolution
with the formation of salt films are reported more
thoroughly in [14] using the example of the anodic dis�
solution of iron in nitrate solutions.

The results of the analysis that are based on the
determination of id from the results shown in Fig. 3
justify the correctness of the proposed model. Straight

line 2 (Fig. 2) is the dependence of id on  that was
obtained on the basis of the data in Fig. 3. That is, the
diffusional constituent of the current density almost
coincides with the relationship for the dissolution of
iron and steel that was obtained earlier [5, 12]. Since
the data presented in Fig. 3 (as well as in Fig. 2) are the
results of the dissolution of one particular nitrided sur�
face, the determination of id and ik (the way it is done
in Fig. 3) for the other nitrided specimens yields the

spread of dependences of id on  that correspond to
curves 2 and 4 in Fig. 2.

Taking into account that the nitrogen concentra�
tion and the qualitative characteristics of the concen�
trations of the phases that compose the nitrided sur�
face can differ on different surfaces, the agreement of
the diffusion current values obtained in [5, 12] and
calculated under the condition that the dissolution of
the nitrided steel follows the laws of mixed kinetics can
be considered satisfactory.

There is a question that remains unanswered,
namely, what kind of a chemical or electrochemical
reaction that occurs in the kinetic mode is responsi�
ble for the obtained ik value. One possible answer is
the chemical dissolution of iron nitride as was
described in [5].

Due to the acidation of the near�electrode layer
that results from the hydrolysis of the dissolution prod�
ucts, the following chemical reaction possibly occurs
at a rate comparable with that of the convective diffu�
sion of the dissolution products of the steel:

(a)

As is shown in [5], the specific dissolution rate
(mg/C) in region A can exceed the rate according

ω

ω

FeN 4H
++ NH4

+
Fe

+3
.+→

Faraday law with the formation of Fe(II) being consid�
ered, and it depends on the nitriding temperature, which
indirectly attests to the contribution of reaction (a).

However, the stoichiometry of the reaction in
region B1 can vary. Thus, at a potential of +1.4 V, the
dissolution current output under the condition that
the salt film covers the entire surface of the specimen
(at low rates of stirring) is only 85–90% with the for�
mation of Fe(II) being considered [5]. It is clear that,
with an increase in the potential, the acidation of the
surface occurs, and, at a sufficiently high anode poten�
tial Fe(III), it will completely transfer into the solution
rather than Fe(II). The saturation concentration in
the system iron (III) chloride–sodium chloride–water
is found to be substantially higher than that in a similar
system for Fe(II) [15]. This leads to the arising of the
limiting current B2, which is higher than B1, which is
caused by an increase of the dissolution of the salt film
upon the formation of Fe(III) as the dissolution prod�
uct (Fig. 1).

The above analysis shows that the dissolution
kinetics may be different in the regions of low and high
rates of stirring. It can be either diffusional (at low
rates of the RDE rotation, when the salt film covers the
entire treated surface) or mixed (at high rates of the
RDE rotation, when the salt film just partially covers
the surface). Moreover, it is clear (see, e.g., (1')) that
the higher the rate of the RDE rotation, the more the
kinetic control will determine the total rate of the pro�
cess. Such changes may vary the activation energies of
the overall process.

One way of the transition to the C region (over lim�
iting currents of transpassive dissolution region) is
reaching the conditions for the existence of the phe�
nomenon of thermokinetic instability (TKI) [9, 10].

Based on the measured values of Ecr (Fig. 1), the
critical temperature drops of the transition to the TKI
(table) were calculated. Here, the measured values of

 were corrected for the ohmic potential drop
between the end of the Luggin capillary and the sur�
face [16]:

(3)

where d is the Luggin capillary’s diameter, l is the dis�
tance of it from the electrode’s surface, and χ is the
electroconductivity of the solution. In the calcula�
tions, the results of which are listed in the table, it is
taken into account that, in the described experiments
(Fig. 1), d = l = 0.9 mm.

The value of the critical temperature drop  was
calculated by (4) on the assumption that the Peltier

Ecr
msd

ΔEohm i l 0.3d–( )/χ,=

ΔTs
cr
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heat can be neglected owing to the very high values of
the dissolution potentials:

(4)

where α is the coefficient of heat transfer from the
RDE surface to the solution (see [10]).

The value of the critical surface temperature of the
transition to the TKI can be calculated using (5)
[10, 16]:

(5)

in which Ea is the energy of activation of the process
and T0 is the bulk temperature of the solution. The
results of the calculations are listed in the table. As is
seen, the obtained values of the activation energy at
low speeds of rotation are very close to those when the
speed is determined by the diffusion stage with the salt
film being formed [10], while, at higher speeds, the
calculated values of Ea correspond to the conditions
under which the dissolution occurs in the mode of
mixed kinetics. In this situation, the share of the diffu�
sion constituent, which determines the overall rate of
the electrode process, decreases with an increase in
the rotation speed.

The obtained data is a valid argument in favor of the
fact that the transition to region C (Fig. 1) is caused by
the KTI of the electrochemical process.

It is noteworthy that the differences in the dissolu�
tion kinetics lead to the essentially different critical
temperature drops and, hence, to different current
densities and potentials in the transition to the TKI.

The Correlation between the Macrokinetics 
of the Electrode Process and the Surface Roughness 

after the Treatment

Figures 4–7 show the measurement results, which
confirm the presence of a correlation between the
peculiarities of the macrokinetics of the anode process
and the surface roughness.

ΔTs
cr icrEcr/α,=

Ts
cr Ea/2R 1 1 4RT0–( )/Ea–[ ],=

Figure 1 shows the curves of the limiting current
densities during the TKI transition, which are in the
range of 4–5 A/cm2. They insignificantly vary with the
change of the stirring rate. In order to obtain the
dependence on the current density in the wide range of
the current densities of the treatment, the latter was
performed at the RDE speed of 2000 rot/min (Fig. 4).
As is seen, an abrupt decrease in roughness is reached
at the current densities of the treatment that exceed
the critical values of the TKI transition, and the mini�
mum values of Ra are attained at the current density of
~50 A/cm2. An increase in the dissolution current
density is known (see, e.g., [17, 18]) to cause a
decrease in the surface roughness provided no other
factors affect it. This is what occurs in the treatment
under study at the current densities that exceed those
of the TKI transition. Reaching low Ra values is con�
firmed by the results of scanning electron microscopy
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Fig. 4. Effect of the current density of the treatment on the
roughness of the obtained surface. The RDE rotation rate
is 2000 rot/min.

Critical parameters and activation energy of the electrochemical process depending on the hydrodynamic conditions

Num
ber

Rotation fre�
quency n, rot/min

Potential (mea�

sured), 
Allowance, 
ΔEohm, V

Critical
potential Ecr, V

icr,

A/cm2
α,

W/(cm2 deg)  °C
Ea,

kJ/mol

1 285 7.5 2.3 5.2 5.3 0.37 75 ~15

2 575 5.2 1.6 3.6 3.7 0.47 28 ~40

3 1600 3.2 1.6 1.6 3.8 0.82 8 ~110

Ecr
msd

, V ΔTcr
s
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of the surface after low treatment (Fig. 5) and by the
profiles of the treated surface (Fig. 6).

The results of the study of the effect of the rate of
stirring at various current densities of the treatment
also confirm the presence of a correlation between the
peculiarities of the macrokinetics and the roughness of
the surface (Fig. 7). It is seen that, at low current den�
sities of the treatment, the increase in the stirring rate
leads to the roughness growth, since here the treat�
ment occurs in region A, and the higher the RDE rota�
tion speed, the less the working current density with
respect to the limiting anodic current density. At a cur�
rent density of the treatment that exceeds the density
of the TKI transition (10 A/cm2), the inverse picture is
observed, since the increase in the stirring rate
decreases the current density of the TKI transition
(table); hence, the ratio iw/ilim (iw and ilim are the work�

ing and limiting current densities, correspondingly)
increases. At very high current densities (20 A/cm2),
i.e., at a significant excess of the working current den�
sity compared to the current density of the TKI transi�
tion, the hydrodynamic conditions almost do not
affect the surface roughness reached (Fig. 7).

It is thus clear that, during the treatment of the
nitrided surfaces in chloride solutions, the highest
densities of the current (and, hence, the intense
hydrodynamic modes of treatment) must be used in
order to reach the minimum surface roughness.

Microhardness Variation after the Treatment 

Not only a decrease in the roughness but also the
reaching of fairly high values of the surface microhard�
ness can be ensured by the treatment under high cur�

(a)

50 μm

50 μm

50 μm

50 μm

(c)

(b)

(d)

Fig. 5. The surfaces after the treatment at the current densities (A/cm2): 1 (a), 10 (b), 20 (c), and 50 (d). The RDE rotation rate
is 2000 rot/min.
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rent densities. The average value of the microhardness
after the anodic treatment in the range of current den�
sities of 20–70 A/cm2 (650 kG/cm2) is reduced by less
than 10% versus the average value of the microhard�
ness of the initial nitrided surface (~700 kG/cm2,
Fig. 8).

In the region of lower current densities, the degree of
softening after the treatment is more vivid (Figs. 8, 9).

At the same time, the softening might not occur pro�
vided that the current density and hydrodynamic con�
ditions are selectively adjusted (Fig. 10).

The Anodic Treatment under Pulse Conditions 

Possibilities for the active control over the surface
microhardness by the pulse modes of treatment were
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Fig. 6. Profiles of the treated surfaces of nitrided steel in 2M NaCl at the current densities (A/cm2): 1 (a), 10 (b), 20 (c), and
50 (d). The RDE rotation rate is 2000 rot/min.
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reported in [2] using the example of the anodic etching
of Co–W coatings. An attempt to study the effect of
the pulse conditions of etching on the surface rough�
ness and microhardness was also made in this work
(Figs. 11, 12). The treatment was carried out at a pulse
current density of 10 A/cm2 and a pulse time of 0.5 s,
and the pause time ranged from 0.1–3 s. In all of the
cases, the roughness values were found to be higher

than those obtained under a constant current with the
same density, and the degree of softening was higher as
well. A possible reason for the observed phenomena is
a decrease in the average surface temperature. This
certainly does not mean that the pulse conditions are
ineffective for the treatment of nitrided surfaces. A
search for more efficient pulse conditions of the treat�
ment must be the subject for further investigations.
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Fig. 7. The effect of the stirring rate on the surface rough�
ness of the nitrided steel treated at the current densities,
A/cm2: 1—1, 2—3, 3—10, and 4—20.
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hardness after the treatment at 2000 rot/min. The hatched
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to the anodic treatment.
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CONCLUSIONS

The results of this study show that the macrokinet�
ics of the anode processes under the conditions of
electrochemical dissolution of nitrided steel surfaces
in a chloride electrolyte are correlated with the tech�
nological indices such as the surface roughness and
microhardness. The minimum roughness and maxi�
mum microhardness of the surface (which almost
conserve the values of the initial surface prior to the
treatment) are shown to be reached at high current
densities (~50 A/cm2) and intense hydrodynamic
modes of treatment, which can ensure the treatment at
these high rates. From the viewpoint of the macroki�
netics of the dissolution, this implies that the treat�
ment must be performed in the mode of thermokinetic
instability (i.e., constant formation and destruction of
surface layers upon reaching the critical drop in tem�
perature and a thermal explosion [10, 19]). It is shown
that the condition for the transition to this treatment
mode is found to be an excess of the anode over�limit
current, which is lower for the dissolution of nitrided
(than nonnitrided) steel surfaces (with the treatment
occurring in chloride with the same concentration)
and is determined by the mixed kinetics. The activa�
tion energy in this process (which determines the value
of the critical temperature drop) substantially depends
on the hydrodynamic conditions of the treatment.
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INTRODUCTION

It is well known that the Coulomb law (and, corre�
spondingly, the Poisson equation for an electric field in
the region of charged structures with a space charge
distributed in 4D space–time) operates within a great
range of characteristic dimensions from R ~ 10–15 m
(the atomic nucleus dimensions) to 1026 m (the visible
universe dimensions). These dimensions correspond
to the typical frequencies of convective processes that
take place at the velocity of light within the range from
1024 s–1 to 10–18 s–1. The last frequency corresponds to
the time of light’s passage through the visible universe.

The violation of neutrality of nucleons in atomic
nuclei is significant. The number of neutrons and pro�
tons in atomic nuclei is almost equal, and the uncom�
pensation charge parameter is αi = ni/n ≈ 1/2. Here,
ni is the density of the particles with an uncompen�
sated positive charge, and n is the density of all the
nucleons (protons and neutrons).

The violation of neutrality in the structures in gas�
discharge plasma is not large, and αi in the structures
presented in Figs. 1–4 is not more than 10–6. However,
a number of the main properties of the metastable
structures charged or polarized in the 3D space (plas�
moids) self�condensing in the coulomb potential wells
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of Surfaces of Charged Plasmoids (from Atomic Nuclei 
to White Dwarves, Neutron Stars, and Galactic Cores): 

Self�Condensation (Self�Constriction) and Classification 
of Charged Plasma Structures—Plasmoids 

Part 1. General Analysis of the Convective Cumulative–Dissipative 
Processes Caused by the Violation of Neutrality: 

Metastable Charged Plasmoids and Plasma Lenses
Ph. I. Vysikaylo

Technological Institute of Superhard and Novel Carbon Materials, ul. Tsentral’naya 7a, Troitsk, 142190 Moscow oblast, Russia
e�mail: filvys@rambler.ru

Received June 6, 2011

Abstract—The processes of the accumulation and dissipation of electron flows in polarizable plasma struc�
tures with spatially distributed electric charges are investigated. It is proved that a slight violation of neutrality
(about 10–18) because of forcing the electrons out of the structures leads to sputtering (bouncing) of neutral
structures that were gravitating before. As the de Broglie wavelength of an electron is many times greater than
that of a nucleon or atomic nucleus at equal temperatures, in the case of condensation of matter into quantum
structures (in which there occurs degeneration of the sharing electron gas), there should happen the violation
of neutrality and the generation of giant peripheral electric fields that self�focus the plasmoid thus being a
dynamic surface tension. Electric fields are effective catalysts of thermonuclear reactions leading to neutron�
ization of the substance compressed by gravitation. Einstein’s idea concerning mass–energy equivalence is
confirmed in a new form. The equivalence manifests itself in a similar functionality in the process of the pul�
sation (focusing and rebounding) of “excessive” energy in the generalized Kepler 2D�problem (for the grav�
itational and the electric potential) and the “excessive” mass in the Vysikaylo–Chandrasekhar 3D problem
concerning the accumulation and dissipation of the de Broglie waves in quantum stars (pulsating accretion of
quantum stars) with a mass greater than that of Chandrasekhar (~1.46 masses of the sun). A new mechanism
(type) of a thermonuclear reactor at the surface of charged quantum stars and dense cores of ordinary stars
and planets is proposed by the author. The acceleration of electrons to MeV energies in the synergistic electric
fields of uncompensated for charged particles in the nuclei of giant plasmoids—quantum stars—and their
transmutation into the neutrons on the surface layer in the reactions with the protons is the basis for such a
mechanism. In the presence of dynamic surface tension caused by the Coulomb forces the cumulation of
plasma and energy takes place during the compressing electric field jumps.
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are common. Thus, there should be generalized (at
least in outline) the data accumulated in the course of
the investigation of the charged structures with electric
field jumps (shock waves) (Fig. 5) or potential wells for
electrons (Fig. 5c–d) with dimensions from 10–15 m to
quantum stars (1010 m). This generalization seems to
be rather useful from the point of view of the system of
fractionating specific “mysterious” 3�dimensional
dynamic phenomena of generation, pulsation, and the
lasting existence of various plasma structures (plas�
moids), particularly in gas�discharge plasma (Figs. 1–4)
and semiconductors. The author proves that it is nec�
essary to apply, study, continuously verify, and develop
the general idea presented as a diagram in Fig. 5 in dif�

ferent natural sciences (atomic physics, nanotechnol�
ogy, astrophysics, gas�discharge plasma, etc.).

SHOCK WAVES OF THE ELECTRIC FIELD 
OR JUMPS FORMING THE CHARGED 
METASTABLE COULOMB RESERVOIRS 

(PLASMOIDS) FOR THE KINETIC ENERGY 
OF ELECTRONS

Early in the 20th century, Rutherford established
through his experiments that the atomic nuclei are
very small (R ~ 10–15 m) and are charged by a positive
charge; hence, they are surrounded by stationary
jumps of the electric field with strength up to 1021 V/m
(Fig. 5a). According to the nuclear drop model and the

Fig. 1. Beaded lighting. Palm leaves with a diameter ≈0.5 m
are seen at the bottom of the photograph.

Fig. 2. A discharge in a tube in nitrogen versus the dis�
charge current at P = 15 Torr [1, 2]. The cathode is on the
left, while the anode is on the right. The discharge is dis�
turbed by a bunch of fast electrons with energy of ~100 keV
introduced through a window in the center of the tube.
There is observed the classic Faraday dark space in the
cathode spot (a bean on the cathode). Under the condi�
tions of a low�current discharge (photos 1 and 2), behind
the window there are seen small glowing regions; the fol�
lowing analogs of the Faraday dark space; and, along the
arrow, the conic glowing regions indicating the defocusing
of the electrons behind the dark area.

1 2 3 4 5 6 7

(a)

(b)

(c)

Fig. 3. The width of the cylindrical self�focusing discharge in ultraclean nitrogen versus the current [3]: I = 0.6 (1); 0.8 (2); 1.1 (3);
1.65 (4); 2.2 (5); determination of the libration point, 2.9 (6); and 3.25 (7) mA; P = 5 Torr. (a)—the positive column (with the
blue glow extending to the anode and not recorded by the photo); (b)—the Faraday dark space; (c)—the negative glow or the
cathode spot (the lower spot is a flare on the mirror�finished electrode).
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Gauss law, we obtain the following electric field profile
in such stationary spherically symmetric jumps (see
Fig. 5b) corresponding to the potential barrier U(r) =

 ~ r2; that is, U(R) ~ R2 for a negatively

charged particle with the energy Ek > 0 (Fig. 5c). At the
electric field strengths ~1022 V/m, the electric field
energy density PE is already comparable with the mass
energy density m0 in the atomic core with volume V0

(PE = ε0E2/2 ~ m0c2/V0). These are stationary jumps of
the electric field or electric potential forming on the
boundary of the spherically symmetric charged struc�
tures. These electric potential jumps seem to effi�
ciently prevent the neutrons from destruction in the
case of β�disintegration focusing the electrons back
into the atomic nucleus.

In 1964, Gunn discovered the moving electric field
jumps (the space charge layers or the shock waves with
violation of neutrality) in semiconductors [11]. They
are called the domains of the electric field. Visually
observed shock waves with violation of neutrality in
gas�discharge plasma were discovered analytically in

eE r( ) rd∫
(a)

(b)

(c)

Fig. 4. The appearance of a direct current discharge
between the needles in the aerodynamic tube at M = 6,
P0 = 50 atm, p = 28 Torr, and D0 = 3 mm and at different
values of the current I and the voltage U (a–c): (a)—I =
0.2 A, 〈U〉 = 2.45 kV; (b)—I = 0.5 A, 〈U〉 = 1.95 kV; (c)—
I = 1 A, 〈U〉 = 1.7 kV. The unclosed cylindrical electric fil�
aments with the strata are observed down along the hori�
zontal flow. The needle (the grounded cathode) is at the
bottom. The exposition time is 1/60 s [4].
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Fig. 5. (a) The model of a plasmoid with radius R as a supra�atom (used in [5–10] to define the physical principle of alloying
nanocomposite materials and controlling their properties). (b) The profile with the electric field jump E(r) in the charged spher�
ical structure presented in Fig. 5a. Respectively, the dependences in the form of a jump for the parameter E/N; Te—the temper�
ature of the electrons (Te ~ (E/N)2/3); Pe—the pressure of the electrons are similar. (c) The potential barrier U(r) for the free
negatively charged particles in the electric field jump heating them at the periphery of the charged spherical structure up to ener�
gies of Ek > 0. (d) The potential barrier U(r) for the free negatively charged particles in the electric field jump heating them at the
periphery of the charged spherical structure with length L. The characteristic cross dimension of the potential well is more in this
case than the structure’s radius and is determine by its length (≈L). Curve 1 corresponds to the symmetry of the surfaces (3D rect�
angle); curve 2 corresponds to the cylindrical symmetry (3D cylinder).
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[12] in 1985 and studied numerically and experimen�
tally in works [1–2, 13–15] (see Fig. 2). Yet, Ruther�
ford [16] was the first to discover the bilayer of the
space charge in the atom, or self�condensation of
the space charge. In work [17], there is determined the
common features in the generation of stationary jumps
of space charges (JSC) in atoms, gas�discharge
plasma, and white dwarves and neutron stars. It is
shown that JSC, as discovered by Rutherford in atoms
and the author in 1985 [12] in gas�discharge plasma,
are similar to the shock waves discovered by Mach and
the magnetic field jumps discovered by Sagdeev [18].
JSC under different conditions are determined both by
the nonlinear properties of plasma and the quantum
properties of elementary charged particles. Common
features for JSC are the violation of neutrality, the gen�
eration of substantial electric fields focusing or dissi�
pating the electrons, and changing their de Broglie
wavelengths, thus determining the formation of con�
vective cumulative–dissipative (CD) structures and
their characteristic dimensions from 10–15 m up to
108 m and more. The squeezing of plasma by shock
waves or electric field jumps with violation of neutral�
ity is studied in this work.

The violation of neutrality in plasmoids is caused
by the fact that the electrons are more movable and
more quickly leave the plasmoids than massive and
slow ions. The ions, uncompensated for by the elec�
trons, form by their charge, distributed in the space, a
profile of a synergetic (general) electric field that
brings back (blank) the electrons that seem to be free.
These very electric field profiles, self�organizing in the
medium, are presented in Fig. 5b. These profiles coin�
cide qualitatively with the profiles in an atomic
nucleus. Of special note is that the characteristic
dimension of the potential well for electrons in all
directions is determined by the largest size of the
charged structure (Fig. 5d), and the effective volume
of confinement or condensation of the electron gas
may be ~πL3 � 4πR3/3. In such a way it shows up as
the synergetic dimensional effect of the electric field of
the charged structures in confining the “free” particles
with the opposite charge within the region of their
action. It seems to follow that the charged structures
distributed in the space are more stable and their influ�
ence is more far�ranging than the charged structures
with the spherical symmetry (Figs. 5c–d). This is a
possible reason that, in low�current discharges, there
are always formed some planar structures (strata), and
then some electric filaments (Figs. 2, 4) or arcs are
formed in the discharge. However, it should be remem�
bered that there exist some external factors that consid�
erably determine the self�organization and life activity
of the charged structures between the electrodes. Con�
sequently, without a cathode spot, the current through
the discharge gap is scanty. Thus, cathode spots, being
elliptic plasma structures [19], (Fig. 3) have no less
unique cumulative and dissipative properties.

DIMENSIONAL EFFECTS DUE 
TO THE VIOLATION OF NEUTRALITY

The charged structures function equivalently
within all the ranges of the characteristic dimensions
due to the generation of an electric field jump at their
surface (Fig. 5). The electric field magnitude at the
surface of the uniformly charged 3D structure accord�
ing to the Gauss law

(1)

is determined by the charge density ρ; the size of the
positively charged structure R; and the geometric fac�
tor k = 1, 2, 3 at the plane, cylindrical, and spherical
symmetry, respectively (Fig. 5a). At large dimensions
R, the peripheral electric fields (Fig. 5b) may be great
(even at a negligible density of the uncompensated
charge ρ) and their role in the plasma processes may be
fundamental [20] as the ionization frequency depends
exponentially on the parameter E/N. In this case, the
potential barrier U(r) confining the electrons and other
negatively charged particles in the potential well (plas�
moid) (Fig. 5c, d) grows with the characteristic dimen�
sion as R2 for all kinds of symmetry from the center to
the periphery of the charged structure and thus banks
(cumulates, focuses) inside itself the free particles with
huge kinetic energies (0 < Ek < U(R) = ρR2/2kεε0 for
spherically symmetric plasmoids) or with large ener�
gies (see Fig. 5d) for the case of cylindrical or plane
symmetry of plasmoids, for which the potential well
value is determined as lnL or L, respectively. This is a
synergetic (joint) cumulative dimensional effect asso�
ciated with the particular features of the 3�dimen�
sional charged structures (plasmoids) (Fig. 5b–d). In
the case of cylindrical and planar (strata) plasmoids,
the volume of focusing the electrons by an electric
field and the potential well size are determined by the
largest characteristic dimension L (see Fig. 5d). With
rotation at polarized plasmoids (Fig. 5a), there appears
some magnetic field. Let us specify this Coulomb�
dimensional effect for any charged plasmoids; the
author of this work seems to be the first to discover it.

THE SQUEEZING OF PLASMOIDS 
BY ELECTRIC FIELD SHOCK WAVES

OR BY THE PRESSURE OF PERIPHERAL 
ELECTRONS PE

The Coulomb squeezing of atomic nuclei by nega�
tively charged peripheral electrons or mesons, which
appear to stabilize neutrons (the scheme in Fig. 5a), is
a problem which has not been elaborated in detail,
though the principle of the cumulation of negatively
charged particles by the electric field jump back into
the atomic nucleus can be diagramed (see Fig. 5, 6).

The Coulomb static squeezing proposed by the
author or physical doping by free electron traps (the
scheme in Figs. 5 and 6) is an accepted method in nan�
otechnologies [5–10], which is now being thoroughly

E R( ) Rρ/kεε0,=
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studied. Physical doping by electron traps makes it
possible to control the parameters and properties of
nanocomposites. Thanks to the model, in Fig. 5c we
can predict and investigate the quantum dimensional
effects associated with the resonance polarization cap�
ture of electrons into hollow molecules (C60, C70) and
nanotubes (polarizable resonators for de Broglie waves
of electrons) [5–10]. It is suggested in [6] that the
Coulomb squeezing of positively charged structures
(the scheme in Fig. 5a) could be performed not only by
negatively charged electron traps (for instance, by
fullerene endoions) but also by the free electrons
themselves. Such squeezing by the electrons of the
charged plasma structures according to the scheme in
Fig. 5a is in exact accordance with the model of an
atom, molecule, supra�atom, or hypermolecule.
Dynamic squeezing of the charged 3D structures by a
monolayer of high energy sharing electrons results in
the generation of the dynamic surface tension round a
structure limited by a layer of electrons (a squeezed
supra�ion) and the formation of an electric field shock
wave converging to the cumulation center and com�
pressing by a layer of electrons the whole ionized gas
(see the arrow in Fig. 5c and d) or other plasma even
with a slight violation of neutrality. There are no other
particles in this layer, only electrons. This model cor�
responds to the one for atom electron shells. The com�
pression of a supra�atom (plasmoid) will take place
until the external pressure of the electrons in the elec�
tric field jump is balanced by the pressure of the elec�
trons in the plasmoid compressed by the jump. This
scheme explains in detail the stoppage of the gravita�
tional collapse of a white dwarf by the pressure of the
compressed degenerating Fermi gas of electrons and
the cumulation of the plasma into spherical and cylin�
drical plasmoids. The work on the radial compression
of the charged plasmoid within the gas discharge is
eventually done by the external EMF, initially charg�
ing the plasmoid. The investigation of such dynamic
surface tension or shock waves cumulating plasma in
charged plasma structures is carried out in this work.
First, this dynamic tension is caused by the pressure of
the free external electrons (Figs. 5a, 6) heated by the
synergetic electric field of the plasmoid’s inner parts
charged by a positive charge (Fig. 5b). The strength of
the synergetic electric fields is the largest at the periph�
ery, at R (or ~L) from the center of the charged 3D
structures (plasma lens) for electrons (Fig. 5b).
Accordingly, here is attained the largest average energy
of the free electrons captured into a trap, or their tem�
perature Te; thus, the electron pressure Pe is also max�
imum. The behavior and characteristic dimensions of
the plasma structures are determined by the whole set
of convection and diffusion processes going on and
prevailing in the charged plasmoids (self�forming
energy reservoirs for the kinetic energies of the elec�
trons locked in these traps). Let us next classify these
coulomb structures (energy self�organizing bags–
traps for energy, charge, and electron mass).

Types of Coulomb Structures

According to the information mentioned above,
coulomb polarized 4D structures can be the following:

(1) cumulative, i.e., compressed by an electric field
jump (Figs. 5 and 6) if the pressure of the peripheral
electrons is larger than inside the plasmoid;

(2) dissipative, i.e., scattered by the spatial charge
of ions (the bounce of ions from their spatial charge)
or if the electron pressure inside is more than the one
at the periphery;

(3) quasi�stationary or stationary, i.e., the forces of
focusing and dissipation are in equilibrium (Fig. 5a);
and

(4) pulsing cumulative�dissipative, i.e., when there
are generated two spaced�apart reflecting mirrors (for
instance, in magnetic traps) [21].

Some particular features of the behavior of charg�
ing pulsing structures show up in the similar function�
ality in the course of pulsations (focusing and bounc�
ing) of the “excessive” energy in the Kepler general�
ized 2D problem and the “excessive” mass in the
Vysikaylo–Chandrasekhar 3D problem on cumulation
and dissipation of de Broglie waves in quantum stars
(pulsing accretion of polarizable quantum stars) with
mass more than the Chandrasekhar one (~1.46 masses
of the sun) [21]. This particularity is the essence of a
super powerful repetitively pulsed thermonuclear
reactor, which is the most efficient in quantum stars.
We consider in part 2 the operation of such a coulomb
pulsing thermonuclear reactor as discovered by the
author.

1

2

3

Fig. 6. The diagram of an atom (a quantum star or a cou�
lomb focusing lens) according to Rutherford’s investiga�
tions [16] and [21]: 1—the electron shell (nanosize), 2—
the coulomb diaphragm (the coulomb force field com�
pressing the electron De Broglie wave lengths from nano�
size up to femtosize—JSC, 3—the atomic nucleus (fem�
tosize).
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CLASSIFICATION OF DISTRIBUTION 
FUNCTIONS OF FREE ELECTRONS LIMITED 

BY THE COULOMB POTENTIAL BARRIER 
IN PLASMA STRUCTURES

Townsend has established that the parameter E/N
is the main one in weakly ionized plasma (with the
degree of ionization less than 10–6). Here, N is the
density of the neutral gas particles. In this case, the
function of the electron distribution by the energies is
a Boltzmann one, and all the processes of the transfer
and origination are determined by the parameter E/N
(or E/P, as was noted for the first time by Stoletov in
1889 in Zhurnale Russkogo Fiziko�Khimicheskogo
Obshchestva, the Journal of the Russian Physico�
Chemical Society (the physical part, vol. 21, p. 159).
With the increase of the level of ionization (αi = ne/N ~
10–(5–2)), the role of maxwellization grows and the
function of the electron distribution by the energies
becomes a Maxwell one, and the temperature of the
free electrons Te can be used as the main parameter. It
is well known that, with a further increase in the degree
of the gas ionization and the comparison of the char�
acteristic length of the electron de Broglie wave with
the characteristic distance between the free electrons,
there takes place the degeneration of the electron gas
and it obeys the Fermi–Dirac statistics. Let us esti�
mate the concentration of the electron gas squeezing
the plasmoid surface by a dense layer in this case. To
excite the glow of air molecules in a normal atmo�
sphere, the average energy of the electrons Ee should
be about 1 eV, which corresponds to the d`e Broglie wave

length λel ≈ 12.25/  [Å]= 1.225 nm. Here, the average
energy Ee is in eV. In turn, this wave length corresponds
to the critical density of the degenerated electron gas

neF = 1/  = 5.5 × 1026 m–3, or 5.5 × 1020 cm–3. This
value is by a factor of 20 more than the air’s neutral gas
density 2.7 × 1019 cm–3. There emerges the question if
there is possible the coulomb self�constriction (cou�
lomb compression, coulomb cumulation of the spatial
charge) of the ionized gas by the electric field jump to
such densities, i.e., if it is possible that the movement
of the coulomb barrier along the arrow to the charged
structure’s center (see Fig. 5c and d) is caused by the
coulomb surface tension affecting the charged plas�

Ee
0.5

λel
3

moid surface. What EMF is capable of such compres�
sion? Such dynamic self�focusing of plasmoids seems
to be possible under certain conditions (Fig. 1, 2). Such
squeezing occurs in metals and other materials in which
a part of the electrons are shared. The concentration of
shared electrons free from atomic nuclei but localized
near the surface is responsible for the skin effect in
semiconductors. There are no other forces besides elec�
tromagnetic and inertial ones in condensed media.
Gravitation in the mesoworld is negligible.

COULOMB IMPLOSION OF STRUCTURES 
OF CONDENSED MEDIA BY ELECTRON 
DE BROGLIE WAVES. CLASSIFICATION 

OF METASTABLE PLASMOIDS 
WITH FREE ELECTRONS

According to the de Broglie hypothesis, the parti�
cles behave as waves at the characteristic dimensions
comparable with their de Broglie wave length. Such
behavior is described by quantum mechanics. The
mass of electrons is small; thus, the quantum proper�
ties of electrons manifest themselves when addition�
ally nucleons and atomic nuclei behave as common
particles. The difference of the masses of free electrons
and atomic nuclei (the corresponding difference of
their characteristic de Broglie wave lengths λe � λi)
results in the quantum�mechanical separation of
charges by the scheme in Fig. 5a. This quantum�
mechanical separation occurs not only at the dimen�
sions of atoms but at the dimensions of any plasmoids
with free sharing electrons for which

(2)

Conditions (2) lead to the quantum�mechanical
separation of charges, the heating of electrons in the
field of ions or atomic nuclei, and the cooling of posi�
tively charged nuclei and leveling of the de Broglie
wave lengths of the sharing electrons and positively
charged nuclei of the atoms. In the case of common
discharges, the formation of charged plasmoids results
from the withdrawal of a small part of the electrons
from the plasmoids. Now, we can classify the metasta�
ble quasi�stationary plasmoids by the density of
squeezing (free or sharing inside the plasmoid) elec�
trons (see Fig. 7).

neλe
3 1, and niλi

3
 � 1.≥

Classic plasmoids
Boltzmann plasmoids 

Maxwell plasmoids 

Quantum 
Fermi plasmoids 

White dwarves

Neutron stars

Black holes

or Fermi–Dirac plasmoids

ne < 1019 m–3

ne > 1019 m–3

ne > 1026 m–3

Fig. 7. The diagram of the classification of metastable plasmoids by the function of the distribution of the electrons confined by
the potential barrier with the sharing and free ones inside the coulomb barrier.
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The parameters of plasmas squeezed by a mono�
layer of sharing electrons with kinetic energies Ee and
corresponding de Broglie wave lengths λe on their sur�
face by the scheme in Fig. 5 are presented in the table.
The characteristic lengths of de Broglie waves λe at the
given energies were calculated according to [16]: λe ≈

12.25(1 – 0.489 × 10–6Ee)/  Ee is the energy of the
electrons squeezing the charged plasmoid in eV. The
relationships for the de Broglie wave length for the
protons λp presented in the table are taken from Table
18 in [16]. In the Pe table, the electron gas pressure or
the kinetic energy density in the plasmoid squeezed by
a monolayer of high�energy electrons is estimated
from below according to the scheme in Fig. 5. With a
coulomb potential well, the free electrons (including
the degenerated ones) with larger kinetic energy
gather in the center of the plasmoid limited by the
electric potential jump. According to the table, the
Fermi–Dirac plasmoids increase the density of their
inner energy (or the pressure Pe) by a factor of more

than 300 (Pe ∼ ) with only a tenfold growth of the
energy of the electrons squeezing the plasmoid in the
case of nonrelativistic electrons. For the relativistic
ones, the density of the stored energy due to the cou�

lomb cumulation grows to , that is, by 104 when Ee

increases by a factor of 10. Such relationships follow

Ee
0.5

.

Ee
5/2

Ee
4

from our analysis of the energy cumulation in self�
organizing energy reservoirs to store the kinetic energy
of the electrons free from atomic nuclei and confined
by the coulomb potential (Fig. 5c, d). Thus is formed
a supra�atom—a charged metastable plasmoid with a
focusing coulomb membrane. The huge kinetic energy
of the electrons captured by a self�organizing coulomb
barrier acts as a squeezing force. In this case, the total
energy of the electrons captured and confined by the
coulomb barrier is considerably larger than zero
(Fig. 5). Such plasma structures are metastable
(Fig. 5, c and d) and, with the coulomb membrane bro�
ken, can blow up, releasing the enormous kinetic
energy (focused before by the membrane) of the con�
fined free electrons. The collapse of quantum metasta�
ble stars can be attended by powerful gamma radiation.

According to the table, the plasma cumulation by a
shock wave of an electric field, heating the electrons
(the jump sweeps the plasma and inside the plasmoid
Pe↑), will cause the intensification of the charge sepa�
ration and the enhancement of the spatial charge
bilayer (Fig. 5) at the surface of any plasmoids, includ�
ing collapsing stars. The author has examined the cou�
lomb squeezing of stars with only hydrogen plasma. It
is not very difficult to consider all the particular fea�
tures, but the detailed examination of the star spec�
trum demands tedious computations. Thus, we are
going to restrict ourselves to hydrogen plasma and

The dependence of the hydrogen plasma parameters on the kinetic energy Ee of the monolayer of the electrons squeezing
the plasmoid (Fig. 5, a–d)

Ee, eV λe, 10–10 m λp, 10–10 m ne, 1030 m–3 ψ = Ee/Ep, n ρH, 103 kg/m3 Pe, GPa

1 12.25 >5.5 × 10–4 1 >88 × 10–3

10 3.9 0.9 × 10–1 >1.7 × 10–2 1 >28

13.6 3.34 7.6 × 10–2 2.7 × 10–2 1 1.7

200 0.86 2 × 10–2 1.6 mp/me = 1836 10 >51 × 104

5 × 1013 J/m3

400 0.61 1.4 × 10–2 4.4 1836

104 1.2 × 10–1 2.9 × 10–3 5.8 × 102 1836 103 >9.3 × 108

105 3.7 × 10–2 9.0 × 10–4 1.9 × 104 1836 >3.0 × 1011

2.5 × 105 λW ~ 2.1 × 10–2

White dwarf
1.1 × 105 1836 >4.4 × 1012

4 × 1021 J/m3

106 λW ~ 0.9 × 10–3

White dwarf
2.9 × 10–4 4.2 × 106 ψ ≈ 2mpc2/Ee 2.6 × 106 >6.7 × 1014

7 × 1026 J/m3

107 λM ~ 1.2 × 10–3 0.9 × 10–4 5.8 × 108 188 ~ 109 >9.3 × 1019

9 × 1030 J/m3

108 1.2 × 10–4 2.7 × 10–5 5.8 × 1011 18.8 ~ 1013 >9.3 × 1021

9 × 1030 J/m3

5 × 108 λP.N ~ 2 × 10–5 1.2 × 10–5 7.2 × 1013 3.8 ~ 1014 >5.8 × 1024

109 1.2 × 10–5 7.3 × 10–6 5.8 × 1014 1.9 ~4 × 1015 >9.3 × 1025

9 × 1034 J/m3

BH BH BH BH Black hole ~ 1016

1010 1.2 × 10–6 1.2 × 10–6 5.8 × 1017 1 ~ 1018 >9.3 × 1029
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studying the coulomb squeezing of stars and neglect
the transmutation of hydrogen. The positive spatial
charge of the whole star efficiently accelerates the
electrons, going to its center, and retards the move�
ment of the protons and positively charged ions to the
positively charged star center, i.e., it will cool them
and the neutrons colliding with them will cool down as
well. The diagram of such a heater–cooler leading to a
collapse of normal stars (plasma movement according
to the arrow in Fig. 5c, d and Fig. 6) into white dwarves
and neuron stars is presented in Fig. 6. In this case, the
energy should be supplied to the plasmoid (or star)
core (see the table, Pe) but not extracted as for normal
stars. According to the Gauss law, E(R) ≈ .
Here, R is the star’s radius, n is the average density of
the nucleons, and αi1 is the degree of violation of neu�
trality (VN). The obtained results can be substantiated
on the basis of the probabilistic approach, as well as
from the viewpoint of the deterministic [22] or
“Copenhagenian” approaches [16, 23]. In both
approaches, the statistically average characteristic
dimensions occupied by the localized particles are
determined only by their impulse (energy) [16, 22, 23].
An electron with kinetic energy close to zero is situ�
ated with equal probability in the whole space; thus, it
is more probable that it is out of the plasmoid, which
leads to the quantum�mechanical separation of the
charge in the plasmoid. Thus, there are no reasons to
distinguish these approaches hereafter.

The interrelationship between the average de Bro�
glie wave lengths of the free electrons and protons and
the substance density in the cumulative–dissipative
(CD) plasmoid structure squeezed by the electrons is
illustrated in the table in accordance with works
[16, 17, 21]. It follows from the condition of the quasi�
neutrality (almost neutrality) of the whole substance
with any quantum meso� or macro�CD structure (for
instance, ionized by pressure) the approximate equal�
ity of the average characteristic quantum�mechanical
dimensions of the free sharing electrons (λe) and
atomic nuclei (λN) or their de Broglie waves in this
structure with free electrons: λe ≈ λN. If this relation is
ruled out through the increase of the average de Bro�
glie wave length for the electrons, the CD structure
will force out of itself a part of the spatial electrons due
to the gravitation. The generated spatial charge of the
positively charged uncompensated nucleons will cool
the positively charged atomic nuclei, thus increasing
their λN. The external synergetic (joint) electric field
will heat the forced out electrons (Fig. 5), thus reduc�
ing the efficient de Broglie wave length and focusing
them to the star’s center by the scheme in Fig. 6 and
forming a nonequilibrium polarized plasmoid (Fig. 5).
The approximate equality of the de Broglie wave’s
characteristic dimensions for the electrons and atomic
nuclei imposes some condition on the characteristic
energies of the electrons and atomic nuclei: Ee ≈ ψEN.
The parameter ψ = Ee/EN, where Ee is the energy of

Rnαi1/3ε0

the electrons and EN is the energy of the nucleons,
characterizes the relation of the energies of the elec�
trons and nucleons under the condition of the dense
substance’s quasi�neutrality and is an indicator dem�
onstrating the state of the plasma (equilibrium ψ = 1)
or nonequilibrium (ψ ≠ 1) (see the table). In the case
of dense hydrogen (and nonrelativistic electron gas),
the parameter ψ = mp/mc = 1836. Only in this case does
the pressure of the degenerated electron gas heated in
the bilayer (Fig. 6) stop the collapse of a white hydrogen
dwarf, but tremendous energy in the star’s core (see the
table) with density We > 4.4 × 1022 J/m–3 is necessary
for its collapse. The accumulation of the huge inner
energy We happens due to the electron treatment of
the surface of quantum stars by high energy electrons.

PLASMA LENS AND THE 3D ARRANGEMENT 
IN DISCHARGES

As is shown in [20, 24], the charged plasma
3D structures are a lens focusing the electrons at the
bottom and their flow into plasma focuses. These
focuses between the charged plasmoids are analogs of
the Lagrange libration points L1 discovered by Euler in
the gravitational fields of spaced masses in 1769 and by
the author [20, 24] for fields of spaced electric like
charges. The flows of electrons are focused in plasma
focuses and libration points where the electric field
strength becomes correspondingly zero. As a result,
the gas glow disappears at these points (Figs. 1–3);
i.e., the discharge glow is structured by these libration
points. This is the main reason for the origination of
the Faraday dark space near the libration point—the
Vysikaylo–Euler cumulation between the plasmoids
charged by a positive charge (a cathode spot and a pos�
itive column). A rough geometric layout to determine
the focus or libration point between positively charged
plasmoids (a cathode spot and a positive column) is
presented in Fig. 3 (photo 5). The dimensions of the
focuses within the mode of nanosecond discharges
with the electron drift and the gas particle ionization
by the direct electron impact being the main processes
are calculated analytically in [20, 24]. In the second
part of this work, there will be performed the analysis
of the studied processes of the cumulation and dissipa�
tion of the electron flow in the polarizable plasma
structures with the charge distributed in the 3D space.
We have carried out the classification of dissipative
plasma structures and proved that the formation of
dynamic surface tension caused by the electric field’s
generation, the heating of the electrons in it, and the
corresponding electron pressure on the structure’s
periphery is possible on the charged structure’s sur�
face. In this case, the pressure of the peripheral elec�
trons substantially exceeds the pressure of the ions
(Pi(Pe � Pi)), as the ions are efficiently cooled by the
neutral gas. The presence of the dynamic surface ten�
sion and the asymmetry of the external actions can
lead to the formation of cumulative jets wallowing
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from the charged cumulative–dissipative structures
squeezed by the electron pressure. The jets are
formed of the charged high energy particles. These
cumulative jets complete a current path between the
plasma structures (Figs. 1–3) and are responsible for
their 3D structurization in 4D space–time, as well as
for the plasmoid pulsations.

As is mentioned in part 2 of this work, there will be
for the first time investigated the electron treatment of
the surfaces of quantum stars: white and other dwarves
and neutron stars with jumps of electric fields near
their surface. It is proved that the surface of such quan�
tum structures is lively treated and thus hardened by
the high energy electrons. Such quantum structures
are hardened through the coulomb squeezing
(Fig. 5a). A new mechanism (type) of a thermonuclear
reactor at the surface of charged quantum stars, the
dense nuclei of normal stars, and planets with a liquid
polarized core will be characterized in detail in part 2
on the basis of the performed analysis. The accelera�
tion of electrons up to the energies measured in MeV
in synergetic electric fields of the uncompensated
charged particles in quantum stars and their transmu�
tation in the near�surface layer with the enormous
electric fields into neutrons in reactions with protons
is the fundamental principle of the new mechanism of
atom transmutation in stars. The tremendous electric
synergetic (total) field of all the uncompensated ions
(Fig. 5b) heating the electrons up to the energies of
~1 MeV and more at the average values of their de
Broglie wave lengths in the near�surface jumps of the
charged plasmoids and quantum stars and the cores of
normal stars and planets is the catalyst of proton neu�
tralization and the consequent transmutation of
chemical elements in these reactions (the inverse
β�decay). A supra�atom (Figs. 5a, 6) is thus suggested
as a model to characterize quantum stars and the
dense cores of planets. This is a possible mechanism of
thermonuclear reactions in other plasmoids, such as
lightning discharges, jets, blue streams, etc. However,
the efficiency of such transmutations of atoms seems
to be little there. This model (Figs. 5a, 6) dates back to
the model used by Rutherford in his experiments when
studying the atomic structure. In the case of ordinary
gas�discharge plasmoids, the forms of such charged
structures are determined by the discharge parameters.
The electric field jumps (shock waves) can both press
the structure and sputter it by the space charge of pos�
itive ions. 4D structures pulsing in space and time are
possible.

DETAILED ELABORATION 
OF SOME PROBLEMS AND REVIEW 

OF THE PREVIOUS SOLUTIONS

Examining the outer space structures and plas�
moids in gas�discharge plasma, it is usually assumed
that all these structures are absolutely neutral [20, 24].
In the case of dense stars such as white dwarves and

neutron stars, this means approximate equality of the
de Broglie wave lengths of the electrons and nucleons
and atomic nuclei pointing to the difference of their
average kinetic energies by a factor of (M/m)0.5 (non�
relativistic case). Otherwise, a part of the electrons free
from atomic nuclei forming a Fermi gas or a Fermi liq�
uid with their large average de Broglie wave lengths
will be forced out of the structure of a quantum star or
a plasmoid. For example, in [25], on pp. 349–350, it is
stated that the “separation of charges of both signs is
rather disadvantageous in terms of energy due to the
appearance of very big electric fields.” That is a reason
to use the neutral gas model for the simulation of
quantum stars. The theory of a neutral medium is fur�
ther elaborated in work [25] for white dwarves and
neutron stars, in which a considerable part of the elec�
trons are sharing ones and form a degenerated Fermi
gas or Fermi liquid stopping the star’s collapse. Astro�
physicists do not investigate why the sharing electrons
with little resting masses have an average kinetic
energy much greater than large nucleons and ions
(their de Broglie wave lengths should be equal in a
neutral state). The source (3D heater) warming the
electrons and the 3D cooler actively cooling the hot
nucleons and transferring their total energy to the
electrons are ignored in such a neutral consideration,
which is the reason the plasma nonequilibrium in
Fermi–Dirac plasmoids (quantum stars) is not exam�
ined, and the effect of the degenerated electron gas
pressure on the sizes of quantum stars is considered
without a detailed study of the powerful process of the
energy pumping from nucleons to electrons. Such
pumping can result from only the action of enormous
(synergetic) electric fields or electric potential (Figs. 5
and 6).

There appears a new conception in [Physics�Uspe�
khi ]. Here, is a statement of one of the votaries of such
an approach: “One research team at the Lebedev
Moscow Physics Institute with Academician Ale�
ksandr Viktorovich Gurevich as the leader since 1992
proposed, besides objections, their own explanations
for both sprites and lightning strokes in general. From
this viewpoint, the lightning strokes are governed by
the showers of secondary ionized charged particles
forced out of air atoms by energetic particles of pri�
mary cosmic rays (ambassadors of supernovas; galax�
ies; and, possibly, mysterious black holes).” The
authors and votaries of this conception do not explain
the essence of such a notion as the breakdown and how
the electrons are accelerated within the breakdown up
to energies of 100 keV and more. It should be noted
that, with the dimensions of lightning discharges
(about hundreds of meters and even kilometers), elec�
trons with energy even more than 2 MeV do not run far
(2–4 m). The formation of a plasma channel hundreds
of meters long is necessary for them to run in some
direction, but no such channel is noticed in this con�
ception or it is hidden by the authors by the term
“breakdown.” Therefore, in this “conception” based
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on the priority of cosmic rays in lightning, the author,
unlike the votaries of cosmic rays, assigns the problem
of the first electron (the external ionizer, UV radia�
tion, etc.) but not the problem itself of the moving
powerful mechanism of discharge and plasma self�
condensation at the dimensions of hundreds of
meters. The main energy source and the method of
focusing its energy in linear, beaded, or globe lightning
as a plasma structure charged by a positive charge are
related to the problem of the mechanism of the dis�
charge (lightning), as well as the specific way of the
electron acceleration up to energies of ~2 MeV and
more in the plasmoid, in which there are initially free
electrons.

CONCLUSIONS

The assumption of neutrality is often used in the
description of gas�discharge plasma and other ones.
These assumptions of the absolute neutrality lead to the
so called asymptotic paradoxes, which cannot be
explained within the limits of quasi (absolute) neutrality.
Even a slight violation of neutrality (about (ni – ne)/ni ~
10–18) due to the forcing out of a small part of the elec�
trons from the structures causes the sputtering (bounc�
ing) of the previously cumulating (gravitating) neutral
structures [21]. On the other hand, as is proved in this
work, the separation of charges results in the genera�
tion of the coulomb surface tension squeezing huge
plasmoids, including stars with densities up to those of
quantum stars (see the table). Can such coulomb sur�
face tension caused by coulomb forces squeezing the
plasmoids be applied practically? Undoubtedly, it will
be possible in the not so distant future. There fly globe
lightning strokes doing only damage. It is high time for
such lightings and common ones to do good, as is now
useful in the nanoconstruction of the layers of a spatial
charge in nanocomposites [7]. A slight violation of
neutrality or polarization in the system of plasma
structures results in the formation of a system of a
plasma lens (strata) [20, 24]. As proved in [20, 24], the
finite�dimensional 3D strata focus the electrons into
focuses or libration points. These focuses are similar to
the Lagrange points L1 discovered by Euler for two
gravitational attractors (for instance, between Jupiter
and the Sun) in 1767. The detailed investigation of the
dynamics of the self�constriction and cumulation of
plasma structures can be evidently applied to free the
atmosphere of dust and a number of deleterious sub�
stances. Allowance for the neutrality of giant plas�
moids may make it possible to explain the quick reces�
sion of galaxies in which there are many quantum pos�
itively charged stars continuing to cumulate a positive
charge. The overwhelming majority of protons in cos�
mic rays point to their reflection from the normal and
quantum stars. It is well known the problem on the
Universe’s overheating due to the radiation of normal
stars. This overheating should happened as the radia�
tion energy of normal stars grows in a sphere by the law

of R3 and is thrown out of the sphere by the law of R2.
The existence of cumulation of the star radiation
energy by the law of R3 follows from the very fact that
we are alive within the radiating Space. The presence
in the Space of quantum stars being effective accumu�
lators of the electromagnetic radiation (of any energy
and mass) protects us from overheating.

Actual experimental investigations and an analytic
study will be considered in part 2 within the framework
of the model proposed for polarizable or charged plas�
moids.
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INTRODUCTION

Items made from hard�to�machine materials such
as natural and artificial diamonds, cubic boron nitride,
etc., are widely used in modern industry. Their unique
wear resistance and heat resistance make these materi�
als irreplaceable for fabricating metal�cutting tools,
different dies, and nozzles. The latter have holes with
a complicated cross section (they usually have a
tapered input cone, a full cylindrical thread, and a
tapered output cone [1–3]), which cannot be formed
without applying modern machining techniques. The
small sizes of the holes in the dies and their compli�
cated shapes hinder (or even make impossible) their
fabrication using smelting and machining or electric
discharge treatment due to the high mechanical prop�
erties of the blank material, the small sizes, etc. Thus,
the only method for fabricating such items is laser
machining.

The first investigations in the field of laser technol�
ogy [3–5] revealed the following:

—the dependence between the cross section of the
machined hole (for mono� and multipulse machining)
and the irradiation modes (the pulse energy and dura�
tion, the focal distance of focusing the optics, its defo�
cusing, etc.);

—the possibility of controlling the size and shape
of the cross section of the treated hole by varying the
laser machining modes.

The next step in the fabrication of holes and cuts
with a specified cross section is the “layer�by�layer”
technology of the blank machining [6]. This technique
is widely used for treatment of the items from natural
and rough diamonds, hard alloys, etc., using focused
radiation of Q�switched lasers operated at different
harmonics. The authors of [7] propose increasing the
depth of the cutting and decreasing the cut’s width by
using an additional inclination of the blank with
respect to the axis of the focused laser radiation.

Deep holes are machined using the method of trep�
anation according to the “layer�by�layer” removal of
the metal’s envelope as well [8]. In this case, the
focused laser radiation reciprocates along a helical
path with the focal plane deepening into the blank’s
body; it is accomplished with the help of additional
scanning of radiation [8] or (during machining of bod�
ies of revolution) by its additional (with simultaneous
rotation of the blank) displacement in the longitudinal
center plane [1, 2]. For example, when machining dies
and nozzles, the blank rotates with the specified speed
and the focused laser radiation moves in the longitudi�
nal center plane ensuring the deepening of the focal
plane and removing the blank’s material layer�by�layer
[1, 2]. Naturally, at constant rotary speeds, the dis�
placement of the focusing spot, and the pulse repeti�
tion rate, the speed of the machining varies as the laser
radiation’s axis approaches the rotation axis of the
blank; as the result, the coefficient of the spot’s over�
lapping, the radiation energy density, and the thick�
ness of the removed layer increase (see [2]). In their
investigations, the authors of [1, 2] do not consider the
problems related to the shaping of the “inverse cones”
of dies and nozzles and groups of items from one
blank. This paper is devoted to the solution of this very
problem.

Let us consider the process of drilling holes in a
rotating blank. Such a flowsheet process of machining
is possible for shaping holes in small�size and small�
mass items when it is not necessary to apply special
auxiliary systems for the balancing the drive.

During conventional hole machining (without
additional displacements of the component and the
focusing unit), “hyperbolic” holes can be “instanta�
neously” shaped by inclining the rotation axis (Fig. 1).
In this case, the inclination angle of the hyperbola’s
asymptote is determined by the angle of the rotation
axis’s inclination with respect to the axis of the focused
laser radiation g, while the position of the apex is
determined by the point of the laser radiation axis’s
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intersection with the rotation axis of the blank. During
such a machining procedure, the thickness h of the
treated item should be comparable with the flange
focal distance of the focusing optics wzF.

If h is substantially larger than wzF, the shaping of
holes becomes much more complicated. By way of
example, let us consider the process of fabricating
miniature nozzles from synthetic diamond (for the
design, see Fig. 2). Since the blanks from synthetic
diamond are shapes in the form of 5 mm�high “pel�
lets” with a diameter of up to 7 mm, several ready�
made items can be obtained from one blank.

It is known from the general machine�building
technology that, when solids of rotation are fabricated
by cutting the minimal axis, misalignment of the outer
and inner surfaces will be observed in the case when
they are fabricated at “one setting,” i.e., using one and
the same technology. Thus, when fabricating a nozzle
at one setting, the following should be cut:

—a tapered lead and a tapered output cones (sur�
faces A, C; Fig. 2);

—a cylindrical full thread (surface B, Fig. 2);

—a cylindrical outer part (surface D, Fig. 2).

Note that, when nozzles are shaped with the help of
focused laser radiation and the technology of the
“layer�by�layer” removal of the metal envelope is
implemented, the earlier�considered (Fig. 1) relative
positions of the rotation axis of the blank and that of
the focused laser radiation are preserved.

EXPERIMENTAL EQUIPMENT 
AND INVESTIGATION TECHNIQUE

The experiments were staged at the experimental
test bench (Fig. 3) of the yttrium�aluminum garnet
(YAG) Q�switched laser and the average radiation
power operated in the single�mode generation regime
up to 20 W (the radiation’s wavelength is 1.06 µm). The
optical unit consisting of a 4�fold telescopic system, a
rotary mirror, and interchangeable lenses (with the
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Fig. 1. Schematic of hole drilling in the h�thick blank rotating with the speed w: (1) focused laser beam; (2) hole cavity; (3) blank;
g is the inclination angle of the rotation axis
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Fig. 3. Schematic of the experimental test bench: (1) laser;
(2) optical unit; (3) movable carriage; (4) lens; (5) compo�
nent; (6) rotary actuator; (7) rotator; (8) desktop.
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focal distances F = 100 mm and F = 50 mm) was placed
on the path of the beam from the resonator. The lens
was fixed in a movable carriage providing its displace�
ment by +/– 50 mm with a 5 µm step. The machined
blank was glued to a substrate and mounted in the
holder of the 3000 rpm rotary actuator (driven by a dc
motor). The rotary actuation was fixed in a rotary fix�
ture mounted on a 2�coordinate desktop (the displace�
ment accuracy is 5 µm). The operation of the laser, the
desktop, the lens drive, and the rotary fixture was con�
trolled by a PC.

“Pellets” from synthetic diamond and cubic boron
nitride (kibarite) were used as specimens. Three tests
were carried out at each experimental point using
transverse microsections from the kibarite specimens.
The machining results were measured using MMI�4,
PMT�3, and MIS�11 microscopes and a profilome�
ter–profilograph.

DISCUSSION OF THE RESULTS

When items are shaped with the help of focused
laser radiation, knowledge of the parameters of the
caustic surface, i.e., the conditional surface envelop�
ing the flow of the focused laser beam, plays a signifi�
cant role. The caustic surface of focused single�mode
laser radiation represents a rotation hyperboloid with
a sausage at a certain distance from the focal plane of
the lens. Thus, for the caustic to be unambiguously
described, it is necessary to know the laser beam’s
diameters at least at three points on the beam’s axis or
at two points with one of them being in the caustic sau�
sage (when the equation for the tangent to the surface
enveloping the beam is actually specified) and an arbi�

trary point on its axis. The use of the latter case is
rather complicated due to the substantial level of the
laser beam’s power density at the focusing point and,
as a result, of the radiation flow hitting the measuring
element. When carrying out the experiment, the
diameter of the caustic surface (at the level of 1/exp2)
was predetermined at the specified points on the axis
of the focused beam using the scanning diaphragm
method. Then, the measured values were approxi�
mated with the least�squares method using the hyper�
bola equation as the equation of the correlation
between the measured values and the required depen�
dence. Figure 4 shows the measured diameters of the
focused laser radiation at different distances from the
principle plane of focusing the lenses zf (their defocus�
ing DF) and the calculated caustic surfaces (with their
asymptotes) formed by the lenses with different focal
distances.

When analyzing the obtained dependences (shown
in Fig. 4), note that, by using this equipment (per�
forming elementary 3�coordinate machining, namely,
moving the component over the plane with the gradual
deepening of the focal plane of the focusing lens into
its body), it is possible to machine deep holes, slots,
and cuts with the conical section angle being not less
than 3.5° (aF50 = 3.5° is the inclination angle of the
asymptotes of the caustic surface formed with the lens
with F = 50 mm) and 1.7° (aF100 = 1.7° for the lens
with the focal distance of 100 mm).

When the component is placed in the focal plane of
the lens with F = 50 mm (DF = 0), the efficiency of the
material removal decreases with an increase in the
number of passes (Fig. 5), which is related not only to
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Fig. 4. Measured diameters of the focused laser radiation (a) and the calculated sausages of the caustic surfaces (b) formed by
lenses with different focal distances, where � are the measured diameters of the caustic surface formed by alens with F = 50 mm;
� are the measured diameters of the caustic surface formed by a lens with F = 100 mm; (1) the calculated caustic surface formed
by a lens with F = 50 mm; (2) the calculated caustic surface formed by a lens with F = 100 mm; (3, 4) asymptotes of the caustic
surfaces formed by lenses with F = 50 mm and F = 100 mm, respectively.
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the “screening” of the periphery of the focused radia�
tion by the cut walls but also to the increase in the size
of the focusing spot due to the properties of the caustic
surface (Fig. 4) and the area on which radiation is
focused (the cut bottom has a “wedgelike” shape
(Fig. 6a). The latter also determines the inclination
angle of the generatrix of the machined hole (slot,
deepening, etc.) due to a sharp increase in the size of
the focusing spot (the spot with the round cross section
transforms into an ellipse) taking place when the caus�
tic intersects the machined surface.

When analyzing the dependences shown in Figs. 4
and 5, note that, when the laser radiation is focused by
the lens with the focal distance of 100 mm (in the case
when DF = 0), the observed depth of the laser scribing
is almost directly proportional to the number of laser
radiation passes over the machined surface (Fig. 5b).

This is related to the flatter caustic surface, the longer
sausage of the focused laser radiation (Fig. 4), and the
less pronounced “wedge�like” shape of the scribe
(Fig. 6b). However, due to the low power density of the
focused laser radiation, the efficiency of the per�
formed operation (the amount of the removed mate�
rial bulk) is substantially lower as compared to the
machining accomplished with the lens with a focal
distance of 50 mm (Fig. 5a).

Thus, knowing the equations for the caustic sur�
faces (their asymptotes) and the equations describing
the machined component (for the given machining
procedure, it is sufficient to circumscribe the nozzle’s
surface with a set of straight lines) and the dependence
of the scribed width and depth on the machining
modes, it is possible to determine the law of the dis�
placement of the actuators in the case the nozzle is cut
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Fig. 5. Depth of a single scribe as a function of the displacement rate of the laser radiation (P = 18 W, the modulation frequency
is n = 8 kHz, DF = 0 mm) focused by a lens with F = 50 mm (a) and F = 100 mm (b) for a different number of passes; 1, 2, 3,…, 6 is
the number of passes.

(a) 0.1 mm(b)0.1 mm

Fig. 6. Cross section of a single scribe in cubic boron nitride (kibarite) during machining with laser radiation (P = 18 W, the mod�
ulation frequency is n = 8 kHz, and DF = 0 mm) focused by a lens with F = 50 mm (a) and F = 100 mm (b) for 1, 2, and 3 passes
of the focused radiation.
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according to the technique of the “layer�by�layer”
removal of the envelope material.

In this case, the absence of the tangency (intersec�
tion) of the caustic asymptotes with the machined
component’s surface is a natural limitation.

Reasoning from the latter, note that the fabrication
of nozzles (Fig. 2) with the help of the focused laser
radiation with the lens with F = 50 mm is inexpedient
since the stage of the radiation’s screening begins
when cutting the lower part of the cylindrical hole
(Fig. 7a). In this case, the turning angle of the blank’s
rotation axis reaches 3.5° (i.e., the wall of the
machined surface is parallel to the caustic branch).
When an inverse cone is fabricated (the turning angle
is g = 6.5°), as much as 48% of the laser radiation flow
is screened by the outer section of the nozzle (Fig. 7b).

When the laser radiation is focused by the lens with
F = 100 mm (owing to a flatter caustic), it becomes pos�
sible to fabricate this component “at one setting”: the
inner and the outer nozzle’s surface (Fig. 7c and 7d) and
cutting several nozzles from one blank. Figure 8 shows
the image of a nozzle made from a synthetic diamond.

CONCLUSIONS

When fabricating nozzles by focused laser radiation
following the technique of “layer�by�layer” removal of
the metal envelope in a rotating blank, the control over
the inclination angle of the blank’s rotation axis allows
fabricating nozzles with a specified cross section and
tapered cones and a cylindrical full thread and it is
expedient to use focusing optics shaping the caustic
surface with asymptotes having the minimal inclina�
tion angles.

1
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2
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(a) (b)

(c) (d)

Fig. 7. Machining of a cylindrical section (a, c) and an inverse cone (b, d) of a nozzle with laser radiation focused by a lens with
F = 50 mm (a, c) and F = 100 mm (c, d); (1) blank; (2) focused laser radiation; (3) screened caustic section.

Fig. 8. Physical configuration of a special nozzle (a 5 mm�long cylinder 1.2 mm in diameter, the flow area is 0.4 mm; synthetic
diamond) cut out from a pellet. 
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INTRODUCTION

The studied 34CrNiMo6 steel [1] belongs to the
class of steels for quenching and tempering, alloyed
with 0.4–2% Cr, 0.5–4% Ni and 0.15%–0.5% Mo,
with the carbon content within 0.3–0.45%, standard�
ized in Europe (4 grades), U.S. (10 grades), and Russia
(9 grades). These steels are widely used in industry for

the manufacture of parts (machine parts) with very
different thicknesses (Dech = 15–200 mm). The main
heat treatment features of these steels are low quench�
ing temperature, high bainitic hardenability and good
temperability, due to high proportions of martensite
and bainite of the quenched structure. The standard�
ized chemical composition of 34CrNiMo6 steel
(SR EN 10083�1:1995) in weight % is:

C Si Mn P S Cr Ni Mo

0.3–0.38 max 0.40 0.30–0.80 max 0.030 max 0.030 1.30–1.70 1.30–1.70 0.15–0.30

Figure 1 presents the TRC chart and the harden�
ability band of the 34CrNiMo6 steel confirming its
high bainitic hardenability.

MATERIAL AND RESEARCH METHODOLOGY

Samples taken from a ∅40 mm bar, hot rolled and
normalized, with the following chemical composition
(in weight %) were used:

C Si Mn P S Cr Ni Mo

0.35 0.31 0.65 0.018 0.022 1.40 1.50 0.16

For the parts with the equivalent diameter Dech ≤
100 mm Jominy samples were used and for the parts
with the equivalent diameter between 100 and 180 mm
were used samples for oil cooling simulation of cylin�
ders with the equivalent diameters Dsim = 60, 120 and
180 mm (Fig. 2). The samples taken from the studied
steel bars with square section, dimensions � 20xRsim,
packed in asbestos with h thickness, dependent on the

simulated cylinder diameter, were used accordingly to
the table shown below:

The asbestos layer is sealed with steel sheet having
the thickness g = 2 mm.

Rsim, mm 30 60 90

h, mm 6 16 24
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Jominy samples were austenitized at TA =
830°C/tA = 45 min and frontal quenched; the simula�
tion samples of the cylinders with 60, 120 and 180 mm
diameters were cooled in oil at 60°C, with moderate
agitation (Hrel = 0.5). After the frontal quenching one
Jominy sample was kept in as�quenched state and five
samples were tempered at the temperatures and iso�
thermal maintaining times listed in Table 1.

From the simulation samples quenched in oil, one
was kept in the as�quenched state, and three samples
were tempered according to the data shown below:

Both for the quenched samples and quenched and
tempered samples, the HRC hardness measurements
were made. For the frontal quenched sample also a
microstructural analysis was made.

EXPERIMENTAL RESULTS 
ON JOMINY SAMPLES

The hardnesses taken on length of Jominy samples
are given in Table 2.

The results shown in Table 2 are also emphasized in
Fig. 3.

Figure 4 shows the microstructures obtained at few
distances from the cooled end of a Jominy sample and
the corresponding hardnesses of these microstruc�

Ttemp, °C/K 500 (773) 600 (873) 700 (973)

tiz, h 1 1.6 5.0

PHJ 14678 16762 19168
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Fig. 1. TRC chart (up) and hardenability band (down) of
34CrNiMo6 steel.
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Fig. 2. Simulation of oil quenching of a cylinder with
DsimxL dimensions by means of a square section sample
with �20xH = Rsim dimensions, packed in an asbestos
layer with h thickness (the Pavaras–Gheller method).

Table 1. The tempering parameters of the frontal quenched Jominy samples

Tempering temperature, °C/K 500/773 550/823 600/873 650/923 700/973

Isothermal maintaining time (tiz), h 1.0 1.6 1.6 5.0 5.0

log tiz 0 0.2 0.2 0.7 0.7

PHJ = Trev(19 + log tiz) 14678 15800 16762 18183 19168



30

SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 48  No. 1  2012

POPESCU et al.

tures, which are in accordance with the bainitic hard�
enability specific to steel.

EXPERIMENTAL RESULTS 
OF THE SIMULATING QUENCHING 

AND TEMPERING ON SAMPLES 
WITH SIMULATING DIAMETERS 

OF 60, 120 AND 180 mm

These results have been obtained through deter�
mining the hardness on simulating samples, that had
allowed the graphical representation of hardness vari�
ation in the cross section of parts with the given diam�
eters (Fig. 5).

Note. Figure 5 also gives the hardness values (black
circles) in S; 3/4R;1/2R and C points in the sample

with Dsim = 60 mm, taken from the diagram that show
the connection between these points from the cross
section with the distance in the Jominy sample dJ
(Fig. 6). These values are close or similar to those
experimentally determined on the simulating sample,
therefore the simulating method used in this work is
available also for diameters larger than 100 mm.

PROCESSING, DISCUSSION 
AND INTERPRETATION 

OF EXPERIMENTAL RESULTS DETERMINED 
ON JOMINY SAMPLES

The experimental results presented in Table 2 and
illustrated in Fig. 3 demonstrate that hardness
decreases after tempering with the increase of the tem�

Table 2. The hardnesses taken on length of quenched and tempered Jominy samples

dJ, mm
Condition

1.5 3 6 9 12 18 27 36 45

Frontal quenched 55 54 53 52 51.5 50 49 48 47

Tempered 500°C/1 h 46 45 44 42 40.5 39 34 31 28

Tempered 550°C/1.6 h 41.5 40.5 39.5 38 37 35 31 28 25

Tempered 600°C/1.6 h 38 37.5 36 35 34 32 29 26 24

Tempered 650°C/5 h 34 33 32 31 30 28 25.5 23.5 22

Tempered 700°C/5 h 30 29.5 29 28 27 25 23.5 22 21
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Fig. 3. Hardness variations in the frontal quenched Jominy samples, respectively in the frontal quenched and tempered Jominy
samples. 1—frontal quenched; 2—tempered 500°C/1 h; 3—tempered 550°C/1, 6 h; 4—tempered 600°C/1, 6 h; 5—tempered
650°C/h; 6—tempered 700°C/5 h.
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pered parameter PHJ and the distance from the cooled
end of the Jominy sample dJ. To process this depen�
dence and determine the mathematical expression of
the correlation HRCrev = f(PHJ; dJ), in Fig. 7 were plot�
ted HRCrev = f(PHJ) curves at some significant distance
from the Jominy sample (dJ = 9, 18, 27, 36 and
45 mm). It is evident from Fig. 7 that these curves are
straight lines, in fact, the straight lines having the fol�
lowing general equation:

(1)

in which both the ordinate at the origin (HRCo),and
the straight lines slope (m) decrease when increasing

HRCRev HRCo – m PHJ – 14700( ),=

distance dJ. Further mathematical processing has
shown that both HRCo and m are linearly dependent
on distance dJ (Fig. 8), having concrete equations, as
below:

HRCo = 45.5 – 0.39dJ, (2)

respectively:

m = 0.0035 – 0.000043dJ. (3)

With these explanations, the general Eq. (1) has the
form:

HRCrev = (45.5 – 0.39dJ)
– (0.0035 – 0.000043dJ)(PHJ�14700), (4)

dJ = 2.5 mm 98%M + 2%B 54HRC

dJ = 5 mm 96%M + 4%B 53HRC

dJ = 12.5 mm 92%M + 8%B 51HRC

dJ = 30 mm 75%M + 25%B 48HRC

dJ = 45 mm 50%M + 50%B 47HRC

Fig. 4. Microstructures (nital 2%) and hardnesses in the frontal quenched Jominy sample.
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which can be written in an explicit polynomial form:

HRCrev = 97 – 0.0035PHJ – 1.022dJ + 
0.000043PHJdJ. (5)

From the Eq. (5) results that the hardness of steel
34CrNiMo6 after tempering decreases more rapidly

with PHJ tempering parameter, more slowly with the
dJ distance and slightly increases with PHJxdJ product.
That product is the result of ongoing changes in the
conditions of decomposition reactions of structure
hardening during the tempering stage IV, in the sense
that the longer the dJ distance, the lower the propor�
tion of martensite, and simultaneously the higher the
proportion of bainite (Fig. 9) will be. This phenome�
non has two significant effects, respectively:

(a) a decrease of the initial hardness HRCo (Fig. 8,
derived from data in Fig. 4);

(b) a decrease of the softening rate, respectively of
the slope m of the straight lines from Fig. 8, because
bainite softens more slowly than martensite.

On the other hand, the tempering parameter
directly influences the kinetics of the softening process
through high tempering, because the tempering tem�
perature leads to the exponential increase of the soft�
ening process rate and the increase of the isothermal
tempering time also leads to the parabolic increase of
the softening process rate.

PROCESSING AND DISCUSSION 
OF EXPERIMENTAL RESULTS OBTAINED 

BY THE METHOD OF SIMULATION OF PARTS 
WITH THE EQUIVALENT DIAMETER 

GREATER THAN 100 mm

In the mathematical processing the experimental
results obtained on simulation diameters 60, 120 and
180 mm, in the main points of the cross section
(C, R/2 and S), in the three values of parameter of
tempering (PHJ = 14700, 16800, and 19200) were
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Fig. 7. Variations of hardness after tempering, with the
tempered parameter, PHJ and distance from the end of the
cooled Jominy sample dJ mm: 1—9; 2—18; 3—27; 4—36;
5—45.
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used. First, the results plotted as shown in Fig. 10,
demonstrate that hardness linearly varies with the
tempering parameter and evidenciate that the straight
lines slopes are much smaller at larger diameter, and
that the points in the cross section are deeper placed
from the surface, so the structure contains less mar�
tensite.

As the second step the results were mathematically
processed, and finally the equation of straight line was
determined: HRC= HRCo – mPHJ, which has the
general expression:

(6)

where: r/R is the coordinate point of the cross section
of a machine part with the equivalent diameter D =
2R. From Eq. (6) it is found that after tempering hard�
ness is even lower, as the tempered parameter and the
part diameter are larger and the corresponding point is
placed deeper from the surface (as in Fig. 10).

At the end of this section it should be noted that the
results obtained by applying relation (6) lead to linear
changes in hardness in the cross section of the part
and, as a result, to deviations of up to ±2.5 HRC
against to the real situations in which hardness varia�
tion in cross�section occurs in accordance with curves
having the minimum in the centre section (Fig. 5).
With this specification, the simulation method can be
applied with satisfactory results in the case of parts
with diameters larger than 100 mm, and for the parts
with diameters up to 100 mm the method of Jominy
samples can be applied.
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Fig. 8. Dependence of the ordinate at the origin (HRCo)
and slope (m) of the straight lines HRCrev = HRCo –
m(PHJ – 14700).
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CONCLUSIONS

The experimental research into the bulk tempering
of steel 34CrNiMo6 was performed on Jominy and
simulation samples. It resulted in the production of

two general relationships for the dependence of hard�
ness after tempering on the Hollomon–Jaffe parame�
ter, namely:

HRC = 97 – dJ – 0.035PHJ + 0.000043PHJdJ, (7)

applicable to parts with Dech ≤ 100 mm, with an accu�
racy of ±1 HRC, also:

(8)

applicable to parts 100 < Dech ≤ 180 mm, with preci�
sion ±2.5 HRC.

Equation (5) is more accurate and leads to graphi�
cal presentation of straight beam lines, converging at
the point of coordinates (PHJ = 23000; HRC = 16), as
can be seen from Fig. 11. This graphical result evi�
dences that the point of convergence would be the
highest tempering at the softest structure, consisting of
polyhedral ferrite and globular carbides with a very
small degree of dispersion.
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1 INTRODUCTION

Since the discovery of giant magnetoresistance
(GMR) in 1988 [1], multilayered structures consisting
of ferromagnetic layers separated by a nonmagnetic
spacer layer have been studied worldwide. Among dif�
ferent choices, the material combination of permal�
loy/copper (denoted by Py/Cu) has raised great inter�
est regarding its application potential as magnetoresis�
tance read heads in the new generation of magnetic
recording storage devices [2]. Several papers have been
published on the GMR effect of deposited NiFe/Cu
multilayers grown by ion�beam [3], magnetron sput�
tering [4], face to face sputtering [5] and vacuum evap�
oration technique [6]. These techniques have the
advantages of a high control of film growth and a pure
material can be easily obtained but they inevitably
require high vacuum and/or temperatures. However,
electrodeposition exhibits advantages of low cost, sim�
plicity and ease of production [7].

A great deal of research has been performed on the
investigation of the magnetic behavior of Py/Cu mul�
tilayers deposited by physical methods after Parkin [8]
found that saturation magnetoresistance values at
300 K of these multilayers exceeds 16% for saturation
fields of only 600 Oe. Nakatani et al. [3] observed
oscillatory magnetoresistance changes with copper
thickness for NiFe/Cu multilayers formed by ion
beam sputtering and a GMR of 19% was reported.
Urbaniak et al. [9] investigated the GMR effect and
magnetization reversal processes of Py/Cu multilayer
obtained by face�to�face sputtering. It was shown that
for such multilayers a high field sensitivity of GMR
effect and negligible hysteresis can be found for a low
number of Py layers. Heitmann et al. [10] reported
that the Py/Cu multilayers, grown by magnetron sput�

1 The article is published in the original.

tering, consisting of alternating blocks of first and sec�
ond anti�ferromagnetic coupling maximum can dis�
play a GMR ratio up to 20%. Fulthorpe [11] deter�
mined the structural changes that occur during the
annealing of Py/Cu multilayers grown by the same
method. Luo et al. [12] also grew Py/Cu multilayers by
magnetron sputtering and applied reflection anoma�
lous fine structure analysis to find a strained permalloy
layer at the Py/Cu interface. In 2005, Ene et al. [13]
analyzed the sputtered NiFe/Cu multilayer stacks by
atom probe tomography and studied annealing effects
which degrade the GMR ratio. Ai et al. [2] investigated
the microstructure nanomechanical behavior of
Py/Cu magnetic multilayers deposited by a DC mag�
netron sputtering system.

Research in this area is still in progress; however,
few papers addressing the electrodeposition of
NiFe/Cu multilayers have been published to the date.
In 1994, Chang and Romankiw [14] demonstrated
that it was possible to electroplate thin layers of
NiFe/Cu onto an N�doped (111)�oriented Si wafer
from a single solution, but GMR studies were not per�
formed. To the best knowledge of the authors, so far
two groups have reported the GMR of electrodepos�
ited NiFe/Cu multilayers apart from studies on
nanowires: The first results of GMR in electrodepos�
ited NiFeCu/Cu multilayers was presented by Atten�
borough et al. [15] in 1995. This group used a single
electrolyte based upon the electrolyte used by Roman�
kiw and Olsen [14]. A GMR of 1.4% was reported for
[NiFeCu(2 nm)/Cu(2.5 nm)]200. The MR curves were quite
sharply peaked but they did not saturate even with an
applied field of 8 kOe which suggested that some
regions of the film layers were antiferromagnetically
coupled. The copper content within the magnetic lay�
ers was estimated to be 9%. One year later Chassaing
et al. [16] reported a magnetoresistance value of 2% at
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2 kOe for [NiFe(3 nm)/Cu(15 nm)]30 at 77 K. Such mag�
netic couplings were observed for a copper layer thick�
ness ranging between 1.5 and 3.5 nm. For thinner
magnetic layers no coupling was observed. Tokarz
et al. [17] have also electrodeposited NiFe/Cu multi�
layers by a single bath technique. A columnar structure
deposit with column diameter in the range from 10 to
30 nm was observed. The line scans acquired using
energy dispersive spectra confirmed the layered struc�
ture of the deposit, but pointed towards the possibility
of intermixing of species from alternating sublayers.
No magnetic and magnetotransport data were
reported.

In the present research, the solution proposed by
Chang and Romankiw [14] was used and multilayers
were deposited, characterized and magnetoresistance
(MR) measurements were taken and studied. Since
the MR results were not satisfactory, the solution was
modified and a new solution was introduced. The con�
centration of the metal salts was adjusted and additives
which proved to be deleterious for the GMR of elec�
trodeposited multilayers [18] were omitted so as to
obtain a giant magnetoresistance behavior. Multilayers
deposited from this new solution were characterized
and GMR measurements were made. GMR behavior
was observed from the NiFe/Cu multilayers deposited
from this new solution.

EXPERIMENTAL SAMPLE PREPARATION

Electrodeposition was performed using a poten�
tiostat, model Auto Lab Equipment (PGSTATX,
BSTR10A) equipped with a general purpose electro�
chemical system (GPES) software. The computer�
controlled potentiostat was used to monitor the entire
electrochemical process. Experiments were con�
ducted in the potentiostatic mode for both layers. Two
solutions were prepared which were based on the early
work of Chang and Romankiw [14], although one of
the solutions was used after some modifications. Com�
positions are given in Table 1, respectively. Analytical�
grade (Merck) reagents and distilled water was used.
Electrodeposition was carried out in a standard three�
electrode cell with a saturated calomel electrode
(SCE) as the reference electrode. The counter elec�
trode was a platinum wire. Since copper is one of the
most noble metals, it requires only a small negative
potential for reduction to occur, whereas nickel and
iron (less noble metals) require a much higher poten�
tial [15]. Therefore, the deposition potentials were
chosen to be—2.5 V for the NiFe layer and—0.4 V for

the Cu layer, measured relative to a SCE as close as
possible to the cathode surface, to minimize the ohmic
potential drop in the electrolyte. The computer con�
trolled potentiostat was adjusting these two potentials.
A Pt foil counter electrode was placed directly oppo�
site the working electrode substrate. Electrodeposition
from Chang’s solution was carried out at 40°C,
whereas deposition from the new solution was per�
formed at room temperature with no stirring.

MORPHOLOGICAL INVESTIGATIONS

An Oxford Instrument Stereoscan 120 scanning
electron microscope (SEM) and a transmission elec�
tron microscope (TEM) operating at an accelerating
voltage of 200 keV (0.23 nm resolution) were used for
morphological studies. Cu foils, (200) oriented and
2 cm2 in area, were used as substrates. Thick multilay�
ers were electrodeposited from both solutions under
the same conditions and compared. In order to per�
form the high resolution transmission electron
microscopy study, the samples were polished mechan�
ically and then thinned by means of Ar+ bombardment
to achieve the appropriate thickness, which allows
electrons to pass through the sample (around 100 nm).
The samples were then mounted on a copper holder.

LOW ANGLE X�RAY DIFFRACTION (LAXRD)

Low angle x�ray diffraction (LAXRD) was used to
investigate the structure of the deposits using a Phillips
X' pert Pro X�ray diffractometer (Cu K

α1 radiation,
λ = 0.15405 nm) by scanning in the 2θ = 40°–60°
range with 0.01 steps at a grazing angle of 5°. Glasses
sputtered with 100 nm gold, 2 cm2 in area, were used
as substrates for the LAXRD studies.

MAGNETORESISTANCE MEASUREMENTS 
(MR)

Multilayers prepared for magnetotransport measure�
ments were deposited onto Si(100)/Cr(5 nm)/Cu(20 nm).
The Cr adhesive layer and the Cu seed layer were pre�
pared by evaporation on the Si wafer. The magnetore�
sistance was measured on 2 mm wide strips at room
temperature with the four�point�in�line method in
magnetic fields between –8 kOe and +8 kOe in the
field�in�plane/current�in�plane geometry. Both the
longitudinal magnetoresistance (LMR, field parallel to
current) and the transverse magnetoresistance (TMR,
field perpendicular to current) components were mea�

Table 1.  Electrolytes compositions

Electrolyte NiSO4 FeSO4 CuSO4 Saccharin Sodium Dodecyl 
Sulphate (SDS) Boric acid

Chang solution 0.2 M 0.002 M 0.002 M 2 (g/L) 0.02 (g/L) –
New solution 0.4 M 0.004 M 0.01 M – – 0.2 M
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sured. The following formula was used for calculating
the magnetoresistance ratio: R/R0 = (RH – R0)/R0

where RH is the resistance in a magnetic field H and R0

is the resistance value of the magnetoresistance peak
around zero field. The shunt effect of the substrate was
not corrected. Table 2 presents the number of the pre�
pared specimens along with the characterization tech�
niques and experiments carried out on each specimen.

RESULTS AND DISCUSSION

Cross�sectional scanning electron microscopy
(SEM) images of sample 1 are shown in Fig. 1. In each
SEM image the brighter regions are NiFe while the
darker ones are Cu layers. A total of 4 periods (8 con�
tinuous layers, 4 of Cu and NiFe each) are visible. The
Cu layers have an average thickness of 500 nm while
that of NiFe, 1 μm. The SEM investigations confirm
the periodical formation of the multilayers from
Chang’s solution deposited onto the copper substrate.

Figure 2 shows the room�temperature magnetore�
sistance curves for samples 2, 3 and 4 grown from
Chang’s solution. As seen, all samples show anisotro�
pic magnetoresistance (AMR) instead of giant magne�
toresistance (GMR) i.e. the deposit exhibits ferromag�
netic behavior similar to that of bulk NiFe. Positive
LMR and negative TMR components are obtained
with an AMR = LMR – TMR value amounting to
some 1%.

In order to investigate the reason of the absence of
GMR behavior from these samples, cross sectional
transmission electron microscopy images were taken.
The modulated structure of NiFe/Cu multilayers with
thin bilayer thickness prepared from Chang’s solution
is shown in Fig. 3. Transmission electron microscopy
(TEM) results show that there are some ordered
regions which are very small. The bilayers thickness
also seems to vary too much. Additionally, the orienta�
tion of the stripes is rather random, while in a real mul�
tilayer one should see a dominant layer plane which is
roughly perpendicular to the growth direction. There�
fore, these pictures are in accord with the MR proper�

ties, namely, the lack of the laminar structure and the
occurrence of the AMR.

To modify Chang’s bath, all components that were
taken from the classical experience of the plating
industry, i.e. sodium saccharin and sodium dodecyl
sulfate, were omitted. These components serve as
stress relievers and brighteners for decorative plating
but at the same time decrease the crystallite size dras�
tically. As a result, the growth of continuous and even
layers will become less and less likely. This could be
one reason why samples 2, 3 and 4 did not show any
GMR. The typical additives used as surfactants such as
sodium dodecyl sulfate (SDS), sulfur organic com�
pounds such as saccharin, both known as levelers,
stress relievers and brighteners are harmful for the for�
mation of the layer structure and result in the loss of
GMR [18]. On the other hand, saccharin is known to
decrease the crystallite size. The decrease in the crys�
tallite size always leads to the increase in resistivity,
simply because the electrons are frequently scattered
at the grain boundaries where the atomic ordering is
imperfect. Since the MR ratio is referred to the zero�
field resistivity, a drastic increase in the latter quantity
leads to a decrease in the MR ratio to the same extent.
In addition, the concentrations of the metal salts were
changed. The Ni2+ ion concentration was raised to
0.4 mol/L while the Fe2+ ion concentration was
increased to 0.004 mol/L. The concentration of the
Cu2+ ion was very small in Chang’s bath, therefore it

Table 2.  Characterization of specimens

Specimen 
no. Electrolyte No. of bilayers Characteriza�

tion techniques

1 Chang 4 SEM, LAXRD
2 Chang 50 MR
3 Chang 100 MR, TEM
4 Chang 150 MR
5 New 5 SEM, LAXRD
6 New 50 MR
7 New 100 MR
8 New 150 MR

1 µm2 µm

Fig. 1. SEM micrographs of sample 1 showing the 4 bilayers of [NiFe/Cu]4 deposited from Chang’s solution. NiFe layers are the
brighter bands while Cu layers are the darker ones.
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was increased to 0.01 mol/L. Apart from the metal
salts, 0.2 mol/L boric acid was also used. Boric acid is
known to buffer the pH, help prolong the plating bath
life, and produce more uniform deposits [19]. The
preliminary experiments showed that the rest potential

of the magnetic layer is rather close to –0.65 V vs.
SCE. Nevertheless, the dissolution of the NiFe layer at
–0.4 V is not very fast, so even at this potential the mis�
estimation of the layer thicknesses due to the Fe to Cu
exchange is negligible.

–8

–0.3

–8
–0.6

–4 0 4 8

–0.2

–0.1

0

0.1

0.2

0.3

H, kOe

MR, %

Longitudinal

Transverse

Sample no. 2

(a)

–4 0 4 8

–0.4

–0.3

0

0.2

Transverse

Longitudinal

H, kOe

MR, %
Sample no. 3

(b)

–8
–0.8

–4 0 4 8

–0.4

0

0.4

0.8

Transverse

Longitudinal

H, kOe

Sample no. 4

MR, % (c)

Fig. 2. Longitudinal (LMR) and transverse (TMR) components of the magnetoresistance saturation for samples deposited from
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Fig. 3. Cross sectional transmission electron microscopy image of NiFe/Cu multilayers of sample 3 made from Chang’s solution.
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The SEM micrographs taken from thick deposits of
multilayers electrodeposited from the new solution are
shown in Fig. 4. A thick NiFe layer was deposited first
which indicates that the NiFe layers are the brighter
bands with an average thickness of 450 nm and the

darker bands are the Cu layers with a nominal thick�
ness of 480 nm.

Figure 5 shows the results of GMR measurements
for samples 6, 7 and 8. The GMR effect is very evident.
All samples exhibit a superparamagnetic (SPM)—the
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Fig. 4. SEM micrographs of sample 5 containing five bilayers of [NiFe/Cu]5 multilayers deposited from the modified solution.
A thick NiFe layer separates the multilayer region from the substrate.
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Fig. 5. Magnetoresistances measured at room temperature for samples 7, 8 and 9. (a) [NiFe(3 nm)/Cu(1.2 nm)]50,
(b) [NiFe(3 nm)/Cu(1.2 nm)]100, (c) [NiFe(3 nm)/Cu(1.2 nm)]150.
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so�called magnetically isolated islands within the
magnetic layers [18, 20]—character which is shown
by the slow saturation. The effect is not very large. The
SPM character of the GMR curves tells that the mag�
netic layer is either fragmented or quite rich in Cu and
there is some element segregation.

The reason of the SPM character found in these
samples could also be explained in Fig. 6 which shows
the typical current�time response during the pulse
potential deposition of sample 8. A very large anodic
transient at the beginning of the Cu pulse is depicted
which means that there is a significant dissolution at
the beginning of the pulse until the Cu layer fully cov�
ers the surface. The dissolution of the magnetic layer
contributes to both the interface roughening and the
fragmentation of the magnetic layer. To overcome this
problem, the Cu deposition potential should be cho�
sen more negative.

Figure 7 shows the effect of the number of layers on
the GMR effect exhibited by this modified solution.
As the number of layers increases, the system exhibits
a larger amount of GMR. This effect is caused by a
decreased contribution of the outer boundary scatter�
ing to conducting processes and a higher number of
magnetic�nonmagnetic interfaces within the electron
mean free path. In other words, increasing the amount
of interfacial material increases the magnitude of the
GMR.

The low angle X�ray diffraction (LAXRD) patterns
of samples 1 and 5 (Fig. 8) reveal the dominant orien�
tations of the Cu and NiFe layers to be (111) and (200)
respectively. No multilayer satellites were observed in
the thick layers studied, which is either the indication
of a non�coherent growth of the subsequent layers or
that of the undulated interfaces. The occurrence of
satellite peaks is expected around the main multilayer
peak, if there exists any, but in the absence of such
peaks the lack of the satellite is a very natural feature of
the diffractograms [21].

Further studies on this electrolyte are currently
taking place in order to optimize and increase the
GMR effect achieved from this bath and to obtain fur�
ther structural information on the multilayers, trans�
mission electron microscopic studies are planned to be
performed.

CONCLUSIONS

NiFe/Cu multilayers were electrodeposited by a
single bath technique in the potentiostatic mode. No
GMR behavior was observed using the electrolyte sug�
gested by previous researchers, therefore the solution
was modified by omitting harmful additives and
changing the concentrations of the chemicals and a
new electrolyte was introduced. The multilayers
deposited from this electrolyte exhibited a GMR ratio
up to 1.5%. GMR effect was more pronounced in
samples containing higher number of bilayers. Struc�
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Fig. 6. Typical current�time response of one cycle during
the pulse potential deposition of sample 8.
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tural studies pointed towards a (111) orientation in the
copper layers and a dominant (200) orientation for the
NiFe layers. The inferior GMR characteristics of elec�
trodeposited multilayers as compared to physically
deposited multilayers can be ascribed to microstruc�
tural features leading to the appearance of SPM
regions, pinholes in the spacer layers and not suffi�
ciently perfect interfaces.
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INTRODUCTION

The problems of the separation of heterogeneous
systems, in particular, dielectric ones, such as suspen�
sions, emulsions, aerosols, etc., are undoubtedly topi�
cal. It is difficult to imagine any domain of science,
engineering, the chemical industry, food manufactur�
ing, medical ones, and so on in which the questions
connected with separation do not arise. For this rea�
son, regular international symposiums are held
including conferences [1].

A lot of methods to separate heterogeneous sys�
tems, for instance, centrifugation, particle deposition,
mechanical filtration, and chemical possibilities,
exist. Yet, the methods of separation with the help of
electric fields appear to be rather original. They were
used at some production enterprises even in the 1950s
to clean smoke from combustion material microparti�
cles (carbon black, aerosols, etc.) entering the atmo�
sphere and contaminating it. Works [2–4] are interest�
ing from this point of view and are directly devoted to
the questions of electric filtration of the air and other
gases.

The physics of electrical cleaning (EC) methods
used in gas electric filters is based on the phenomenon
of a corona discharge. Among the multitude of pecu�
liar features of this type of gas discharges [5–7], we
note those ones that are of direct relevance to the
problems under consideration. We first note that this
discharge type is typical for nonuniform electric fields,
when there is possible the strong local ionization of the
medium within a limited space area between the elec�
trodes producing the field. At a sufficient voltage

between the electrodes, this can occur in the vicinity of
electrodes with little geometric curvature (thin wires,
needles, etc.), in which the medium is strongly ionized
and is also characterized by a slight glow in the case of
gases. This rather narrow area with a size of about the
electrode’s curvature radius is referred to as a
“corona” layer or simply a corona. Beyond this layer,
in the so�called peripheral area of the corona, there
appears a region of the electrically charged medium
with a charge of some spatial density ρ of the corona
electrode’s sign. Under the action of the Coulomb
force f = ρE, the medium is put in macroscopic
motion. Thus, another peculiar feature of a corona
discharge is the fact that it is always accompanied by
hydrodynamic phenomena known under the name of
electrohydrodynamic (EHD) ones, or simply as the
“electric” wind (EW).

The peculiar features mentioned are also specific
for the electric cleaning process as a whole as the dis�
persed particles, which should be removed from the
gas, entering the spatial charge area are charged
acquiring some electric charge q. Under the action of
the Coulomb force F ≡ qE and, partially, at the
expense of the EHD flow (f = ρE), these particles are
whirled to the opposite electrode being at the same
time a collector to gather them [2–4]. This is a brief
explanation of the principle of operation of an electric
filter for gases.

The considered phenomena are also observed in
outline in liquid dielectrics in which an “electric
wind” occurs too [8–10], and this is especially
remarkable. Generally, the presence of EHD phenom�
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ena at electric discharges in one or another system of
electrodes points clearly to the fact that, in these dis�
charges, the charges of some electric polarity prevail
substantially over the ones of another polarity. Indeed,
the general formula for the electric current density has
the form

j = σE ≡ (k+ρ+ + k–ρ–)E ≈ k(ρ+ + ρ–)E, (1)

where σ is the specific conductivity, and k± is the
mobilities of the ions of the corresponding sign. On the
assumption of their equality, we obtain approximate
equation (1). On the other hand, the excess density of
the spatial charges is

ρ = ρ+ – ρ– (2)

If, for example, ρ+/ρ– � 1, then, for a purely cou�
lomb EHD force, we obtain a simple formula,

f = ρE = j/k, (3)

with ρ ≈ ρ+. The spatial density of the charges ρ and
the mobility ratio k in formula (3) always correspond
to the sign of the corona electrode.

This approach uniting formulas (1)–(3) and
describing EHD phenomena in the cases of both gases
and liquids is collectively called “unipolar” conduc�
tion [11]. Note that these formulas conform to binary
electric systems containing two types of current carri�
ers, and they are still valid for multicomponent sys�
tems too if by k± and ρ± are meant the effective values
determined by the following equations [12]:

(4)

OTHER PHYSICAL FEATURES 
OF EC AND DISCUSSION

In principle, electric separation is also possible in
the electric fields of a parallel�plate capacitor, i.e.,
under the conditions of a uniform electric field and the
absence of a corona discharge. Electrolysis, when
some substance plates out on the electrodes as a result
of separation, is such a typical case. However, this
occurs in conducting media (electrolytes) but not in
dielectric ones, which are under consideration here.
In the last case, due to the “charging–recharging” on
the capacitor plates, there might take place some
phase separation, which should be extremely ineffi�
cient as the surface charging of particles, i.e., contact
charging, might happen. The corona discharge case is
fundamentally distinguished by the fact that the elec�
tric charging of particles takes place in a comparatively
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large space occupied by the spatial charge as it involves
a much greater number of charged particles. There
should also be remembered the transport role of the
electric wind.

Thus, the usage of a “corona” (current) in electric
filters is their key point. This is precisely why one of the
main characteristic properties of an electric filter is the
“ampere–time” one along with the determined charac�
teristic “particle concentration–time.” Besides, a
similar situation is observed in the case of electrolysis,
when it is the current that plays the decisive role in the
process. It is clear according to the Faraday law that
the mass transfer is unambiguously associated with the
charge transfer, and such happens in the case of elec�
tric separation. Unfortunately, this problem has not
received proper attention, and, in most works dedi�
cated to electric cleaning, the voltage U on the filter is
usually presented without any data on the dependence
of the residual concentration of the dispersed particles
on the electric current strength as the main electric
parameter. The experimental data demonstrating the
absence of the separation effect until an electric cur�
rent appears in the working cell’s circuit, though the
voltage on the cell is not zero, show that the current
strength should be the crucial factor of the electric
separation process [13].

It counts in favor of the current conception of elec�
tric separation that the investigators of [14], as well as
the authors of this work [13], intentionally made
notches (“scratches”) on the wires with comparatively
big diameters (~1 mm) coated with enamel insulation
and serving as electrodes in electrofilters to cause an
electric discharge on them. The discharge naturally
had a corona character as those notches were very
small.

The fact that there is a voltage threshold (U > Ucr =
>j ≠ 0) at which the EC process begins and that is evi�
dently at the same time the threshold of the corona
discharge inception is one more particular feature of
electric separation. In order to reveal other particular
qualities of EC, let us examine some typical experi�
mental characteristics of the dispersed medium con�
centrations ϕ(t) at different voltages as presented in
Fig. 1 according to the data of [13].

In accordance with the theoretical concepts con�
cerning the relaxation processes, in particular con�
cerning the “ampere–second” characteristics of the
electric discharge in dielectric liquids under the condi�
tions of a parallel�plate capacitor field [15], it might be
expected that the curves in Fig. 1 should follow a sim�
ple exponent [16]:

ϕ(t) = ϕ0exp(–αt), (5)

where ϕ0 is the initial concentration, and α is the
relaxation process decrement depending on the volt�
age and other factors. Relationship (5) is not fulfilled.
It is seen from the fact that, at big times (t → ∞), the
concentration does not tend to zero, as follows from
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(5), but to some nonzero constant. This is clearly seen
from Fig. 1.

This noncompliance can be easily remedied by
introducing the limited concentration ϕ

∞
 ≡ ϕ(t)|t → ∞

 =
const ≠ 0 by the formula

ϕ(t) = ϕ
∞

 + (ϕ0 – ϕ
∞

)exp(–αt). (6)

However, though this formula satisfies both the ini�
tial condition and the condition at infinity, it is not ade�
quate, which is well seen in Fig. 1 showing that the
“critical” durations tc of the cleaning process are about
30, 35, 40, 45, and 50 min for voltages of 9, 15, 18, 20,
and 23 kV, respectively. At a time exceeding the men�
tioned one, the concentrations simply remain constant
at the minimum level. Note that it is not a case of asymp�
totes but of horizontal secants: –ϕ(t) = ϕ

∞
 at t > tc. This

means that we are dealing with another peculiar fea�
ture, which is interesting mainly due to its unexpect�
edness: it turns out there is a threshold not only at the
start of the EC process at U > Uc but also a threshold of
its finishing at the time t = tc, after which the separa�
tion stops.

Prior to considering the ascertained “threshold”
effects, note some peculiarities of the influence of the
particle conductivity σ1 on the process of the electric
separation. It is precisely determined experimentally
that dielectric particles of wax with very little specific
conductivity in sunflower oil (Fig. 1), moving to the
“electrode–collector” and reaching it, deposit on it,
forming an adherent layer of a heterocharge, i.e., a
charge with its sign opposite to that of the electrode. It
is easy to verify this through the commutation of the
high voltage polarity on the electrofilter, resulting in
the immediate repulsion of the deposited particles
from the collector. Thus, the above�mentioned fact is
confirmed.

In principle, the same also occurs in the case of
semiconducting particles (chrome oxide, Cr2O3) or
conducting (carbonic) ones [17]. The only difference
is that the particles at the collector are gathered not in
the form of a layer but a “cloud” filling the labyrinths
of the “electrodes–collectors,” which are also called
traps. Such a behavior of semiconducting and con�
ducting particles is explained by their partial recharg�
ing on the electrodes.

In both cases, pure liquid is removed by the flow
from the space outside the traps, and the filter itself is
flushed after each cycle of cleaning. At the end of the
cleaning before flushing the electrofilter, some voltage
with the opposite polarity in relation to the working
voltage sign is applied to it; thereupon, there takes
place the quick repulsion of the particles from the
traps and the following evacuation by the washing flow.

ON THE THEORY 
OF THRESHOLD PHENOMENA 

AT EC FROM DIELECTRIC PARTICLES

In our opinion, the existence of the threshold of
electric separation of some heterogeneous system at
any voltage on an electrofilter should be regarded as
the main question among the most important ones
concerning the subjects at hand. We try to answer this
question while restricting ourselves to the case of
dielectric particles.

On the basis of the above�mentioned particular
features of a corona discharge and some electric sepa�
ration regularities caused by it, we point out three
main explaining factors. The first is the screening
action of the spatial charges attendant to the whole EC
process. The screening can cause such a decrease of
the field strength in the corona area that the corona
may “go out,” thus resulting in the disappearance of
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Fig. 1. The residual concentration the versus treatment time for a sunflower oil–waxes suspension (0.5%; U, 103 V): 1—9; 2—15;
3—18; 4—20; 5—23.
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the process itself. Second, the layer deposited on the
“electrode–collector” with an electric resistance suf�
ficient to lead to the same drop of the field strength in
the corona area as the screening by the spatial charge
acts as factor limiting the external field in the case of
dielectric (nonconducting) particles. Finally, the small
size of the particles is a particular factor that is difficult
to eliminate. It is established that the smaller the size
of the dispersed particles, the more difficult it is to
remove them. This question, calling for a special
examination, is not considered in this work; we focus
our attention on the first two factors limiting the elec�
trocleaning.

THE EFFECT OF THE ELECTRIC FIELD 
SCREENING BY THE SPATIAL 

CHARGE FIELD

Knowing that there is some charged layer, we can
understand the reason for the reduction of the clean�
ing effect. This happens due to the screening of the
external electric field by that layer. The observed sud�
den stop of the separation effect could be explained
now by the corona character of the electric charge.
Indeed, assume that some critical strength Ec of the
discharge onset in the liquid corresponds to the critical
voltage Uc. Now, in the course of obtaining the ϕ*(t)
curve, naturally, at some voltage, U > Uc. Conse�
quently, E > Ec. With time, with the charged particles
being accumulated on the collector at the fixed
applied voltage U, the field strength near the corona
points will drop because of the screening effect. The
discharge current will simultaneously decrease, but
the reduction of the field strength is important here.
When the strength decreasing from the initial value
E0 > Ec reaches the critical Ec, the discharge will go
out, as well as the process of the particle charging and
of the separation itself, as has been already noted.

In the simplest model [18] under our consider�
ation, we assume that the deposited layer is uniform
and the charge density in it is constant and equal to ρ1

according to Fig. 2. There is the second layer beyond
this layer, which is also assumed to be uniform, with
the spatial density being ρ2 with the same charge signs
as the sign of the “corona” electrode (in our case, it is
negative). Naturally, ρ2 will decrease with time due to
the reduction in the concentration of the dispersed
charged particles beyond the ξ�layer, and, up to the
end of the cleaning process, this charge can be in a first
approximation neglected in comparison with ρ1.
Then, according to Gauss’s theorem, the screening
strength can be estimated by the formula

(7)

where ξ is the layer’s thickness, and the index “1”
refers to the layer’s characteristics. Considering that

E1 x ξ>( )
1

2ε1

������ρ1ξ,=

ρ1 < 0, we see that this charge causes the reduction of
the field within the corona area. As the right member
of (7) grows with time due to the increase of ρ1,
because of the possible compaction of the particles
and the increase in the layer thickness ξ, the screening
can turn out to be efficient enough up to the values of
the strength equal to the critical Ec. Indeed, let us esti�
mate numerically the right part of equation (1). We
obtain

i.e., the strength E1 is not more than the initial E0, but
it may have the same order of magnitude, which sup�
ports the data mentioned above.

Assume the total strength in the vicinity of the
corona electrode to be equal to the initial E0 except for
the screening one (7). Then, the condition of the sep�
aration existence is

(8)

From this formula, we find the limiting thickness
ξmE of the deposited particle layer determined by the
initial strength and density of the charges:

(9)

The involved strength E0 is determined by the
working voltage U on the electrofilter, which is evi�
dently directly proportional to this quantity: E0 ~ U.
Thus, the more the voltage U is, the more the critical
thickness of the layer is and, consequently, the less the
residual minimum concentration ϕ

∞
 is. It follows from

(9) that the quantity ξmE is the greatest layer thickness
that should be expected in the course of electric clean�
ing at the given voltage (strength) on the electrofilter.
The quantity ξmE should not be confused with the
maximum quantity ξm determined by the whole mass
of the dispersed particles in the liquid under the con�
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Fig. 2. Designed model of an electrofilter. 
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dition of their complete deposition into the layer (see
below, the second formula in (10)). Apparently, owing
to the ideality of the last condition, it is always ξmE <
ξm.

The maximum treatment time tc after which the
phase separation process stops can be calculated from
the formula for the dependence of the layer’s thickness
on the time [18]:

(10)

where ξm is the maximum layer thickness (at t → ∞),
which is given by the second formula in (10) at little
initial concentrations ϕ0; l is the distance between the

electrodes of the plate type;  ≡ γ1/γ; γ1 is the density
of the particle substance; and γ is the medium density
(  ~ 1). The other parameters are determined by the
following formulas:

(11)

Exponentiating formula (10), we obtain an expres�
sion for the critical time tc that is the minimum time
necessary for the EC process:

(12)

where B is the mobility of the particles according to
Stokes law, η is the dynamic viscosity, and a is the
radius of the particles (the same for all the particles).
Here is the numerical estimation of the cleaning pro�
cess duration tc with the following data: cleaning by
80 percent, i.e., B = ξmE/ξm = 0.8; ν = 1.2; and λ =
0.05 min–1 [18]. By the first formula of (12), we obtain
tc ≈ 29 min, which corresponds to the experimental
data [18].

OHMIC CONCEPTION

The presented observations concerning the thresh�
old phenomena have an “electrostatic” character in
the sense that no allowance was made for the presence
of currents through the filter and the focus was main�
tained on the charge formation. Now, we consider this
very question from the viewpoint of Ohm’s law while
noting that the disappearance of the electroseparation
effect makes possible an explanation not directly
involving the charge formation processes.
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1 λt–( )exp–
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b 1/ 6πηa( ),=

Really, averaging the density of the electric currents
j1 = j2 ≡ j by layers “1” and “2” with allowance for E1 =
–dϕ1/dx and E2 = –dϕ2/dx, we obtain

Thus, as j1 = j2, we have

(13)

where   are some average values in the first (x ∈
[0; ξ)) and second (x ∈ (ξ; l]) intervals in which there
are the drops of voltages U1 and U2. Let us find them by
setting one more equation up according to which the
sum of the voltages should be equal to the given total
voltage U on the electrofilter:

U1 + U2 = U. (14)

From system (13), (14) we find

(15)

and the corresponding average strengths of the fields in
the sections are

(16)

These are the direct Ohm’s law derived relations,
and it is noteworthy that they are correct irrespectively
of the presence or absence of the medium electriza�
tion, or the charge densities ρ1 and ρ2 being zero or
not. At first, it may be strange, but there is nothing
strange at all, as the averaged specific conductivities

 and  tacitly consider these charges. At ρ1 = 0 and

ρ2 = 0, we would simply automatically have  = σ1

and = σ2.

In the context of the explanation of threshold phe�
nomena, the most interesting is the field strength in
the second zone where the particles are charged.
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Denoting the relation /  ≡ μ in view of l � ξ, for�
mula (16) for E2 becomes

(17)

where ξ* ≡ ξ/l is the relative thickness of the layer.

Assuming for sunflower oil [13]  ~ 10–9 Ohm–1 m–1

and for the wax layer  ~ 10–13 Ohm–1 m–1, we obtain
μ ~ 10–4. Now, ξ ≈ ξm ≈ ϕ0l ≈ 5 × 10–3l. Then, by (17),
the strength E2 in the corona area decreases by
50 times in comparison with (U/l) ≈ E0, that is, by
one–two orders of magnitude. It seems to be sufficient
for the corona discharge to disappear, amounting to
the screening of the external field (behind the
“ξ�layer”). This is the reason for the threshold disap�
pearance of the corona discharge and of the process of
the electric separation itself.

Thus, the threshold value of the electric field
strength at which the electric cleaning process starts is
explained by the presence of the threshold of the elec�
tric discharge itself (at E = Ec). As any EC process
begins from some supercritical strength E0 – Ec (see
formula (9)), after this process finishes, due to the rea�
sons mentioned above, the drop in the strength from
E0 to Ec with the retention of the initial voltage U hap�
pens. The transition E0 → Ec takes place because of the
screening of the field E0 at the expense of the electric
charges of the ξ�layer or, equally, because of the sharp
growth of this layer’s resistance. Most likely, the joint
action of both factors takes place.

CONCLUSIONS

Let us remark in conclusion that variable electric
fields can be in principle used in electric filters if the
time of the electric relaxation of the particles is con�
siderably less than the period of the oscillation of the
external electric field in order that the particle charge
can change its electric sign during one half�period of
the field oscillation. However, for a number of reasons,
variable fields are more rarely used in electrofilters
than stationary ones. The nonregular phase displace�
ments of the external field and the processes of electric
charging of the particles with different physical
parameters is one of these reasons.
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INTRODUCTION

In studying the transport properties of heteroge�
neous materials, an important role is assigned to the
analysis of the dispersion of the dielectric parameters
of the material (dielectric permittivity, dielectric loss,
etc.); the frequency dependences of the effective val�
ues of the dielectric permittivity and dielectric loss
coefficient are sensitive to the ratio between the elec�
trophysical parameters of the dispersed phase and the
matrix, as well as to the shape of the inclusions and
their orientation in the external electric field. Despite
the broad scope of the applications in various fields of
physics and chemistry [1–6], the theoretical studies of
the dispersion of the dielectric permittivity of hetero�
geneous media are constrained for a number of rea�
sons, among which we should mention the following.
First, the analytical calculations of the effective
parameters of multicomponent systems, which are of
independent significance and make up an integral part
of the theory of dispersion in heterogeneous dielec�
trics, are a separate complicated mathematical prob�
lem, which can be solved only in specific cases. Sec�
ond, in studying the multicomponent materials, the
quantity of the parameters and dimensionless numbers
that characterize the behavior of the system’s hetero�
geneities in an alternating electric field increases; in
addition to the parameters that determine the geomet�
rical structure of composites and the electroconduc�
tive and dielectric properties of the components, we
must examine the frequency parameters and charac�
teristic times correlated with each phase of the system.
All this complicates the study of the electric spectros�
copy of heterogeneous materials.

In the opinion of many authors, the main polariza�
tion mechanism for heterogeneous matrix media is the
Maxwell–Wagner polarization [1, 2]. This is a macro�
scopic, or, as it is also called, surface polarization
(in the literature, there are also the terms interlayer,
space�charge, interfacial polarization, etc.). It is asso�

ciated with the formation of charged surface layers,
which arise from the motion of free charges within the
individual phases of a composite material under the
action of an external alternating electric field at
the interface of heterogeneous media.

The Maxwell–Wagner polarization is of the orien�
tation polarization type, because the inclusions within
which the charge carriers (CCs) move behave like
macroscopic objects with induced dipoles. In fact, in
the calculations of an electric field outside spherical
bodies and cylindrical inclusions with a circular cross
section, the field is represented as an infinite sum of
induced dipoles [3, 4]. The relaxation processes in
these systems are described in terms of the Debye clas�
sical theory [7]. This is also confirmed by the configu�
ration of the Cole–Cole diagram, which, in the case of
a low concentration of cylindrical inclusions with a
circular cross section, in accordance with the Debye
equations, has the shape of a semicircle.

Note that the frequency dependence of the dielec�
tric parameters, namely, the components of the com�
plex dielectric permittivity, is a characteristic of the
material and is determined for each substance not only
by the properties of the molecules of the material but
also by the presence and composition of the impurities.

In this study, we carried out an experimental investi�
gation of the dielectric spectra of ZnO�based varistors.

EXPERIMENTAL AND DISCUSSION

To prepare the varistors, a ceramic charge with the
composition (mol %) of 96.5 ZnO + 0.5 Bi2O3 +
0.5 Co3O4 + 0.5 MnO2 +0.5 B2O3 + 1 Sb2O3 + 0.5 ZrO2

in an amount of 100 g is weighed and crushed in a ball
mill to a particle size of 60 μm and less. Then, this
mixture is used to prepare granules, which are com�
pressed under a 40�ton force to derive samples in the
form of washers with a height of 10 mm and a diameter
of 20 mm. After that, the samples are placed in an
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electric furnace to perform the synthesis: the heating
to a temperature of 900°C is carried out at a rate of
150°C/h, while to a temperature of 1250°C, at a rate
of 200°C/h. The synthesis of the compressed washers
occurs in the ambient air, and the annealing of the
washers at a temperature of 1200°C is carried out for
2 h. After turning off the furnace, the samples are
cooled for 7–8 h.

The synthesized cylindrical samples (washers) are
ground and polished on both sides, and then a thin
layer (3–4 mm) of aluminum is coated on these sur�
faces via vacuum deposition in order to obtain an elec�
tric contact.

Measurements of the capacitance, resistance, and
dielectric loss were carried out using E7�20 digital
immittance meters (at frequencies of 102–106 Hz) in
the a temperature range of 300–450 K. A measuring
voltage of 1 V was applied across the sample. A bridge
provided the automatic selection of the pattern of the
reactivity of the equivalent circuit of the samples
under study; the accuracy of the measurement of ε and
D was 3 and 5%, respectively.

The values of the real and imaginary parts of the
dielectric permittivity (ε' and ε"), as well as the electric
conductivity in the studied samples, were determined
from the results of the measurements of the capacitance
C and the dielectric loss D using the following formulas:

(1)

(2)

(3)

(4)

where D is the dielectric loss; ε' is the real part of the
dielectric permittivity; ε" is the imaginary part of the

C
εε0S

d
���������,=

ε ' ε

1 D2+
����������������,=

ε '' ε

1 D2+
����������������D,=

σ 2πfε ''D,=

dielectric permittivity; C is the capacitor capacitance,
pF; ε0 = 8.85 × 10–12 F/m; S is the contact area, m2;
and d is the sample thickness, m.

The calculation results are shown in Figs. 1, 2, and
4. Figure 1 depicts the frequency dependences of the
imaginary part of the dielectric permittivity ε" at dif�
ferent temperatures. It is evident that the pattern of the
variation of ε" as a function of the frequency exhibits a
relaxation behavior, which is shown in the monotonic
decrease in ε" with increasing frequency for all the
measured temperatures. This pattern of variation cor�
responds to the dipole and migration polarizations.
Since an increase in the temperature leads to a
decrease in the relaxation time of the dipoles, i.e., to
an increase in their mobility, the dielectric constant
value increases. The decrease in ε' and ε" versus the
frequency is explained by the lag of the dipoles and the
decrease in the number of particles involved in the
polarization. At the same time, it is evident from Fig. 4
that, in the low�frequency range, the electric conduc�
tivity monotonically increases and then dramatically
enhances with the increasing frequency. In addition,
the electric conductivity σ varies according to the law
σ ≈ f0.8. The resulting dependence of σ ≈ f0.8 is indica�
tive of the hopping charge transfer between the local�
ized states near the Fermi level [8]. Note that, at the
temperatures under study, the dependence σ = F(f)
exhibits the same behavior.

Figure 3 shows the frequency dependence of the
dielectric loss for the ZnO�based varistors. It is evident
from the dependences that the values of the dielectric
loss D decrease by a factor of 50 as the frequency
increases from 100 Hz to 1 MHz.

The presence of two mechanisms of charge transfer
can be clearly seen from the Cole–Cole diagrams
(Fig. 5), where the relaxation part is represented by a
circular arc, and the low�frequency part is represented
by almost a straight line segment. The observed devia�
tions of the diagrams ε'' = f(ε') from circles in the
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Fig. 1. Frequency dependence of the imaginary part of the
dielectric permittivity: (1) 317, (2) 341, (3) 373, and
(4) 390 K.
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Fig. 2. Frequency dependence of the real part of the
dielectric permittivity.
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region of high frequency values are apparently caused
by the presence of a whole set of relaxation times (as
well as the contribution of the reach�through the con�
ductivity in the low�frequency range).

The experimental points of the σ(T) curve are well
fitted to a straight line in the Mott coordinates [8]
(Fig. 6). In this case, the expression for the conductiv�
ity is as follows:

(5)σ T( ) σ0/T1/2 T0/T( )
1/4–{ }.exp=

Here, the parameter T0 is determined through the
formula

(6)

where λ is the dimensionless constant with a value of
~16 [5], and k is the Boltzmann coefficient (J/K).

The coefficient σ0 is the conductivity of the varistor
at the inverse temperature 1/T tending to zero; it is
found from the expression

(7)
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where a = 1/a is the localization radius, m; g(Ev) is the
density of the states near the Fermi level, m–3; and
νph is the phonon frequency, Hz.

To determine the parameter σ0, we use the extrap�
olation of the linear function ln[σ/T1/2] from T1/4 to
the point of intersection with respect to the value of T0.
The running of this dependence in the temperature
range of T = 300–330 K indicates that the charge
transfer in the varistors under study occurs via the vari�
able�range hopping conductivity of electrons between
the localized states lying in a narrow energy band near
the Fermi level. These states can be generated in the
varistor by extended defects, i.e., grain boundaries and
dislocations.

A specific feature of the hopping conductivity
mechanism is the low mobility of CCs; it is character�
ized by the CC transfer through weakly overlapped
tails of the wave functions of the neighboring acceptor
levels.

In terms of the model under discussion, the average
CC hopping distance R between the localized states
near the Fermi level for a given temperature T is found
from the expression [8]

R = 3/8(a)(T0/T)1/4. (8)

The above equation suggests that a decrease in the
temperature leads to an increase in the value of the
parameter R. In addition, the rapid emptying of
the localized states in the band gap occurs, and a sig�
nificant role in the conductivity process is played by

the carrier hopping between individual impurity levels
without activation into the conduction band. This
results in an increase in the probability of CC hopping
to spatially more distant but energetically closer local�
ization centers, which is responsible for the decrease
in the hopping activation energy.

In this case, the value of the energy spread of the
localized states is defined through the formula

(9)

and the trap density value of a measurement is found
from the equation

Nt = g{Ev)ΔE, (10)

where Nt is the trap density.

The values of the parameters that characterize the
hopping electron transfer in the dark mode of mea�
surement are listed in the table. In the respective cal�
culations, the density of the localized states g(Ef) was
determined through formula (6); for the localization
radius, we took the value of a = 16 Å by analogy with
the data for amorphous semiconductors [8].

Thus, the analysis of the temperature and fre�
quency dispersion of the electric conductivity shows
that variable�range hopping conductivity between the
localized states near the Fermi level can be imple�
mented in the varistors.
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Some parameters of zinc oxide varistors

Parameters T = 317K T= 403K

g(Ev) eV–1 cm –3 4 × 1018 8 × 1018

R, AÅ 80 35.4

Nt, cm–3 2.8 × 1017 4.2 × 1017

ΔE, meV 70 50
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INTRODUCTION

The technological needs of the market have con�
siderably increased the interest in obtaining thin film
with specific electrophysical, optical, mechanical, and
heat� and rust�proof properties. At present, the coat�
ings represent single�layer nanocrystalline compos�
ites; the properties of films are modifiable in thickness
or complex multilayer heterostructures based on
superlattices and gradient structures [1, 2]. These are
mainly complex multicomponent compounds based
on oxides, nitrides, or carbides. They are dielectrics
that are difficult to sputter. Traditionally, the method
of RF magnetron sputtering is used to deposit multi�
component thin films [3, 4]. This method allows the
sputtering of multicomponent dielectric targets. Its
comparatively low productivity, costly RF power
sources, and complex scaling are disadvantages, which
substantially reduce its possibility of industrial appli�
cation.

The method of reactive sputtering is more promis�
ing in this relation. This method maintains all the
advantages of magnetron sputtering (the high deposi�
tion rate of film, the low temperature of the substrate,
the simplicity of the construction, etc.). It allows for
the films to be easily deposited using targets manufac�
tured with relative ease. Three main methods of mag�
netron sputtering are currently used to deposit multi�
component thin films, namely, multitarget sputtering,
individual sputtering of each of the components, and
sputtering of mosaic targets. The method for the sput�
tering of alloy targets yields good results in the case

when the obtaining of an alloy or a mix of required ele�
ments is possible [5, 6]. The composition of the depos�
ited layers almost repeats the concentrations of ele�
ments of the initial target. However, in a number of
cases, the composition of the deposited layers com�
prises different materials with low mutual solubility or
great difference in melting temperatures. Here, it is
next to impossible to obtain the targets of a required
composition. Good results are yielded by multitarget
sputtering in this case [7, 8]. Several sputtering devices
are used in this method to obtain multicomponent
films with each element being deposited by a separate
magnetron. The multitarget sputtering makes it possi�
ble to accurately control the elemental composition of
the deposited films, and films with different composi�
tions can be obtained by varying the current or the dis�
charge capacity of each of the magnetrons. However,
this method almost cannot be used owing to its com�
plexity at industrial facilities.

One recent tendency in developing the method of
magnetron sputtering for depositing multicomponent
thin films is the use of so�called composite or mosaic
targets, i.e., targets that consist of a matrix of one
metal with inserts of other metals [9]. Multicompo�
nent films with any quantity and content of elements
using a single magnetron can be obtained by this
method. The advantage of the method for magnetron
sputtering of mosaic targets is particularly evident in
the cases when the films to be obtained comprise ele�
ments with low mutual solubility or a great difference
in melting temperatures. The disadvantage of the
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is approximated using the third central moment in the double Gaussian distribution, which makes it possible
to use real parameters of the sputtering zone and the discharge current of the magnetron. This allows the fairly
accurate mathematical description of the distribution of the ion current density. To verify the proposed
model, experimental studies on depositing thin film using magnetron sputtering of Ti/Zr and Ti/Zr/Pb
mosaic targets were carried out. The model’s error does not exeed 10%.
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above method is the complexity of selecting the size
and quantity of the inserts for creating the required
concentration and uniform distribution of the ele�
ments in the deposited film, since the rate of sputter�
ing the substrate and inserts depends on a few factors
(the distribution of the ion current density, the coeffi�
cient of sputtering of an element, the energy of the
ions, etc.). Practice shows that to reach the required
ratio between the elements in the deposited film, a
number of experiments on sputtering of the mosaic
target are needed followed by the correction of the
sizes of the inserts according to the results of the ele�
mental analysis of the deposited films. This method of
selection is fairly costly (in particular, when rare mate�
rials are used in the target) and time�consuming. In
this case, computer simulating allows a considerable
reduction of the time and cost of the engineering and
elimination of certain errors.

This work is thus aimed at developing a model of
sputtering mosaic targets that allows determining the
sizes and location of the inserts for the correction of
the composition of the deposited multicomponent
film.

1. DESCRIPTION OF THE MODEL

The mosaic target consists of a base (main matrix)
formed of material A and mosaic inserts from material
B, which are located in this base (Fig. 1). The inserts
are uniformly located along the radius of the maximal
erosion of the target. The size and quantity of the
inserts depend on the required content of material B in
the deposited film. The target is mostly manufactured
so that the entire area of the inserts falls into the zone
of sputtering. Material A is characterized with the rel�
ative atomic mass AA, density ρA, sputtering yield YA,
and coefficient of ion�electron emission γA. Material B
is specified with the relative atomic mass AB, density
ρB, sputtering yield YB, and coefficient of ion�electron
emission γB.

The model is constructed for the case of axial mag�
netron with a planar target. The following allowances
are to be accepted for the model’s construction,
namely, (1) the sputtered atoms have a directed
motion and are distributed through the space accord�
ing to the cosine law, (2) the sputtered atoms do not
collide either with each other or with the atoms of the
working gas (i.e., the thermalization effect of the sput�
tered flow is absent), and (3) the sputtered atoms are
condensated at the point of hitting the substrate.
Moreover, the distribution of the current density in the
discharge zone of the axial magnetron is assumed to
depend only on the radius of the sputtering r1 and is
independent of the type of sputtered material.

The number of sputtered target atoms per unit of
time from a certain site of the target can be calculated
according to the formula

(1)

where Yx is the sputtering yield by ions of Ar atoms of
the substrate material or that of the inserts; e is the
electron charge; and ji(r1) is the density of the ion cur�
rent on the target surface at the radius r1, which can be
calculated using the formula

(2)

where jt(r1) is the current density at the r1 radius, and
γx is the coefficient of the ion�electron emission of the
base or the insert materials. The sputtering rate of the
target with respect to the thickness is

(3)

where Ax is the atomic mass of the sputtered material,
ρx is the material density, and NA is Avogadro constant
NA = 6.022 × 1023 mol–1. Using (4) and (5), the sputter�
ing rate with respect to the thickness can be written as

(4)

It is noteworthy that the effective sputtering yield of
the target material (which depends on the distribution
of the bombarding ion energy) might preferably be
used for the calculations of the sputtering rate [10].

The distribution of the discharge current density
ji(r1) can be calculated using the Particle�in�cell
Monte Carlo technique of simulation of the motion
kinetics. (PIC�MC) [11–13]. However, this substan�
tially complicates the model and can be used for pre�
cision calculations if needed. In our case, the curve of
the distribution of the discharge current density was
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Fig. 1. Geometrical model of the target: A is the base of the
target, B are the inserts, Rt is the radius of the target, Rs is
the radius of the inserts, and Rv is the radius of the location
of the inserts.
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approximated using the third central moment in the
double Gaussian distribution with various dispersions
at the left and right shoulders of the distribution. This
distribution uses real parameters of the zone of distri�
bution and the magnetron discharge current; it allows
for the fairly accurate mathematical description of the
distribution of the ion current density. Due to applying
this simulation method, the profile of the ion current
density distribution in the discharge zone is preset
analytically according to the formula

(5)

where It is the magnetron discharge current; Rmin and
Rmax are the minimum and maximum radii of the target
erosion zone; and f(r1) is the function of the distribution
in the form of a double semi�Gaussian

(6)

where  is the radius of the maximum target erosion.
Moreover, the function of the distribution must satisfy
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Figure 2 shows the results of the calculation of the
profiles of the ion current density distribution using
the double Gaussian for approximation (curve a). For
comparison, Fig. 2 (curve b) presents the normalized
profile of the erosion zone of a MAC�80 magnetron.
Since the discharge current density is proportional to
the sputtering rate on the target material [14], it can be
inferred that the above method of approximation using
the third central moment in the double Gaussian dis�
tribution makes it possible to describe mathematically
the discharge current distribution in the MSS zone
with high accuracy.

In order to determine the film deposition rate on
the substrate, we shall use the integration technique
for the sputtered flow at each point of the zone of sput�
tering. In our case, the substrate is parallel to the tar�
get’s plane; therefore, the model of the sputtering pro�
cess will be constructed for the case when the angle of
sputtering equals that of the condensation, i.e., φ = ϕ.
The rate of the film deposition at the substrate’s point
at a distance of x2 from the axis of the magnetron can
be calculated by the formula

(8)

where α is the azimuth angle, ϕ is the angle of sputtering
(condensation), and L is the distance from the point of
the sputtering to the point of the condensation.

To define the contribution of the rate of the depo�
sition from the base and inserts, two methods of calcu�
lation can be used; i.e., (1) the part of a circle that is
occupied by the inserts is determined at every radius of
the sputtering zone, while the insert sputtering rate is
considered to be proportional to the ratio between the
length of the circle and the summarized length of the
inserts; (2) the position of the inserts is set analytically
using the equation.

The first method is easier for the calculation. Here,
the sputtering zone is divided into three sites (Fig. 3),
namely, site I is from Rmin till Rmin l and site III is from
Rmax l till Rmax, where only the substrate material is
present, and site II is from Rmin l till Rmax 1, where the
circle of the current radius crosses the inserts. At every
radius of site II of the sputtering zone, the part of the
length of the circle is determined that is occupied by
the inserts of material B:

(9)
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Fig. 2. Calculation results for the discharge current density
distribution (a) and normalized profile of the target ero�
sion area for magnetron MAC�80 (b)
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where n is the number of inserts, R
ν
 is the radius of an

insert, and Rs is the radius of the location of the centers
of the inserts.

The deposition rate of the base’s material from sites
I and III Fl(x2) and Fl(x2) is calculated using (8) taking
into account the limits of the integrations from Rmin to
Rmin l for site I and from Rmax l to Rmax for site III. At site
II where the inserts are located, part of the circle M(r1)
is occupied by the inserts. The rate of the base’s mate�
rial deposition will be

(10)

where ν0 is the sputtering rate of the base. The overall
deposition rate of the base’s material can be calculated
as the sum of the deposition rates from all three sites of
the target:

F0(x2) = F1(x2) + F2(x2) + F3(x2). (11)

The deposition rate of the inserts’ material can be
calculated using the formula

(12)

where v
v
 is the sputtering rate of the inserts.

The percentage composition of the inserts’ mate�
rial in the deposited film is calculated as

(13)

The thickness deposition rate of the component
film was determined as the sum of the deposition rates
of the base’s and inserts’ materials:

(14)

where A0, ρ0, Av
, ρ

v
 are the atomic mass and density of

the base’s and inserts’ materials, relatively.
The presented method makes it possible to calcu�

late the composition and the deposition rate of the
film at the sputtering of the target, which consists of an
arbitrary number of cylindrical inserts from various
elements. However, it is impossible to use it in deter�
mining the nonuniformity of the distribution of the
element concentrations at a small target–substrate
distance, when the effects of the predominant deposi�
tion of an insert’s material at the substrate’s site
(which is located opposite to the insert) starts to act. In
this case, more preferable is the method when the
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location of the inserts is preset analytically by the
equation

(x1 – xk)2 + (y1 – yk)2 < (15)

where xk and yk are the coordinates of the k�th insert,
and x1 and y1 are the current coordinates. In the pro�
cess of integration, it is determined whether the cur�
rent coordinate belongs to the substrate or the inserts,
and, depending on the sputtered material, the contri�
bution of the substrate’s or inserts’ deposition to the
rate is summarized.

EXPERIMENTAL

In order to verify the proposed model, studies were
performed on sputtering Ti–Zr (Fig. 4a) and Ti–Zr–
Pb (Fig. 5) mosaic targets. The Ti–Zr mosaic target
was a 5�mm�thick Ti base (99. 95% pure) with
∅ 80 mm; eight cylindrical Zr inserts with ∅ 13 mm
were pressed into it. The inserts were uniformly dis�
tributed along the 42.5�mm diameter. The Ti–Zr–Pb
mosaic target consisted of a 5�mm�thick Ti base
(99.95% pure) with ∅ 80 mm; four 12�mm�diameter
zirconium and four 10.5�mm�diameter lead inserts
were pressed into it. The inserts were uniformly dis�
tributed along the 42.5�mm diameter.

A scheme of the experimental device for the thin
film deposition using the method of magnetron sput�
tering of mosaic targets is shown in Fig. 6. The cham�
ber of a VU�2MP vacuum device was equipped with a
MAC�80 magnetron and an hall current ion source.
The ion source was used for the preliminary ion clean�
ing of the substrate’s surfaces.

The substrates were Si (100%). They were fixed on
a substrate holder and were successively brought into
the zones of cleaning and deposition. The distance
magnetron’s target�substrate was 85 mm at the mag�
netron’s axis.

The chamber of the vacuum device was pumped
out to a residual pressure of 2 × 10–3 Pa, and the ion
cleaning of the substrates was carried out. To do this,
Ar was supplied into the assisting stage of the ion

R
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2
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Fig. 3. Sputtering area of the mosaic target.
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source up to a working pressure of 2.0 × 10–2 Pa (QAr =
25 sccm). The time of the cleaning, the energy of the
ions, and the discharge current in all the experiments
were constant and equaled 3 min, 500 eV, and 70 mA,
respectively.

Then, the preliminary cleaning of the target surface
was done. In this case, the substrates were taken away
from the sputtering zone. Ar was supplied into the gas�
distribution system of the magnetron. The Ar flow into
the chamber was QAr = 65 sccm, and it was controlled
by an RRG�1 mass flow control. The target was
cleaned in the power stabilization mode Pt = 500 V.
Here, the discharge voltage was Ut = 400–500 V and
the discharge current was It = 1.1–1.25 A; the time of
the target’s cleaning was 4 min.

The sputtering of mosaic targets was performed
using the method of magnetron sputtering in the dis�
charge current stabilization mode. The Ar flow into
the chamber during the sputtering of the Ti–Zr and
Ti–Zr–Pb targets was 50 and 65 sccm. The time of the
deposition was 10 min. The sputtering of the Ti–Zr
target was performed under the following conditions:
the discharge current was It = 3.0 A and the discharge
voltage was Ut = 445 V. During the sputtering of the

Ti–Zr–Pb target, the target voltage was Ut = 402 V and
the discharge current was It = 1.0 A.

The distribution of the thickness of the deposited
layers was determined by a POI�08 optical interfero�
metric profilometer. The elemental composition of the
deposited films was analyzed using X�ray fluorescence
analysis (XRF) using an ED�200 fluorescence spec�
trometer (Oxford).

RESULTS AND DISCUSSION

The deposition rate distribution and the composi�
tion of the deposited films during the magnetron sput�
tering of the Ti–Zr mosaic target were analyzed. It was
detected that, owing to the difference in the rates of
base and inserts of the depletion the inserts or the base
get ruined (Fig. 4b). These processes can affect the
changing of the ratio of the elements in the deposited
film in the process of the target’s use.

Figure 7a shows the results of measuring the distri�
bution of the thickness of the deposited film during the
magnetron sputtering of a Ti–Zr mosaic target. The
deposition rate at the magnetron’s axis was 0.46 nm/s.
The obtained profile is almost the same as the profiles
of the deposition rate of single�components targets.
For comparison, Fig. 7 (curve b) shows the results of
simulation of the thickness distribution profile of the
Ti–Zr film. The following parameters of the target were
used for the calculation: an 80�mm�diameter Ti base,
the sputtering yield – YTi = 0.26 (0.5 with 500 eV), the
density – rTi = 4.54 g/cm3, 13�mm�diameter Zr inserts,
their number – 8 units (sputtering yield YZr = 0.3
(0.63 with 500 eV), the density – rTi = 6.50 g/cm3). The
inserts were located along a 42.5�mm diameter.

The parameters of the sputtering zone were as fol�

lows: Rmin = 4.5 mm,  = 19.5 mm, and Rmax =
32.6 mm. The discharge current was It = 3.0 A, and the
deposition time was 10 min. The target–substrate dis�
tance was 85 mm. As is seen, the calculated profile

R

Fig. 4. Outward appearance of the Ti–Zr mosaic target prior to (a) and after the sputtering (b).

Fig. 5. Outward appearance of the Ti–Zr–Pb mosaic target.

(a) (b)
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almost coincided with the experimental data. Figure 8
shows the results of the simulation of the deposition
rate distribution of Ti and Zr. The following concen�
trations of the elements in the deposited film were
obtained (Fig. 8), at %: Ti was 39.04 and Zr was 60.96,
which, as a result of the recalculation for the weight
percents, gave the following content, wt %: Ti was 25.5
and Zr was 74.85. The measurements of the elemental
composition of the deposited films using the method
of X�ray fluorescence analysis showed that the Ti com�
position was 73,42 at % and that of Zr was 26.3 at % in
the deposited film. The results of the simulation show
that the distribution of the elements at a distance of
85 mm from the target’s surface is highly uniform
across the substrate’s area

Examining the results of the model’s verification,
we found that the model’s error is not more than 10%
when a two�component target is calculated.

The study of the deposition rate’s distribution and
the ultimate composition of the deposited films at the
magnetron sputtering of a Ti–Zr–Pb mosaic target
were carried out. The measured results for the depos�
ited film thickness at the magnetron sputtering of a
Ti–Zr–Pb mosaic target are presented in Fig. 9 (curve a).
The deposition rate in the magnetron axis was
1.55 nm/s. The results of the simulation of the depos�
ited film’s thickness at the Ti–Zr–Pb mosaic target’s
sputtering are presented in Fig. 9 (curve b).

The following target parameters were used in the
calculations: the Ti base diameter—80 mm; the Zr
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Fig. 6. Scheme of the experimental device for sputtering mosaic targets using the method of magnetron sputtering: CIS is the ion
source for cleaning; MSS is the magnetron sputtering system; MFC is the mass flow control.
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ness for the case of magnetron sputtering of the Ti–Zr
mosaic target:   a – measurement results, b – simulation
results.

–100
0

–50 0 50 100

50

100

150
v, 1019 s–1

x2, mm

a

b

Fig. 8. Calculated deposition rate distributions of elements
during Ti–Zr mosaic target sputtering:  a – Ti deposition
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inserts diameter—12 mm, the number—4 pieces;
and the Pb inserts diameter—10.5 mm, the num�
ber—4 pieces. The insertion blocks are placed in a
diameter of 42.5 mm. The following initial data were
used in the calculations for the Pb insertion blocks: the
atomic mass APb = 207.2 a.m.u., the density ρPb =
11.34 g/cm3, and the sputtering yieldt YPb = 0.32
(2.3 at 500 eV). The discharge current was It = 1.0 A,
and the deposition time was 10 min. The rest of the
features of the materials and the parameters of the
sputtering area are presented above. The calculated
profile of the deposition rate distribution agrees well
enough with the experimental data.

The results of the simulation of the deposition rate
distribution in the case of the Ti–Zr–Pb mosaic target
sputtering are presented in Fig. 10. The following con�
centration of the elements in the film has been calcu�
lated in at %: Ti—50.7, Zr—26.71, Pb—22.58. In

terms of the weight percentage, the content is the fol�
lowing in wt %: Ti—25.43, Zr—25.53, Pb—49.035.
The examination of the applied layers by X�ray fluo�
rescence analysis has shown that the deposited film
produced through the method of magnetron sputter�
ing of a Ti–Zr–Pb mosaic target contains the follow�
ing elements in wt %: Ti—25.25, Zr—26.30, Pb—
48.45. As is seen, for the three�component target, the
simulation error is also less than 10%; this fact permits
one to use the proposed models to predict the concen�
trations of elements in the deposited film when array
targets are sputtered.

The composition of PbZr0.54Ti0.46O3 is assumed to be
the best one to form ferroelectric thin films with a per�
ovskite structure. The relation of the materials in the
deposited film should be Pb : Zr : Ti is 1 : 0.54 : 0.46.
This is Pb/Ti = 2.174, Zr/Ti = 1.174 in relation to Ti.
The X�ray analysis results show the relation of the ele�
ments in the deposited film as Pb/Ti = 0.44, Zr/Ti =
1.23. As is seen, in the case of sputtering the Ti–Zr–Pb
array target, a substantial deficit of lead is observed.
According to the simulation results, the sputtering
yield of Pb turned to be much smaller than the tabular
value: YPb = 0.32 (the tabular value is YPb =2.3 at
500 eV). This fact seems to be associated with the for�
mation of a film on the surface of the inserts as a result
of the interaction of Pb with the residual atmosphere
and the high thermalization of the lead atoms.

CONCLUSIONS

A model simulating the process of magnetron sput�
tering of mosaic targets is proposed. This model allows
one to predict the ultimate composition of the depos�
ited films when compound targets with cylindrical
insertion blocks are sputtered by axial magnetron
sputtering systems.

Experimental investigations of the deposition of
thin films by the method of magnetron sputtering of
Ti/Zr and Ti/Zr/Pb mosaic targets were carried out to
verify the proposed model. The analysis of the results
shows that the simulation error is not more than 10%,
so it is possible to use the proposed models in order to
predict the concentrations of the elements in the
deposited film when mosaic targets are sputtered. It is
established on the basis of the simulation results that,
when calculating the sputtering rate, one should con�
sider the thermalization of the sputtered atoms and use
the effective coefficient of the target material’s sput�
tering depending on the distribution of the energy of
the bombarding ions.
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INTRODUCTION

An atmospheric pressure glow discharge with an
electrolyte cathode is an efficient instrument to ini�
tiate a set of chemical reactions in a liquid phase.
When a discharge affects an electrolyte solution, the
solution’s surface directly contacting with the plasma
(the cathode glow area) is subjected to bombardment
by positive ions from the plasma zone. The ion bom�
bardment causes the dissociation and ionization of
water molecules and the appearance of primary active
particles such as atomic hydrogen, hydroxyl radicals,
and solvated electrons in the cathode glow region [1].

Hydrogen peroxide is one of the main durable oxi�
dizing agents formed at the glow discharge effect on
aqueous solutions of electrolytes. The accumulation of
H2O2 was studied in [2, 3, 4, 5]. Our previous investi�
gations [6, 7] have shown that the yield of hydrogen
peroxide is in the range from 0.5 to 9 molecules/ion
depending on the experiment conditions (with the
current from 10 to 40 mA and the volume of the solu�
tion under treatment from 80 to 500 mL). The time of
the plasma treatment of the electrolyte solutions was

H2O OH• H•+discharge

H2O H2O+ e+discharge

e esolv

H2O+ H2O+ H3O+ OH•+

OH• OH• H2O2+

not more than 120 minutes. At the same time, it might
be expected that a stationary state will be attained at
the long�term effect of a gas discharge on aqueous
solutions. This question can be answered after further
research of hydrogen peroxide accumulation for a long
time, which is the purpose of this work.

EXPERIMENTAL

The basic diagram of the experimental setup and
the cell to investigate the effect of the atmospheric
pressure glow discharge on the electrolyte solutions
are presented in [8].

The experiments on the H2O2 accumulation under
the effect of an atmospheric pressure glow discharge
were carried out in distilled water, aqueous solutions of
sodium sulfate, sodium hydroxide, and nitric acid with
a concentration of 0.01 mol/L. The volume of the
solution treated was 100 mL. The discharge current
was 10 mA, Mo and Cu cathodes was used, and the
distance between the anode and the solution surface
was ~2 mm. The cell was placed into a bath with water
in order to avoid superheating with the working solu�
tion temperature being not more than 45°C.

The concentration of H2O2 was determined spec�
trophotometrically (λ = 254 nm) using a UV�V is
spectrophotometer (Agilent 8453) and controlled by
iodometric titration routinely with the addition of
ammonium molibdate as a selective catalyst of the
reaction between the hydrogen peroxide and iodide
ions [9].
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RESULTS AND DISCUSSION

The type of kinetic curve for the hydrogen peroxide
accumulation corresponding to that predicted by a
simple model has been obtained in the experiments
with distilled water as the initial electrolyte [10].

The kinetic characteristics of the H2O2 accumula�
tion in the solutions of nitric acid, sodium hydroxide,
and sodium sulfate are shown in Fig. 3.

As it seen from Fig. 1, some peaks are observed in
the kinetic characteristics in acidic and alkaline media
with the trends of the kinetic curves being different:
the initial yield of H2O2 in the alkaline medium is
twice as much as the similar parameter in the acid
medium (see Table 1). Peaks in the kinetic character�
istics were previously observed in a 0.1 M solution of
potassium chloride [6]. Only a gradual decrease of the
initial rate of the hydrogen peroxide generation was
observed in the case of the sodium sulfate solution; the
experiment duration seems to be insufficient.

If the kinetic characteristics of the hydrogen perox�
ide disintegration processes in the course of the gas�
discharge action do not change, the product accumu�
lation curve should smoothly tend to the limit. The
appearance of some extremes in the kinetic character�
istics can be caused by the accumulation in the solu�
tion of some component catalyzing the disintegration
of H2O2. Two components that can catalyze the disin�
tegration of hydrogen peroxide—nitric acid (and the
change in the medium pH) [11] and ions entering the
solution with the cathode sputtering [12]—can be
accumulated in the plasma–solution system under
consideration.

Nitric acid appears in the solution under the effect
of a discharge as a result of the air nitrogen oxidation
in the plasma area. At the same time, there are no
peaks in the case of distilled water and sodium nitrate.

Our data do not allow us to reach an unambiguous
conclusion concerning the role of the ions coming
from the cathode. Indeed, a molybdenum cathode was
used in all the cases mentioned above. Molybdenum
ions are efficient catalysts of hydrogen peroxide disin�
tegration [13]. However, in not all the cases we
observed peaks in the kinetic curves. The kinetic
curves of the hydrogen peroxide accumulation when
molybdenum and copper anodes are used are depicted
in Fig. 2. Copper ions are less efficient for catalyzing
the process of hydrogen peroxide disintegration than
molybdenum ions, yet the kinetic curves are rather
close in both cases.

Experiments with NaOH solutions with different
concentrations were carried out to determine the
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Fig. 1. The hydrogen peroxide accumulation under the
effect of a glow discharge in the solutions of nitric acid (1),
sodium hydroxide (2), and sodium sulfate (3); the cath�
ode—Mo.
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Fig. 2. The H2O2 accumulation in a sodium hydroxide
solution under the effect of a glow discharge using copper
(1) and molybdenum (2) cathodes.
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Fig. 3. Kinetic characteristics of the hydrogen peroxide
accumulation in NaOH solutions with different concen�
trations: 1—0.001 M, 2—0.01 M, and 3—0.05 M
(the cathode was copper).
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effect of the pH on the kinetic curves for the H2O2

accumulation with the qualitative composition of the
solutions being the same. The kinetic characteristics
for hydrogen peroxide accumulation in sodium
hydroxide solutions presented in Fig. 3 show that, in
this case too, there is no unambiguous answer to the
question. It seems necessary to carry out experiments
with insoluble electrodes in some inert gas atmosphere
with a controlled ion composition of the solution to
properly determine the mechanism of the generation
and disintegration of hydrogen peroxide in plasma–
solution systems.

It has been shown above that a simple kinetic curve
shape corresponding to our model [10] is observed
only in the case of the plasma treatment of distilled
water.

The initial rates of the hydrogen peroxide genera�
tion (according to the straight line portion of the
kinetic curve), the OH radical yield, and the initial
H2O2 yield have been calculated from the obtained
experimental data. The hydrogen peroxide yield
according to the current was calculated using the fol�
lowing equation:

where R0 is the rate of the hydrogen peroxide forma�
tion at the initial time moment, mol/Ls; V is the vol�
ume of the treated solution, L; NA is Avogadro con�
stant, 6.02 × 1023 mol–1; I is the current strength, A;
and F is the Faraday constant, 9.46 × 104 mol/charge.

In the case of a discharge with distilled water, these
quantities are as follows:

f
R0VNA

NA/F( )I
�����������������,=

(1) The yield of hydroxyl radicals was 5.0 radi�
cals/ion.

(2) The primary yield of H2O2 calculated using the
initial linear portion of the kinetic characteristics was
~0.8 molecules/ion, and the initial rate of the hydro�
gen peroxide formation was 8 × 10–7 mol/L–1s–1.

(3) The effective lifetime of the hydrogen peroxide
was estimated as ≈7 × 103 s.

The experimental data on the time of the attain�
ment and the values of the largest oxygen peroxide
concentration in the solutions of electrolytes are pre�
sented in table. 

The tabulated data show that the setting times for
the H2O2 stationary concentration (or the times of the
maximum H2O2 concentration) are rather long for the
mentioned solution (about some hours).
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1 INTRODUCTION

Machining concerns the modification of the work�
piece on the shape, on the dimensions, on the outward
view and eventually on the material constitution, to
obtain the product with certain qualities. There are
two machining processes, one is the traditional
machining process and second is the non�traditional
machining process. In traditional machining process
we can find two modalities, which are the big pressure
exerted between the tool and the workpiece, or the
chemical reaction into the work medium [1].

In non�traditional machining process there is one
modality, which is the impact phenomenon. This
impact phenomenon can be classified into two ways [1].

When there is a temporary contact of some particle
with workpiece material. The dimension of macropar�
ticles being some tenths of millimeter; such particles
are used with abrasive jet machining, water jet
machining, ultrasonic machining [2–4].

When impact phenomenon is occurs due to sub�
atomic particle with the workpiece surface layer. Sub�
atomic particles include ions, electrons, the photons,
and sometimes, just the concrete atoms. Such particles
are used within the electrical discharge machining, the
plasma beam machining, the ion beam machining, the
electron beam machining [2, 3].

If the impact is generated by subatomic micropar�
ticles, the main effect derives from the change of the
kinetic energy into thermal energy. The kinetic energy
of the microparticles directed to the workpiece sur�
face. It is clear that not all this energy is transformed in

1 The article is published in the original.

thermal energy, a part of the kinetic energy being nec�
essary for the afterward motion of the particles. Due to
their small dimensions, the electrons could initially
penetrate a thin surface layer, without to obtain signif�
icant effect from the point of view of the machining
method. If the electrons energy is high enough to con�
tinue their trajectories at depths higher than the
dimension defined by the Shenland’s relation, the
electrons are able to transfer their kinetic energy to the
atomic structures (atoms, molecules) of the workpiece
material. This means that the amplitude of the atomic
structures oscillations round to their equilibrium posi�
tions increase and this fact is materialized by the
increasing of the temperature. If the temperature is
high enough, a so�called thermal source appears and
the workpiece solid material is transformed in melted
material or even in vapors [5].

The micro�scale movable mechanical pin joints,
springs, gears, sliders, sealed cavities, and many other
mechanical and optical components have been fabri�
cated using surface micromachining of poly�silicon.
The analog devices have commercialized such as
ADXL�50, a 50 g accelerometer that was developed
using surface micromachining for activating air�bag
deployment. Texas Instruments’ Digital Micro�mirror
Device is also based on surface micromachining [6].

In particular, a micro�manufacturing refers to the
fabrication of products or components where the
dimensions of at least one feature are in the microme�
ter range. Similarly, nano�manufacturing refers to the
production of devices where some of the dimensions
are in the nanometer range. A broad range of technol�
ogies exists for micro� and nano�manufacturing, and
the physical principles implemented in them are very
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diverse. Several researchers have proposed classifica�
tion schemes to categories' these technologies. For
example, Masuzawa [7] focused on micromachining
processes and classified them according to the imple�
mented machining phenomena. Madou [8] catego�
rized the micro�fabrication techniques as traditional
or non�traditional methods and lithographic and non�
lithographic methods. Perhaps the most widespread
classification is that by Brinksmeter et al. [9].

OBJECTIVE

The objective of this study is to find out the effect of
magnetic field, electric field and its inhomoge�neity
on the metal removal from surface due to the impact of
subatomic particles such as ions by using theoretical
calculations. Note that the main consequences of the
impact phenomena are the generation of craters on the
workpiece surface, as consequence of the energy dissi�
pation and development of heat, small quantities of
the workpiece material are melted, vaporized and
ejected out of the workpiece.

GENERATION 
OF VELOCITY SHEAR INSTABILITY

We consider plasma in which the massive heavy pos�
itive ions are produced due to ionization of K+ and light

electrons are produced from . Fully ionized and
collisionless potassium plasma is produced by contact
ionization of potassium atoms (K) sprayed onto a tung�
sten (W) plate. The machine is equipped to produce or
to control magnetic field�aligned K+ flow and its veloc�
ity shear including the following features [10].

The plate W for K+ production (positive ion
source) is concentrically segmented.

Another W plate to supply thermionic electrons
(the electron source) is mounted at the opposite end of
chamber column.

A mesh grid (stainless steel) negatively biased with
respect to grounded vacuum chamber is situated in
front of the positive ion source.

The generation and control of the parallel velocity
shear are achieved by individually biasing each seg�
ment of the segmented ion source i.e. a difference
between voltages applied between two conjunctive seg�
ments. The generation of parallel velocity shear insta�
bility can be ensured by the electrostatic energy ana�
lyzer and with the laser induced florescence diagnostic
technique [11]. The negative ions are produced by
introducing sulphur hexafluoride (SF6) gas into the
potassium plasma [12, 13]. An SF6 molecule has a
great electron attachment cross�section for the elec�
tron energies less than 1 eV [14]. Due to this produc�
tion of negative and positive ions in different layers
which have shear of velocity and density gradient in
respective layer. The velocity shear instability is gener�
ated as it is shown in Fig. 1.

SF6
–

MACHINING PROCESSES BY USING IONS

A kinetic energy of the moving particles is trans�
mitted to workpiece material: really, the substantial
part of the kinetic energy transforms in thermal energy.
Thus, the oscillation amplitude of atomic structure
increases. The insignificant increase of this amplitude
means that a temperature will increase. If the increase
of the oscillation amplitude is larger, then some struc�
tural changes occur in the workpiece material. Hereaf�
ter, if the oscillation amplitude exceeds a certain value
then there is possibility for some structures to leave the
place, so that process of melting or vaporizing occurs.
The material from the work surface can be removed by
circulation of the work liquid [1].

MATHEMATICAL MODEL

The ions/electrons must have enough energy to go
through the distance up to the workpiece and to pene�
trate into the workpiece surface layer. Since the ions
are the electrical charges, their trajectories and veloc�
ities are influenced by electric and magnetic field.
Using the results by Tyagi et al. [15], it is easy obtained
the expression for the group velocity of electrostatic
ion�cyclotron wave in the laboratory reference system
assuming small perturbations of the electric field E1,
magnetic field B1 and distribution function fs1. For the
perturbed values of the electric and magnetic fields the
harmonic dependence as exp i(kr�ωt) are assumed.

Now the ion’s velocity v (assuming it to be equal the
group velocity of wave, i.e. as ∂ωr/∂k, and using the
expression for the real frequency ωr of the wave incident
on the workpiece surface according to equation (15)
from Tyagi et al. [15]) can be written as:

(1)
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Here E(x) is the inhomogeneous DC electric field,
and it is perpendicular to the external magnetic field
B0, which is parallel to ion flow. The detailed descrip�
tion of all variables, which used in the given model, is
considered in [15].
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The dimensionless real frequency and ion’s veloc�
ity have been calculated by computer technique with
the help of equation (1) for inhomogeneous DC elec�
tric field. For inhomogeneous DC electric field the
condition x/a ≤ 1 has been taken.

The kinetic energy of the charged particle under
action of voltage U determines as:

(2)

Evidently, the metal removal rate is dependent ver�
sus generated voltage U, which defines the depth of ion
penetration in the workpiece material. The thickness
of this surface layer is defined by the Shenland’s rela�
tion [5]:

(3)

where ρ is the workpiece material density, in g/cm3

and U is the acceleration voltage, in V.

RESULTS AND DISCUSSION

In this mathematical model of machining pro�
cesses the experimental data [16, 17] are used. We
show the solution of the equation (1), (2) and (3) using
parameters may be representative of laboratory by
Kim, Merlino [18] and Rosenberg, Merlino [19]. We

eU mv
2

2
��������.=

δ 2.2 10 12–
 U

2

ρ
����  [cm],×=

Potassium Oven
Grid

Positive ion sourceElectron source

Magnetic Field

Earth Earth

E
le

ct
ri

c 
F

ie
ld

Surface for micromachining

Ions/electrons incident
on the workpiece

surface

Cross�section of coil winding
Vie1

Vie2

Vie3

VgVee4

KSF6 Gas
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consider the plasma in which the heavy positive ions are
produced due to ionization of K+ and light electrons are

produced from  We have assumed that electron�
ion temperature ratio Tc/Ti is 2. It is further assumed
that the plasma is immersed in a magnetic field whose
strength varies from 0.11 T to 0.17 T and inhomoge�
neous DC electric field with strength from 12 V/m to
20 V/m, so that the given fields are perpendicular. In
this case for the positive ions the gyro�radius is
ρ ~ 0.095 cm and the temperature anisotropy is AT =
Ti/T||i – 1 = 1.5 with density gradient ni = 0.2. In this
case we would accept that for the heavy positive ions
the electrostatic ion�cyclotron instability could
become excited by the parallel velocity shear with scale
length from Ai = 0.5 to Ai = 0.55.

Figure 2 shows the variation of ion penetration in
the metallic surface (μm) versus k⊥ρi for different val�
ues of the magnetic field strength B0 with other fixed
parameters listed in figure caption. The ion penetra�
tion decreases with increasing of the magnetic field
strength. Due to the change of the magnetic field the
gyro�frequency changes, therefore the magnetic field
strength is a useful parameter for the machining pro�
cesses. The maximum value of ion penetration is
41 μm when the value of magnetic field is 0.11 T and
the minimum value is 0.137 μm for 0.17 T with other
fixed parameters listed in the figure caption.

Figure 3 shows the variation of ion penetration ver�
sus k⊥ρi for various values of inhomogeneous DC elec�
tric field. The real frequency increases with increasing
the value of electric field. In general, this has a stabi�
lizing effect owing to resonant and non�resonant
interactions affecting the real frequency. The maxi�
mum ion penetration is 14 μm, when the value of
inhomogeneous DC electric field is 20 V/m and the

SF6
–

.

minimum value is 2 μm for 12 V/m with other fixed
parameters listed in the figure caption.

Figure 4 shows the variation of ion penetration ver�
sus k⊥ρi for various values of inhomogeneity (x/a) in
DC electric field and other parameters being fixed.
The ion penetration decreases at increasing the value
x/a. For inhomogeneity of the DC electric field the
condition x/a < 1 is taken. Herewith x/a shows the
destabilizing effect on the wave incident on the work�
piece surface.

If the potential difference U has a value correspond�
ing to voltage applied usually within the electrical dis�
charge machining (for example, U = 70 V), one can
notice that the depth of electron’s penetration is insig�
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Fig. 2. The variation of ion penetration versus k⊥ρi with
other fixed parameters: Ai = 0.5, Te/Ti = 2, E0 = 16 V/m,
x/a = 0,2, θ = 88.5°, AT = 1.5, εnρi = 0.2, k⊥/k|| = tan(θ),

the density of metal = 3000 kg/m3. 1—Series 1, B0 = 0.11 T;
2—Series 2, B0 = 0.14 T; 3—Series 3, B0 = 0.17 T.
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nificantly small (δ = 1.381 × 10–9 cm). But if the poten�
tial difference is U = 5000–200000 V, then the depth of
electron’s penetration in the surface layer of the metal�
lic workpiece is much more (δ = 7.05 × 10–8–1.128 ×
10–2 cm). After the penetration of the electrons
through the layer of depth δ, the electron’s energy is
dissipated and as a consequence the temperature of
workpiece material increases up to the vaporizing
and melting temperatures, so that the micro�explo�
sions are produced and the small quantities of the
workpiece material are ejected and the small craters
are generated [20].

The theoretical results obtained from the given
mathematical model are found out within the range of
experimental result [20].

CONCLUSIONS

This paper describes the mathematical model for
the micromachining process. This shows the flexibility
of using the magnetic field, electric field and its inho�
mogeneity for control of ion penetration into metallic
surface. It has been shown that under the parameters
considered, the maximum value of ion penetration is
41 μm (at value of the magnetic field 0.11 T, voltage
16 V and inhomogeneity 0.2). Moreover, the theoreti�
cal results show that the ion penetration increases with
corresponding decrease of the magnetic field value
and inhomogeneity in the DC electric field and by
increasing of the DC electric field value.
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INTRODUCTION

Compounds with a perovskite structure exhibit a
variety of interesting physical phenomena: ferroelec�
tricity, pyroelectric effects, piezoelectricity, and struc�
tural and magnetic phase transitions [1, 2]; the study
of these phenomena is one of the most urgent prob�
lems of modern condensed matter physics. In addi�
tion, these materials are widely used in modern elec�
tronics; this necessitates a careful study of their crystal
structure and physical properties.

Lead titanate PbTiO3 is one of the well known and
most studied ferroelectrics with a perovskite structure
[3, 4]. PbTiO3 has a high ferroelectric–paraelectric
phase transition temperature TC [5, 6]; the relative
simplicity of the crystal structure makes it a conve�
nient model object for the construction of theoretical
models of the ferroelectric state in ionic crystals [7–9].
The ferroelectric effect in lead titanate is a result of the
distortions of the oxygen octahedra in the tetragonal
crystal structure with respective changes in the posi�
tions of the oxygen and titanium atoms [10]. An
increase in the temperature TC to 763 K leads to a fer�
roelectric–paraelectric structural phase transition,
which is associated with the transition from a tetrago�

nal phase to a cubic phase with space group Pm m
[11–13]. It is a first�order phase transition [10].

The structural changes in lead titanate under a high
pressure were studied at a fixed temperature by means
of X�ray diffraction [7, 8, 14]. The exposure to a high
pressure leads to a significant decrease in the Curie

3

temperature; at P ~ 11 GPa, a second�order ferroelec�
tric–paraelectric transition is found in PbTiO3 at room
temperature [7, 8]. The authors of [7] assume that the
phase diagram of lead titanate comprises a critical
point at which the type of the phase transition changes
from the first to second order. To study the structural
mechanisms of the change in the order of the phase
transition and the instability of the ferroelectric phase
under high pressures, we studied the crystal structure
of the PbTiO3 compound by energy�dispersive X�ray
diffraction in a pressure range of 0–4 GPa at temper�
atures of 300–950 K.

EXPERIMENTAL

Ceramic samples of lead titanate PbTiO3 were pre�
pared from PbO and Ti2O5 oxides using the standard
solid�state reaction technique with additional oxygen
lancing in platinum crucibles. The synthesis was car�
ried out in two stages: at a temperature of 1073 K for
1 day and at a temperature of 1273 K for 12 h with
intermediate crushing and compression molding into
tablets.

The experiments on energy�dispersive X�ray dif�
fraction under high pressures up to 4.0 GPa in a tem�
perature range of 300–950 K were carried out using an
MAX80 high�pressure hydraulic press [15], which
operated at beamline F2.1 of a DORIS�III source
(HASYLAB, DESY; Hamburg, Germany). A sample
was placed into a cylindrical container made of boron
nitride; the upper part of the container was filled with
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the sample, and the lower part was filled with NaCl for
calibrating the pressure. The sample was heated by
means of a graphite heater, and the temperature was
controlled using a thermocouple. The energy�disper�
sive diffraction patterns were recorded using a germa�
nium semiconductor detector with a resolution of
153 eV at an energy of 5.9 keV and with a resolution of
500 eV at 122 keV with a total averaged resolution of
Δd/d ≈ 1%. The fixed Bragg angle of the detector in the

experiment was 9.093°, and the exposure time was
~5 min.

The diffraction patterns were processed using Full�
Prof software [16], which is based on the standard
Rietveld method [17].

RESULTS AND DISCUSSION

The X�ray diffraction patterns of lead titanate
obtained at high pressures and temperatures are shown
in Fig. 1. Under normal pressure, in the temperature
range of 300–747 K, the diffraction patterns corre�
spond to the tetragonal crystal structure with symme�
try P4mm [6]. The unit cell parameters for this phase
under normal conditions were a = 3.903(6) Å and c =
4.145(4) Å, which is in good agreement with the pre�
vious results [6, 11, 14]. At a temperature of TC =
747 K, we observed changes in the diffraction patterns
(Fig. 1) corresponding to a structural transition into
the cubic phase of PbTiO3. The calculated value of the
unit cell parameter for the cubic phase was a =
3.971(3) Å (at T = 747 K).

The temperature dependence of the unit cell
parameters of PbTiO3 under normal and high pres�
sures is shown in Fig. 2. To interpolate them, we used
linear functions for the paraelectric cubic phase and
second�order polynomials for the ferroelectric tetrag�
onal phase.

The pressure dependence of the relative volume of
the unit cell for the tetragonal and cubic phases of
PbTiO3 at temperatures of 300 and 773 K is shown in
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Fig. 3. The experimental data were interpolated by the
third�order Birch–Murnaghan equation of state [18]:

(1)

where x = V/V0 is the relative unit cell volume; V0 is the
unit cell volume at P = 0; and B0 and B ' are the bulk
modulus (B0 = –V(dP/dV)T) and its derivative with
respect to the pressure (B ' = (dB0/dP)T), respectively.
The resulting values were B0 = 90(8) GPa for the tet�
ragonal phase and B0 = 138(9) GPa for the cubic phase
of PbTiO3.

P 3/2B0 x 7/3– x 5/3––( )=

× 1 3/4 B ' 4–( ) x 2/3– 1–( )+[ ],

It was found in [19] that the squared value of the
spontaneous polarization Ps is directly proportional to
the value of the spontaneous stress η = c/a – 1 for the
tetragonal phase of lead titanate; according to the
Landau theory of phase transitions [20, 21], it is an
order parameter whose value depends on the order of
the phase transition. Experimental data on the tem�
perature dependence of the spontaneous stress for dif�
ferent pressures were analyzed by using the following
function: η(T) = A(TC – T)ν [22], where TC is the
Curie temperature, ν is the above�mentioned order
parameter, and A is the scale coefficient (Fig. 4a).
Under a high pressure, an increase in the exponent ν

0

0.96

1 2 3 4

0.98

1.00

P, GPa

V/V0

Cubic 

Tetragonal 
T = 300 K

T = 773 K
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of the function is observed (Fig. 4b); it is this that indi�
cates the change in the order of the phase transition
from the first to second [21]. The change in the order
of the phase transition leads to a change in the baric
behavior of the Curie point TC (Fig. 5). It is evident
that the critical point in the phase diagram at which a
break of the baric behavior of TC is observed corre�
sponds to a pressure of P ~ 2.5 GPa and a temperature
of T ~ 720 K. In the low�pressure range, the baric
coefficient’s value is dTc/dP = –20(3) K/GPa; under
pressures above 2 GPa, it increases to –113(5) K/GPa.

CONCLUSIONS

It is found in this study that a high pressure leads to
a significant decrease in the temperature of the transi�
tion from the tetragonal ferroelectric phase to the cubic
paraelectric phase; in addition, in the low�pressure
range, the baric coefficient is dTc/dP = –20(3) K/GPa;
under pressures of P > 2 GPa, this coefficient increases
to –113(5) K/GPa. This can be attributed to the
change in the order of the ferroelectric–paraelectric
phase transition from the first to second under a high
pressure, as is evidenced by the change in the behavior
of the temperature dependence of the spontaneous
stress under a high pressure.
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INTRODUCTION

The wear resistance and corrosion resistance of
parts are foremost determined by the properties of the
surface layers or the adjacent ones. Hence, the metal�
lurgical fabrication of an alloy with such features is not
always necessary. It is easier to produce through vari�
ous methods a conversion surface layer with some pre�
scribed parameters. In this case, it is suitable to use
such a process as surface impregnation with anode
electrolyte heating [1–5].

It is well known [6] that the presence of carbon in
steel increases the metal corrosion rate due to the car�
bide phase. The surface decarburization of steel
removes its active nuclei and raises the metal corrosion
resistance. The anode surface impregnation in an
electrolyte is one of the decarburization methods.

When electrotechnical steel containing 0.35 wt %
of carbon is processed in an aqueous 15% solution of
Na2CO3 at a voltage of 175 V, a current density of 3–
5 A/cm2, a temperature of 700 ± 20°C or 885 ± 15°C,
and with an exposure time of 180 s, in total, the carbon
content is reduced by half at a depth of up to 0.2 mm
[7]. However, a fivefold growth of the carbon content
not favoring the reduction of the metal corrosion rate
is observed on the steel surface itself. In addition, the
erosion and thermal damage cause local corrosion,
and some developed pitting appears here and there.

By decarburizing steel through anode surface
impregnation in an aqueous solution of ammonia
chloride (NH4Cl) at a voltage of 180 V, a current den�
sity of 1 A/cm2, and a sample temperature of 650°C, it
is possible to reduce the carbon content in the bound�
ary layer by 28–62%. The part was cooled in the elec�
trolyte or in the air. Along with the decarburization of
the metal surface, there took place its enrichment with

nitrogen due to the high temperature surface oxidation
in the vapors of the aqueous electrolyte solution.
However, in this case, the decarburization of the sur�
face and its nitriding are not always sufficient, and the
oxide film produced due to the heat hardening is not
thick and its continuity is inefficient.

Electrolytic metal coatings are used as ornamental
ones (implementing corrosion proof components) and
to reduce the worn surfaces of machine parts [9]. The
iron deposited electrolytically has a higher hardness
than steel produced through metallurgic methods.
Ironing is a special coating and is mostly used to
restore the dimensions of the worn parts of machine
tools and agricultural machines. Iron deposits are also
used when brazing hard�face plates. However, these
coatings do not possess any protective–decorative fea�
tures, their corrosion resistance is not high, and the
electrolytic iron oxidizes in a wet air atmosphere. They
try to improve the corrosion resistance of the coatings
through the electrolytic deposition of a layer of zinc or
nickel. However, this method complicates the engi�
neering process, as it is necessary to use an additional
bath and power supply, and greatly prolongs the period
of the preparatory and finishing works. Besides
improving the corrosion resistance, this method often
causes the deterioration of the physical and mechani�
cal properties of the electrolytic deposits.

Other methods [10, 11] to improve the corrosion
resistance of iron coatings—alloying by copper,
cobalt, manganese, or nickel and using many�compo�
nent electrolytes—are known. However, these meth�
ods do not ensure the product resistance in some
media and often cause the deterioration of the physi�
cal and mechanical features of the deposits.

The corrosion resistance of coatings is improved
through the surface impregnation of a part’s surface at
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the anode process of electrolytic heating in aqueous
solutions containing nitrogen compounds (weight %):
(1) NH4Cl—10 and NH4OH—5; (2) NH4Cl—11
and NH4OH3—11 [1]. The cooling is performed in
the electrolyte after the current is switched off or in the
air. The surface layer is enriched with nitrogen; there
are formed nitrides and an oxide film due to the high
temperature oxidation of the surface in the vapors of
the aqueous electrolyte solution. However, the nitride
layer is nonuniform and has an insufficient depth; the
oxide film is not thick with inefficient continuity
decreasing the corrosion resistance of the metal sur�
face.

This work is devoted to the development of some
ways to improve the physical–mechanical properties
and corrosion resistance of electroplated coatings and
steel surfaces.

EXPERIMENTAL

The specimens of steel 45 (Its composition (weight %)
is as follows: C—0.42–0.5, Cr—0.25, Ni—0.25,
Mn—0.5–08, Si—0.17–0.37, P—0.035, and the rest
is iron.) 15 mm in diameter and 10 mm in height were
subjected to surface impregnation in electrolytes.
The process of the steel decarburization and the for�
mation of a continuous oxide film was carried out in a
known [8] electrolyte containing ammonia chloride
(NH4Cl—50 g/L; electrolyte I) and in the developed
electrolyte (g/L): NH4Cl, 50; hydroxylamine
NH2OH, 0.05–0.1; hydrozinechloride N2H4HCl,
0.1–1.0; and the rest is water (electrolyte II). The part
is connected to the current source anode with the volt�
age between the electrodes of 220 V, a current density
of 2 A/cm2, and a run time of up to 5 min. On com�
pleting the electrolytic heating, in the first case, the
part was cooled in the electrolyte. In the second case,
the live specimen was taken out of the bath, the current
was switched off, and the part was immediately put
into a hardening medium (a caustic soda solution with
a concentration of 50–100 g/L) until its temperature
became the same to perform additional oxidation of
the treated surface.

Electroplated coatings were deposited from the
ironing chloride electrolyte containing Fe(II) chloride
(FeCl2 ⋅ 4H2O; 400 g/L) and a salt acid (HCl) up to

pH = 1.0–1.2. A plate of mild steel served as the
anode. To produce a coating with a high adhesion to
the base, the specimens on dressing, defatted by soda
lime, and washing by water were subjected to anode
treatment in an ironing electrolyte with an anode cur�
rent density of ia = 50–60 A/dm2 and a temperature of
60°C for 1 min with the following washing in hot water
at 60°C. The deposition was carried out at the cathode
current density of ik = 10 A/dm2. On completing the
deposition process, the specimens were washed in hot
water.

The anode surface impregnation of the specimens
with the electroplated coatings was carried out in a
known salmiac–ammonia–nitrate electrolyte [2]
containing the following (weight %): NH4Cl—11,
NH4NO3—11 (electrolyte III). It was also carried out
in the developed electrolyte containing the following
(g/L): ammonia chloride NH4Cl—75, ammonium
nitrate NH4NO3—50, sodium nitrite NaNO2—15,
and carbamide CO(NH2)2—15 (electrolyte IV). To
oxidize the specimen surface, we previously [3] used
some additional treatment, namely, heat hardening in
a sodium nitrite solution with a concentration of 20–
30 g/L. However, in this case, we introduced it into the
electrolyte itself, and the specimen was hardened
directly in the electrolyte. The voltage on the elec�
trodes was 200 V, the current density was 2.5 A/cm2,
and the exposure time was 5 minutes.

The corrosion behavior was determined by the cor�
rosion rate, as well as by the potentiodynamic polar�
ization curves (4 mV/s) and by the values of the anode
dissolution currents taken with the help of a poten�
tiostat (PI�50�1.1) in a 0.05 M solution of Na2SO4.
The steady potentials were measured in a standard cell
with respect to the chloride silver electrode and then
were converted to the normal hydrogen scale. The
modified layer microhardness was estimated using a
PMT�3 device with a load of 0.2H. The carbon con�
tent was determined with the help of a chemical test
and X�ray microanalysis.

RESULTS AND DISCUSSION

The tests have shown (Tables 1 and 2) that the sur�
face impregnation of steel in electrolyte II containing
NH2Cl, NH2OH, and N2H4 ⋅ HCl and the additional

Table 1. The influence of the treatment type on the anode dissolution currents in a 0.05 Na2SO4 solution

Treatment method Ia, A/m2 at ϕ = –0.1 V Ia, A/m2 at ϕ = 0.1 V

Untreated 168 308

In electrolyte I 65.2 290

In electrolyte II 31.4 46.7

With additional oxidation in a caustic�soda solution (50 g/l) 19.8 21.5

With additional oxidation in a caustic�soda solution (75 g/l) 9.7 14.9

With additional oxidation in a caustic�soda solution (100 g/l) 8.1 11.2



76

SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 48  No. 1  2012

PARSHUTIN et al.

hardening in the caustic soda solution decreases the
anode dissolution currents in comparison with the
known electrolyte I containing 50 g/L of NH4Cl with
a potential of φ = –0.1 V (with the caustic soda con�
centration of 75 g/L) by factors of 2.1 and 3.38 and at
φ = 0.1 V, by factors of 6.2 and 13.5–25.9 with the car�
bon content in the boundary layer being nearly halved

and the microhardness growing from 5600 up to
5900–5990 MPa. The latter testifies to the increase of
the nitride layer. The corrosion rate reduces after
8 hours of tests by 1.4–2.5 times; after 24 hours, by
1.4–2 times; and after 72 hours, by 1.8–2.4 times. It is
seen that the greatest reduction of the corrosion rate is
observed in the case of the oxidation in the caustic
soda solution with a higher concentration. However,
there is no expected result when a concentration less
than 50 g/L is used, and, with a concentration of more
than 100 g/L, the corrosion resistance of the conver�
sion coatings hardly grows, but it becomes more dan�
gerous for maintenance workers.

The tests show (Table 3) that the electrolytic coat�
ings have a larger corrosion resistance in comparison
with steel due to the absence of electrochemically
active iron carbide. In this case, the anode dissolution
currents reduce from 34.07 down to 20.2 A/cm2, the
corrosion potential is ennobled by 340 mV, and the
corrosion rate, for example, after 8 hours of tests,
decreases from 26.0 to 21.01 g/m2 day.

The treatment in the proposed electrolyte IV
results in some ennoblement of the steel corrosion
potential from –0.073 to –0.026 V as compared with
electrolyte III, the reduction of the anode dissolution
currents from 8.02 to 5.1 A/cm2, and a decrease in the
corrosion rate after 8 hours of tests from 17.1 to
14.2 g/m2 day with the surface microhardness growth
from 4120 to 5500 mPa indicating the generation of a
larger amount of nitrides in the boundary layer as
compared to known electrolyte III.

Table 2. Influence of the type of treatment and the duration of treatment in a 0.05 M Na2SO4 solution on the content of
carbon in the surface layer, the surface microhardness, and the rate of corrosion of the samples

Electrolyte Method
of cooling

Microhardness 
Hµ, MPa

Content of C, 
weight %

Corrosion rate k, g/(m2 day)

8 h 24 h 72 h

I in electrolyte 5600 0.28 25.4 8.3 5.8

II in electrolyte 5900 0.16 18.1 5.8 3.2

in caustic soda 75 g/l 5990 – 10.3 4.1 2.4

Table 3. The values of the corrosion potential cor, the anode current density ia, and the rate of corrosion k in testing
(in 0.05 M Na2SO4) the samples of steel 45 subjected to different types of treatment: the numerator is electrolyte III, the
denominator is suggested electrolyte IV

Sample ϕcor, V
ia, mA/cm2

at ϕ = +0.3 V

Corrosion rate k, g/(m2 day)

8 h 24 h 72 h

Steel without a coating
and thermal treatment

–0.440 34.07 26.0 16.0 10.4

Steel without a coating, 
nitrided

–0.073/–0.026 8.02/5.1 17.1/14.2 8.3/7.2 4.3/2.7

Ironed steel, unnitrided +0.100/+0.150 20.2 21.01 12.4 8.2

Ironed steel and nitrided +0.255/+0.310 6.15/2.7 13.6/9.2 5.3/3.1 6.3/4.2
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Polarization curves in a 0.05 M Na2SO4 solution for
steel 45: untreated (1), ironed untreated (2), treated in
electrolyte I (3) and in electrolyte II (4), subjected to an
additional treatment in an NaOH solution with 100 g/L (5),
and ironed and treated in electrolyte IV (6).
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The surface impregnation of electrolytic iron coat�
ings in the proposed electrolyte IV in comparison with
electrolyte III ennobles the potential from +0.255 to
+0.310 mV, reduces the anode dissolution currents by
a factor of nearly 3 from 6.15 to 2.7 mA/cm2, and
decreases the corrosion rate after 24 hours of tests from
5.3 to 3.1 g/m2 day. This occurs owing to the great
amount of nitrides generated in the boundary layer of
the specimen and the more continuous and dense
oxide film formed on the specimen in the course of the
hardening. 

The examination of the potentiodynamic polariza�
tion curves shows that untreated steel 45 dissolves the
most rapidly (curve 1). The steel coated by electrolytic
iron dissolves considerably slower (curve 2). However,
the surface impregnation even in the known electro�
lyte (electrolyte I) results in the decrease in the cur�
rents by nearly two orders of magnitude (curve 3), and the
treatment in the proposed electrolyte (electrolyte II)
additionally decreases the currents by not less than
5 times (curve 4). If, after the surface impregnation of
the steel in electrolyte II, it is subjected to additional
oxidation in the caustic soda solution with a concen�
tration of 100 g/l, then the currents decrease even
more (curve 5). The minimum currents are attained
on the steel after ironing and surface impregnation in
proposed electrolyte IV (curve 6).

CONCLUSIONS

Thus, new methods to improve the corrosion resis�
tance of steels and electroplated coatings through sur�
face impregnation in the course of anode electrolytic
heating have been developed allowing one to increase
it substantially for machine parts, tools, and industrial
equipment and to increase their endurance.
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INTRODUCTION

In order to restore the electrophysical properties of
semiconductor materials and facilities on their basis
that were irradiated with nuclear particles, annealing
of the radiation�induced defects (RD) is commonly
used. As a rule, annealing is defined as the irreversible
thermal dissociation of defects. In a broader sense,
annealing includes the following processes: the ther�
mal dissociation of a defect, the motion of the defect
as an integral unit towards drains, the separation of
one of the components of a defect and the irreversible
drift to a drain, and the joining of one component of a
Frenkel pair with the existing defect.

The ultimate purpose of the research of the defect
annealing is to establish the activation energy of the
process of annealing and the frequency of the mobile
defect hopping to the drain, as well as to reveal the
possible reactions of the interaction between
the mobile and stable defects at certain temperatures.
The annihilation of defects can be sometimes deter�
mined if the pre�exponential multiplier (ν0) in ν =

 is known, where ub is the potential bar�

rier that the diffusing particle overcomes, and ν is the
average hopping frequency of a particle.

In silicon, the annealing of simple RDs is studied
most extensively; these defects are formed during the
interaction of vacancies and interstitial silicon atoms
with the atoms of the background and alloying impu�
rities that are present in crystals.

A vacancy–oxygen complex (A�center, VO) is
found to be one of the major radiation�induced defects
in Si; it introduces an acceptor level Ec–0.17 eV into
the forbidden zone [1, 2]. When an oxygen atom cap�
tures a vacancy, it shifts and locates almost at a vacant
point without replacing the substituted position
entirely. It is shifted from the center of a tetrahedral

ν0
ub

kT
�����–⎝ ⎠

⎛ ⎞exp

substitutional position in the 〈100〉 direction and it
binds with two silicon atoms to form Si–Oi–Si. An
A�center is commonly annealed at 600 K with activa�
tion energy of 1.3 eV [3]. During the annealing, it is
supposed to migrate through the crystal as an integral
unit and be captured by other defects to form more
complicated centers of oxygen multivacancies of the
V2O2(Si–P2) or V3O(Si–P4) types. However, the elec�
tric activity of these defects has started to be exten�
sively studied just recently due to the need of enhanc�
ing the radiation stability of nuclear radiation detec�
tors. The energy levels of the oxygen vacancy
complexes are assumed to be located near the center of
the forbidden zone.

The authors of [4] proved that the intensity of the
835�cm–1 infrared absorption band diminishes during
the annealing of A�centers with an activation energy of
1.3 eV in the temperature range of (300–400)°C. The
infrared zones of 830 and 877 cm–1 are relevant to the
absorption by the VOi�centers, which are in neutral
and negatively charged states, correspondingly. The
effect of annealing on the intensity of these bands and
the appearance of an 889 cm–1 band during the
annealing of the 830 cm–1 band were studied. These
bands were observed in silicon grown by the Czochral�
ski technique (Cz) after electron irradiation with an
energy of 2 MeV and a dose of 1 × 108 e–/cm–2. Iso�
thermal annealing was studied in the temperature
region of 300–350°C. The intensity of the 889 cm–1

band increased with the activation energy Ea = 1.86 eV
and the frequency factor ν = 6 × 1011 s–1.

The usual energy of 1.86 eV is considered as the
energy of activation for the A�center migration to
drains (atoms Oi). This migration process is probably
the partial dissociation of an A�center and consists of
three successive processes, i.e., the dissociation of an
A�center into V and Oi (where Oi returns to the inter�
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stitial position); the vacancy migration; and Oi hop�
ping into a new position, which the vacancy will
occupy. Such a representation makes it possible to
determine the value of the barrier of the capture of the
A�center by a drain, which is 0.36 eV [5].

According to [6], the decrease in the intensity of
the band at 830 cm–1 with activation energy of 2.27 eV
and the frequency factor ν = 1.6 × 1015 s–1 is also
attributed to the motion of an A�center with a capture
of Oi. However, the decrease of the band’s intensity in the
temperature range of 600–670 K is nothing but the com�
plete dissociation of an A�center, i.e., VOi → V + Oi.

An increase in the dose of γ�quants enhances the
annealing temperature of the A�center from 250 to
375°C (at this temperature, the concentration of the
defects decreases by 50%, and it is referred to as the
annealing temperature).

Divacancies (V2) are annealed by diffusion in a
crystal as an integral unit with the activation energy of
~1.3 eV and a frequency factor of ~1013 s–1 [8]. Three
stages in the annealing of the divacancy were observed in
the temperature ranges of 100–200°C with Ea = 1.0 eV,
200–300°C with Ea = 1.3 eV, and 300–500°C with
Ea = 1.5 eV [9]. This was attributed to the different
positions of the divacancies in the cluster nucleus: in
the region of a spatial charge (RSC), and in the con�
ducting Si matrix. The authors of [10] assume that,
since the divacancies are stationary at 150°C, their
annealing can be ascribed to recombination with the
mobile interstitial atoms.

Earlier, Watkins and Corbett showed that divacan�
cies can diffuse for great distances without dissociation,
since the binding energy between two vacancies is
≥1.6 eV [8]. The difference in the energies of formation

of 1.75 eV of  and  is in good agreement with the
given value of the divacancy dissociation [11]. The high
energy of the binding between the two vacancies in the
divacancy made it possible for the authors of [12] using
annealing at 200°C to transform the level of vacancies
EV + 0.19 eV into the donor level EV + 0.24 eV owing to
the divacancy’s modification by interstitial oxygen with
the formation of a V2O complex in p�Si. A similar
annealing at 220–300°C was performed in oxidized
n�Si that was grown using the method of a crucibleless
floating zone (FZ): (n0 = (3–5) × 1012 cm–3, N0 =
(1016–1017) cm–3) [13]. After irradiation with 7 MeV
protons and a 1�hour annealing at 300°C (after the
positions of the peaks stabilized), the divacancy posi�
tion in the forbidden zone of n�Si changed from Ec–
0.43 to Ec–0.47 eV. The latter was assigned to the V2O
complex. It was determined in [13] that V2O is
annealed in the temperature region of 325–350°C,
which is close to that of V2O annealing in n� and p�Si
at 300–350 °C [14].

Watkins and Corbett [8] observed that the diva�
cancy annealing temperature shifted towards lower

V2
0 2V1

0

temperatures with an increase in the oxygen concen�
tration. The temperature of the annealing of divacan�
cies (220–270)°C is somewhat lower than that of
annealing of A�centers. It depends on the relationship
of the concentrations of C and O impurities in silicon,
as well as on the conditions of irradiation and anneal�
ing. The presence of sodium in Cz–Si〈Na〉 shifts the
stage of A�center annealing in the region of (150–
225)°C [15]. Germanium in silicon has no effect on
the formation and on the annealing of A�center [16].
The presence of Ge in silicon increases the concentra�
tion of interstitial defects. Annealing of the latter
results from heating Si〈Ge〉 specimens to 200°C.
Annealing of regular silicon irradiated with fast neu�
trons at this temperature exhibits an increase in the
concentration of divacancies, which is well�known
from the literature. This increase is caused by the
annealing of the defects (V3 and V4) of a cluster. The
annealing of Si〈Ge〉 after neutron irradiation, on the
contrary, leads to an abrupt decrease in the concentra�
tion of the divacancies and can be conditioned by the
increase of the probability of the reaction of V2 and I,
which is the reason for the decrease in the concentra�
tion of V2.

A donor�vacancy complex (E�center) is found to be
annealed in the temperature range of (80–250)°C
depending on the charge state, the kind of annealing
dopant (P, As, or Sb), and the tetrahedral covalent
radius of the dopant atom. The activation energy of
annealing in neutral E�centers Ea = (0.94 – 1.46) eV
depends linearly on the covalent radius (r), Ea = (15r–
0.7) eV [17]. A change of the neutral charge state for a
single negative state increases the activation energy of
the annealing by ~0.3 eV [18]. In n�Si doped with
phosphor, depending on the charge state of a defect,
the value of the energy of annealing is 0.94 eV provided
that the E�center is in a neutral charge state, and it is
1.25 eV if the charge state is negative. The mechanism
of annealing of E�centers in silicon have not been
determined precisely yet, but both migration and dis�
sociation of them are found to be possible [19].

A boron�vacancy complex (B�V) is unstable at room
temperature according to the EPR data [20]. The elec�
tric measurements show that the level of EV + 0.45 eV
is annealed at a temperature of (360–500) K; however,
its activation energy is low; i.e., Ea = (0.42 ± 0.05) eV
[21]. Taking into account the value of the pre�expo�
nential frequency multiplier ν0 = (103–104) s–1 [17],
the long�path migration of these RDs prior to capture
by drains can be considered to be the most probable
phenomenon in the annealing.

Unlike the V�group dopants of Mendeleev’s table,
those of the III and IV groups can interact not only
with the primary vacancies but also with interstitial the
Si atoms that are generated by the radiation. The inter�
action of the interstitial Si atoms with such dopants is
reduced to the formation of a bound spatial configura�
tion followed by further displacement of impurities
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(with sizes less than a tetrahedral silicon radius) from
the nodes into the interstitial positions. Depending on
the impurity’s type, the introduced atoms are
annealed in the temperature range of 250–450 K. The
annealing of the introduced impurity atoms is accom�
panied by the formation of complexes (CiCs, CiCi, and
CiPs, etc.) that are more stable thermally. The annealing
parameters of these and other RDs in accordance with
[1, 2, 8, 14, 17, 18, 20, 22–37] are listed in Table 1.

A great number of scientific works that we have
analyzed showed that the RD annealing in silicon has
been studied just partially up to now. Moreover, the

temperature of the RD annealing is determined,
though the annealing process itself is almost not
described, and when it is, only two mechanisms are
primarily considered, i.e., the migration towards
drains or the dissociation of the defect. In addition,
most of the works that study annealing are entirely
experimental. Only [38] offers a theory of annealing of
complex defects, which are conventionally subdivided
into small and large ones. In this context, the main
purposes of this work are (1) to perform the theoretic
description of the annealing of simple RDs in silicon
based on the experimental data obtained by different

Table 1.  Parameters of annealing of radiation�induced defects in silicon

  Radiation�
induced  defects              

Activation 
energy, eV

Temperature range 
of annealing, K

Hopping 
frequency, c–1

Energy position, 
eV References

V0 0.33 ± 0.03 150–180 1011 [22]

V= 0.18 ± 0.02 60–80 108 [23]

V= → V• 0.27 90–120 1.2 × 109 Ec – 0.09 [24]

H (0.13)+ 0.32 ± 0.02 150–220 1.6 × 106 Ev + 0.13 [25]

H (0.13)0 0.45 ± 0.04 200–250 Ev + 0.13 [25]

I– 0.4 140–180 [26]

10 1.5 540–600 Ec – 0.4 [27]

I+ 0.85 370–420 [27]

 (Si�P6) 0.6 ± 0.2 400–420 ≈108 [28]

 (Si�B3) 700–750 [29]

1.3 473–573 1013 ub = 0.056 eV* [8]

Ci 0.71 300;(300–350) 4 × 108 Ec – 0.12; 
(Ev + 0.28)

[30]; [24]; [31]

Bi 0.60 250–300 [32]

VOi 1.3 600;(523–623) 108 Ec – 0.17 [1]; [2]

VB 250–280 [20]

VGe 200–240

V2O 573–623 [14]

V2I 0.7 ± 0.1 225–250 1012 [33]

V2 440–500 Ec – 0.39

V2O2 623–683 [14]

CiCs 1.08 ± 0.03 453–513 [34]; [35]

Ci
1.1 ± 0.1; 
ub = 0.3 eV** 310–350 9.1 × 1012 Ev + 0.48; 

Ec – 0.38 [36]

CiOi 623–723 Ev + 0.48 ± 0.01 [37]

PV– 0.94 130–170 Ec – 0.47 [17]

P+V2– 1.25 [18]

Notes: * —the barrier of reorientation C2n of the symmetry in D3d for ; 

** —the barrier which equals the binding energies of Ci and Ps.

I2
+

I2
+

V2
+(–)

Ps
–/0/+

V2
+(–)
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authors, (2) to determine the relevant parameters of
the annealing (the activation energy and frequency
factor), (3) to propose reactions (if possible) that
might explain the mechanisms of the annealing, and
(4) to consolidate the obtained information after hav�
ing analyzed the great data array on RDs annealing
that is currently available from the printed materials.

RESULTS AND DISCUSSION

When the concentration of defects in solids
exceeds the equilibrium level, these defects are found
to interact under certain conditions not only with each
other but with the background impurities too, thus
decreasing the free energy of a crystal. The modifica�
tion that the solid substance’s properties undergo
owing to the presence of radiation�induced defects
depends on the time during which the interaction
reaction occurs between the defects [39]. For example,
in p�Si, it takes ~10–2 s for silicon vacancies and inter�
stitial oxygen to interact to form stable A�centers at
300 K. In n�Si, this process is much faster due to the
lower activation energy of a negatively charged
vacancy, and it ends in ~10–7 s.

The easiest way to describe the annealing of the
defects is to use equations similar to those that are used
in chemical kinetics. The accumulation or disappear�
ance of the P concentration of the defects due to
annealing of the first order can be determined through
the rate constants K:

(1)

Usually, the rate constant Ki, j = Ai, jexp( /kT),

where Ai,j are the frequency factors;  is the activa�
tion energy of the process; k is the Boltzmann con�
stant; T is the absolute temperature; and i, j denote the
number of accumulation and annealing channels of
the defects, respectively. The vacancy�type defects are
annealed during annihilation together with the mobile
interstitial defects, whose migration energy depends
on their charge state [23]. It is noteworthy that using
kinetics of the first order is justified in the case when
the concentration of drains is at least an order higher
than that of the radiation�induced defects [1]. Having
integrated Eq. (1) and summed up various channels of
annealing or accumulation of defects, we obtain

(2)

The last term  indicates that the annealing has
not finished. Here, j denotes different channels of

dPi

dt
������ Ki Pi Pm

i–( )+ 0, dPi

dt
������ KjP

j
.–= =

Ea
i j,–

Ea
i j,

P T( ) P0
j Ajt Ea

j
/kT–( )exp–[ ]exp

j 1=

k

∑=

+ Pm
i 1 A–( jtexp Ea

i
/kT–( ) )exp–[ ]exp

i 1=

m

∑ P00
l

.

l 1=

n

∑–

P00
l

annealing the defects (e.g., owing to annihilation
together with an interstitial atom (di�interstitial sites),
capturing to a drain, dissociation of the defect, and
changing of the energy and frequency factor of anneal�
ing the defect under the condition of its reorientation);

 is the share of annealing of the concentration of the

defects in the j�method;  is the share of accumula�
tion of the concentration of the defects in the
i�method, e.g., due to dissociation of another defect
by low temperature annealing; and t is the time of the
annealing. The formation of a more stable defect is
possible, for example, owing to annealing of another
defect. Interstitial silicon atoms that are mobile at
room temperature can anneal not only A�centers but
also divacancies.

According to [2], a series of annealing processes of
radiation�induced simple defects (E�centers, A�cen�
ters, and divacancies, as well as the centers that
include carbon) that were described based on the
experimental data of different authors [6, 14, 15, 19,
40–48], along with the obtained results (the calculated
activation energies and frequency factors and the pro�
posed annealing reactions), are listed in Table 2.

The energy of the reorientation of the E�center [22]
coincides with the activation energy of the annealing
(0.94 eV). The binding energy of the P–V complex
exceeds it by (0.2–0.3) eV. Therefore, during the
annealing, an E�center can migrate towards drains as
an integral unit. This is also testified to by the fre�
quency factor of the annealing (Table 2). However,
annealing with an activation energy of 0.91 eV was
observed in [40]. This points to the fact that E�centers
can be annealed owing to annihilation with an intersti�
tial silicon atom [49], and their concentration can
grow due to the capture of a vacancy by a phosphor
atom during the dissociation of Frenkel pairs [19] in
the temperature region of (20–70)°C. The analysis of
[19] showed that the CsCs defect is formed during the
annealing of the CiCs defects at annihilation with a
vacancy. The CsCs defect has a level of Ec – 0.2 eV in
the forbidden band of silicon. In [47], the growth of a
CiCs defect and its annealing along the band of
7819.7 cm–1 were registered. The analysis showed that
the growth of the CiCs defect was caused by Ci (Em =
0.77 eV) migration, while its annealing resulted from
the dissociation of CiCs (Ea = 1.7 eV). There was not
even the slightest hint that CiCs annealing might occur
due to a vacancy capture by a CiCs defect. Therefore,
annealing curve 3 (Fig. 1, [19]) cannot confirm that
the annealing occurred according to the reaction
CiCs + V → CsCs, since, in CiCs, even Ci is partially
located in a node. Therefore, E�centers are not
annealed due to dissociation into P and V but rather by
moving towards drains, where oxygen atoms Oi are
found to be. Here, annealing curve 3 (Fig. 1, [19]) can
also be reliably described using the migration of inter�

P0
j

Pm
i
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Table 2.  Annealing of the radiation defects in silicon. The calculation of the activation energy and frequency factor is per�
formed in the scope of the theory of reactions based on the available experimental data

Defects
(levels)

T, K 
(annealing)

Activation energy 
Ea, eV

Frequency 
factor  ν, s–1 Annealing reactions Notes References

PV (Ec–0.47) 350–390 0.94 1.5 × 108–
1.8 × 109

PV0 + I–  → Ps PV0 [40], [19], 
[15]

390–430 1.25 1.3 × 109 PV– + I–   → Ps PV– [19]

290–350 0.8 
(D0 = 0.04)

1 × 109 
(r = 4  × 10–6)

P+ + V–  → PV V– [19]

333 0.91 1.34  × 1010 P+V– + I–   →  P+ I– [40]

VOi (12 μm) 300–350 0.74 (0.7–l.5) × 107 VOi + I2
  →  Oi + I 

(NVOi = 3   × 1017 cm–3)

[15], [41]

400–450 0.91 (1–3) × 107 VOi + I   →  Oi I– [41]

450–510 1.3 (0.5–l) × 1010
 + I → Oi

+0.4  eV [41]

510–570 1.1 (2–7) × 108

 + I2 
  →  Oi + I

+0.4  eV [41]

570–630 1.86 (D0 = 416) 5 × 1011–
5  × 1014 

(r = 1.5 × 10 7)

VOi + Oi 
  →  VO2i 

(NOi = 7 × 1017 cm–3)

Oi drain [15], [41]

VOi (Ec–0.17) 600–670 2.27 (0.3–3)  × 1015 VOi 
  →  V + Oi

dissociation [15], [6]

500–550 1.7 1  × 1012 VOi +  O2i 
  →  VO3i

O2i– diffusion [41]

300–360 0.8 
(D0 = 1.5  × 10 –3)

7 × 108 
(r = 1.5 × 10–7)

Oi + V   →  VOi V– [15]

VOiI 
(Ec–0.204)

320–400 0.74 7 × 106 VOiI  + I2   → I + OiI [42]

420–500 0.91 1 × 107 VOiI  + I   →  OiI I– [42]

500–540 1.86 
(D0 = 312)

6 × 1014 
(r  = 2 × 10–7)

VOiI + Oi 
  → O2i

Oi drain [42]

540–610 2.27 4 × 1015 VOiI   →  Oi
dissociation [42]

360–430 1.3 1013

 + I  → VOiI
+0.4  eV [43]

V2 (Ec–0.261) 
(Ec–0.43)

280–360 0.4 (2–3.5) × 102
 + I=   →  Si +V– I= (Ec–0.37) [42], [44]

360–470 0.74 (l–3) × 105
 +    →  2Si  (Ec–0,315) [42], [44]

470–520 1.1 9 × 107
 migration 

into a cluster

[42]

470–520 1.3 4.5 × 109
 migration 

into a cluster

[42]

V2 (Ec–0.42) 600–630 2.5 2.5 × 1017 V2O   → V2 + Oi
[44]

I2
0

VOi

 ←

VOi

 ←

I2
0

VOi

 ←

V2
0

V2
0

I2
0

I2
0

V2
–/0

V2
0

V2
=/–

V2
–
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Table 2.  (Contd.)

Defects
(levels)

T, K 
(anneal�

ing)

Activation energy Ea, 
eV

Frequency 
factor  ν, s–1

Annealing 
reactions Notes Refer�

ences

V2C 433 0.4 1 × 103 V2C0 + I=   → Cs
[45]

433 0.74 1.5 × 106
V2C0 +    →  Ci

[45]

350–370 1.1 2 × 1012 V2C   →  V2 + Ci V2C0 [15]

450–520 1.3 2 × 1012 '' migration [15]

450–520 1.5 2 × 1012 '' V2C– [15], [45]

V2CO (EV+0.28) 280–340 0.6 5.5 × 106
V2CO +   →  VOi + Ci

Ev + 0.35 
(VOi)

[46]

340–370 1.1 3.7 × 1012
CO   → V2O + Ci

at drains [46]

growth V2C+ 370–450 0.91 1 × 108 I + Cs →  CiCi + V2 → V2C [15]

(EV+0.20) 280–310 0.6 2 × 107
V2C +    →  Ci

[46]

340–380 1.1 3 × 1012 V2C   → V2 + Ci
at drains [46]

CiCs 7819.7 cm–1 
(Ec–0.15) 

7819.7cm–1 
865.7 cm–1

7819.7 cm–1

320–370 0.87 2 × 109 Ci + Cs 
 → CiCs

Si (Sn) [47]

370–420 0.77 (3–8)  × 107 Ci+ Cs 
  → CiCs

Si, Si (Na) [15], [46]

450–500 1.7 1.5 × 1014 CiCs + V2
  →  CsCs + V dissociation [47]

330–370 0.87 
(D0 = 2.1 × 10–3)

1.5 × 109 
(r = 2. 1 ×  10–3)

Ci + Oi 
  →  CiOi

diffusion [47]

320–370 0.87 
(D0 = 2.47 × 10–3)

2 × 109 
(r = 2.3 × 10–7)

Ci + Cs 
  →  CiCs

diffusion [47]

 (EV+0.09) 290–380 0.77 4.8 × 107
Ci + Cs

 →  
(EV + 0.09)

[46]

CiOi 865.7 cm–1 475–515 2.53 D0= 0.13; 

r = 1.3 × 106 

Ub = 1.27 eV

CsOi 
  → CiOiV change 

of configura�
tion

[47]

ISi (Ec–0.36) 333 0.91 4 × 1011 I– in interstitial sites drains [40]

333 1.0 9 × 1011 I– dumbbell drains [40]

ISi (Ec–0.37) 0.4 6.5 × 102 I= drains [42]

 (EPR) Si�B3 480–550 1.5 2.5 × 1011
I0 + I0   →  I0 (EV+0.42) [48]

550–630 1.5 2.0 × 1010
 + I0 →  I3  (EV+0.45) [48]

630–680 1.86 3 × 1011
 +  → Oi + I A�center 

migration
[48]

680–770 2.27 3 × 1012
 → I0 + I0 dissociation [48]

V2O (EPR) 400–490 0.8 3 × 105 VOi + V   →  V2O p�, n�Si [14]

500–570 1.3 
(D0 = 4.2 × 10–4 cm2/s)

1 × 109 
(r =1.6 × 10–7 cm)

V2 + Oi 
  → V2O n�Si [14]

570–620 2.5 
(D0  = 0.13 cm2/s)

3 × 1017 
(r = 0.3 cm)

V2O   → V2 + Oi; 
(Ub = 0.74 eV)

p�, n�Si [14]

I2
0

I2
0

V2
+

I2
+

CiCs
+

CiCs
+

I2
+

I2
+

I2
+

I2
+

I2
+
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0
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+
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stitial silicon atoms I (Em = 0.91 eV) and di�interstitial
sites I2 (Em = 0.74 eV) [49]. The annealing of E�centers
can thus be described by the reaction

PV0 + Oi → POiV (Ec – 0.105 eV) [50], (Ea = 0.94 eV),

and the appearance of the level of (Ec – 0.204 eV) as

OiV + I → OiVI (Ec – 0.204 eV) [42], (Ea = 0.91 eV),

POiV + I2 → Pi + OiVI (Ec – 0.204 eV), (Ea = 0.74 eV).

The authors of [42] assume that the level (Ec –
0.204 eV) is the acceptor level of an A�center; however,
most likely, it is an A�center modified by an interstitial
silicon atom. Presently, two models are proposed for
an A�center. The first model, which was generally
accepted from the beginning of the development of
radiation physics, describes an A�center as an accep�
tor�type defect with a level close to Ec – 0.17 eV in sil�
icon. Another model was proposed in [51] based on
the results of magnetospectroscopic analyses where an
A�center is an amphoteric defect with the acceptor and
donor levels being close to Ec – 0.17 and Ec –0.76 eV,
respectively. Relying on the DLTS measurements, the
authors of [52] connected the donor level EV + 0.38 eV
with a C–VO complex. According to the model of the
modification of the donor and acceptor levels of radi�
ation�induced defects by the background impurities of
Ci and Oi types, it was shown in [53] that the interstitial
carbon increases the energy of the acceptor levels in
the forbidden silicon zone and decreases the energy of
the donor levels by 0.035 eV. Therefore, the donor
level of an A�center of silicon is assumed to be (0/+)
EV + 0.415 eV.

Suppose that the annealing of E�centers is limited
by their diffusion onto A�centers [4], interstitial oxy�
gen, or other drains. Then, according to the theory of
reactions that are limited by diffusion [54], the rate
constant can be written as

(3)

where  is the radius of the interaction between

the Oi and E�centers, and D is the diffusion coefficient
of a defect to the drains. Let the drains in the specimen
with volume V ≅ 1 occupy the atomic volume with
radius R. Then,

(4)

where  is the concentration of drains per a unit of

the specimen’s bulk.
The average distance between the Oi atoms is d =

 and the average distance that E�centers are sup�

posed to cover to attain the drains (Oi) is L = d/
Hence, the average distance of the diffusion of an E�
center to a drain equals the radius of the atomic vol�

KE Oi– 4πrE Oi– D,=

rE Oi–

R 3
4πNOi

������������⎝ ⎠
⎛ ⎞ 1/2

,=

NOi

2R,

2.

ume drain. Then, in the case of the Markov process

L = 

(5)

where t is the time of the annealing. Regardless of the
statistically uniform introduction of vacancies under
the electron irradiation of silicon, the distribution of
E�centers is determined by the distribution of phos�
phor atoms.

Then, the time constant of the annealing (τ) equals

(6)

where D0 is the frequency multiplier, and Em is the
energy of the migration of the defect to the drains.

The condition of the linear character of the change
of the value of /  on a semilogarithmic scale

shows that the annealing of E�centers depending on
the temperature or time of the annealing can be repre�
sented as the following equation:

(7)

A consistent theory of diffusion�controlled reac�
tions in solids was elaborated by Waite [55]. As a vari�
ant, he considered the case when a quasi�chemical
interaction occurs between atoms with different coef�
ficients of diffusion in a solid. In our case, only one of
the components of the interacting pairs is mobile.

If the hopping frequency (ν) of the mobile defect is
known, the frequency multiplier D0 can be estimated
using the formula D0 = (2a2ν)/3π. Here, a = 5.43 Å is
the silicon lattice constant. If the mobile defect hopping
frequencies cannot be determined but the concentra�
tion of drains is known, the frequency multiplier (D0)
can be found using (5), since D = D0exp (–Ea/kT) both
in the case of isochronous annealing at temperature of
half the defect annealing and in the case of isothermal
annealing at the moment of 50% annealing of defects.
The annealing activation energy was taken equal to the
activation energy of the mobile defect diffusion. In so
doing, the defect was assumed to cover the average dis�
tance R provided that the rate of its disappearing is
maximal.

In the framework of the aforementioned developed
conceptions, taking into account (2) and using the
experimental data obtained by the authors of [14, 15,
19, 40, 41, 47], we estimated the capture radius (R) of
the mobile radiation�induced defects onto such drains
as the interstitial oxygen and on�site carbon at an
appropriate temperature. The results of the calcula�
tions are in Table 3.

The radii of the capture of the radiation�induced
defects (vacancies, divacancies, and A�centers, etc.)

Dt,

D 1
t
�� 3

4πNOi

������������⎝ ⎠
⎛ ⎞ 2/3

,=

τ 1– 4πD0rE Oi–
Em

kT
�����–⎝ ⎠

⎛ ⎞ ,exp=

NOi
NE Oi–

NE NE
0 t4πrE Oi– D0NOi

Em

kT
�����–⎝ ⎠

⎛ ⎞exp–⎝ ⎠
⎛ ⎞ .exp=



SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY  Vol. 48  No. 1  2012

ANNEALING OF RADIATION�INDUCED DEFECTS IN SILICON 85

by an interstitial oxygen and an on�site carbon fall
within the limits of 3 to 4 lattice constants of silicon.
The radius of capture of interstitial carbon (Ci) by the
on�site carbon (23 Å) exceeds that of oxygen (17 Å).
The radii of the vacancy capture by interstitial oxygen
(R = 15 Å) and by a phosphor atom (R = 180 Å) were
also found. Table 3 lists the calculated values for the
activation energy of annealing V2, VO, Ci, PV, I, I2,
which agree well with similar experimental values
obtained by other authors.

The authors of [19] observed annealing of E�cen�
ters in n�Si that was grown using zone melting in vac�
uum. The oxygen concentration in the specimens
according to the optical measurements was <1015 cm–3.
Therefore, the main mechanism of E�centers’ anneal�
ing in such specimens is assumed to be annihiltion
with interstitial silicon atoms according to the reaction

(P+V–)0 + I– → P+(  = 0.85 eV), and the barrier for
the annihilation is 0.09 eV. The barrier grows to 0.4 eV
provided that the E�center is in the negative charge
state.

The coefficient of diffusion of an E�center onto
drains (Oi atoms) can be estimated using (5) provided
that the oxygen concentration is high. The energy of
reorientation of an E�center (PV), which equals the
activation energy of the annealing, allows the pre�
exponential factor of the diffusion coefficient of an
E�center to be estimated. The radius of the capture of
an E�center by interstitial oxygen in n�Si was evalu�
ated using (7). The annealing parameters are pre�
sented in Table 3. The average temperature values of
the annealing (for 50% annealing) during isochronous
annealing and the time of the annealing (50% anneal�

Ea
I

–

ing) during isothermal annealing were used. The acti�
vation energy of the annealing was supposed to equal
the activation energy of the diffusion of the mobile
defect.

In the annealing of A�centers, both interstitial
atoms and di�interstitial sites of silicon participate. An
A�center has six possible orientations in a silicon lat�
tice. The results of the linear compression show that
the energy of the atomic reorientation of an A�center
is 0.38 eV [4], and this reorientation can occur at room
temperature. Therefore, if the atomic reorientation of
an A�center occurs during annihilation with intersti�
tial silicon atoms, the energy of annealing of an
A�center will be 1.1 or 1.3 eV depending on whether
the A�center interacts with an interstitial site or an
interstitial silicon atom, correspondingly. However, an
A�center needs high energy (1.86 eV) to migrate
through the crystal [6]. The calculations using (7) and
the data of [15] showed (Table 3) that the radius of the
capture of an A�center by an interstitial oxygen atom
is 15 Å. Table 3 shows that the radius of a vacancy cap�
ture by interstitial oxygen is also 15 Å during the for�
mation of an A�center. It seems that, with an A�center
(Ec – 0.204 eV) being modified by an interstitial sili�
con atom (the same as for a nonorientable divacancy),
it fails to be atomically reoriented.

Therefore, though the modified A�center can be
annealed during annihilation with interstitial silicon
atoms, the stages of annealing with 1.1 and 1.3 eV are
not observed (Table 2). The modified A�center
migrates with an activation energy of 1.86 eV and dis�
sociates with an energy of 2.27 eV, the same as for a
regular A�center. The authors of [6] claim that the

Table 3.  Annealing of intrinsic radiation�induced defects in silicon limited by diffusion

Reactions
Concentration of 
capture centers, 

cm–3
D0, cm/s Ea, eV R × 108, cm Tanneal, K References

V2 + Oi → V2O 1018; Oi 4.19 × 10–4 1.3 16 500–570 [14]

V + Oi  → VO 8 × 1017; Oi 1.5 × 10–3 0.8 15 300–350 [15]

VO + Oi  → VO2i 8 × 1017; Oi 4.16 × 102 1.86 15 500–550 [15]

Ci  + Oi  → CO 6 × 1017; Oi 1.17 × 10–3 0.87 17 320–380 [47]

Ci + Cs → CiCs, 2.9 × 1017; Cs 2.53 × 10–3 0.87 23 320–380 [47]

V– + P+ → PV 5 × 1014; P 8.6 × 10–2 0.8 180 300–350 [19]

PV0 + Oi  → PVO 9 × 1017; Oi 3.82 × 10–1 0.94 15 333 [40]

PV0 + Oi  → PVO 7 × 1017; Oi 1.06 × 10–4 0.94 16 350–450 [15]

I + VO → Oi 2.81 × 1017; VO 3.9 × 10–5 0.91 22 400–450 [41]

I2 + VO → Oi +I 3.5 × 1017; VO 1.67 × 10–4 0.74 20.3 290–360 [41]

O2i + VOi  → VO3i 2.24 × 1017; VO 1.5 1.7 23.7 530–570 [41]

I+  → Oi
2.57 × 1017; VO 6.93 × 10–3 1.3 22.5 470–530 [41]VO

 ←
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motion of Oi monitors the annealing mechanism of
VOi centers.

Data on the annealing of divacancies (Ec – 0.261 eV)
and (Ec – 0.43 eV) based on the data obtained in [42]
on annealing of n�Si (n0 = (2–4) × 1014 cm–3) that was
irradiated with α�particles of 241Am with energy of
5.48 MeV are presented in Table 2. Although the

annealing of  and  in the region of (470–520) K
was detected in the same n�Si specimen, the activation
energies of their annealing are different. The anneal�
ing of divacancies depends not only on their charge
state but rather on the presence of a distortion in the
zones of the energy in clusters.

It is natural to assume that, at 500 K, the divacan�
cies are mobile, and their coefficient of diffusion
depends on the charge state of the divacancy. In the
absence of electric fields generated by clusters, the
migration energies of divacancies towards drains are

(Ea = 1.1 eV) and (Ea = 1.5 eV). Provided that a
divacancy changes its charge state during the migra�
tion to drains, the energy of migration is Ea = 1.3 eV.
The vacancies that are modified by carbon (V2C)
behave similarly. Divacancies may annihilate both
with interstitial atoms and di�interstitials of silicon
with activation energies of 0.4 and 0.74 eV, respec�
tively. The charge state of the interstitial atom is
assumed to be then double negative (Ec – 0.37 eV)
(Table 1, [53]). Table 1 [53] also shows that a CO�
modified divacancy has a donor level of Ev + 0.28 eV,
the same as interstitial carbon (Ci) in p�silicon. There�
fore, the kinetics of the accumulation of a bistable
defect CiCs (Table 2) are precisely described by the
energy of migration of Ci in p�Si (p0 = 2.4 × 1015 cm–3):
Ea = 0.77 eV, ν = 4.8 × 107 s–1 [46]. The annealing of
defects with levels Ev + 0.28 eV and Ev + 0.20 eV
showed that they are annealed with activation energies
of Ea = 0.6 and Ea = 1.1 eV. A 70% annealing of the
defect Ev + 0.28 eV yields precisely the defect CiCs

(Ev + 0.09 eV). The di�interstitial silicon atoms  are
found to migrate in the lattice of p�Si with energy of
Em = (0.6 ± 0.2) eV, and energy of 1.1 eV is typical for
the migration of divacancies [28]. Hence, the follow�
ing pattern of reactions during annealing of the levels
of defects (Table 2) can be offered:

Ev + 0.28 eV

V2CO +  → VOi + Ci (Ea = 0.6 eV)

V2CO → V2O + Ci (Ea = 1.1 eV)

and 

Ev + 0.20 eV 

V2C +  → Ci (Ea = 0.6 eV)

V2C → V2 + Ci (Ea = 1.1 eV).

V2
= V2

–

V2
– V2

0

I2
+

I2
+

I2
+

It is possible that the divacancies V2CO and V2C do
not dissociate during their migration towards drains,
as was suggested above.

The energy of migration of interstitial carbon (Ci)
in the presence of a deformation in silicon that is cre�
ated by tin atoms increases to Em = 0.87 eV [47]. The
CiCs annealing, as well as its dissociation, is doubtful.
The reason for the doubts is that the second stage of
accumulation of CiOi cannot be described as Ci

joining Oi. The energy of annealing is much higher
than the energy of migration of carbon Ci, which
would join Oi. Generally, CiCs is annealed in the
region of (450–500) K, i.e., in the temperature region
of migration of divacancies to drains. Moreover, CiCs

is in the neutral charge state, when the carbon atoms
occupy the node positions, and the silicon atom is
bound between them. Hence, the divacancy annihi�
lates with the silicon atom according to the following

reaction: Ci  + V2 → CsCs + V. Since the barrier for
the annihilation I with V2 is 0.4 eV [56], and the energy
of migration of the divacancy is ~1.3 eV, the activation

energy of annealing the Ci  of a bistable defect will
equal Ea = 1.7 eV, which was precisely observed when

describing the annealing of a Ci  defect [47]. There�
fore, to describe the second stage of increasing the
concentration of the CiOi defects, we shall assume that
the Oi atom will extrude Cs to the node position
according to the reaction of CsOi → CiOi + V. Since in
this situation the oxygen atom (Oi) must not migrate
through the lattice (the CsOi concentration in silicon is
fairly high), the Oi atom must overcome the barrier
Ea/2 for this reaction to occur. Then, in the scope of
the theory of the reactions limited by diffusion, using
(7), the effective radius of the capture Ref can be deter�
mined if the barrier for the reaction is absent. How�
ever, as the barrier exists and the radius of the capture
of the Ci atom by the free oxygen (Oi) according to
Table 3 is 17 Å, it can be determined as ([56], p. 234)

(8)

where Ub is the barrier of the interaction between Cs

and Oi, and R0 is the radius of the capture of Ci by an
Oi atom if the barrier is absent.

Annealing of silicon at (200–250)°C decreases the
free oxygen (Oi); however, annealing of the vacancy�
type defects by the capture of interstitial defects occurs
usually up to 200°C, and, in the region of (200–
250)°C, the divacancies move to drains. In addition, if
Ci appeared during the dissociation of CiCs, the growth
of CiOi would occur with energy of 0.77 eV (annealing
of Ci), rather than with ≥2.5 eV.

Annealing in the temperature region of (250–350) K
of level (Ec – 0.37 eV) [42], which according to (Table 1,

Cs
0

Cs
0

Cs
0

Ref R0
Ub

kT
�����–⎝ ⎠

⎛ ⎞ ,exp=
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[53]) is related to an interstitial silicon atom I=/–,
really occurs with activation energy of Ea = 0.4 eV. Iso�
thermal annealing at 333 K [40] showed that the inter�
stitial silicon atom in a negative charge state can be in
two configurations (dumbbell and interstitial site);
thus, its activation energy of annealing can be different
(1.0 and 0.91 eV, correspondingly, Table 2). 

The energy of migration of  in a zero charge state

was Em = 0.42 eV [57], and, in an �positive charge
state, it was Em = (0.6 ± 0.2) eV [28]. However, there is

a more thermally stable configuration of  (Si�B3).
The analysis of the annealing and the increase of the
concentration of Si�B3 [48] showed that the energy of

the formation and annealing of  occurs with activa�
tion energy of Ea = 1.5 eV, which is known to belong to
the energy of migration of I0. Therefore, the energy of
migration of Si�B3 is assumed to be >1.5 eV. Its two
other energies of annealing (Em = 1.86 and 2.27 eV)
have been detected also for annealing of A�centers.
Therefore, it would appear reasonable that it is not an
A�center that moves to drains but rather the energy of

migration of  (Si�B3) is Em = 1.86 eV, and its disso�
ciation at E0= 2.27 eV leads to annealing of A�centers
and, probably, other defects as well.

The annealing and growth of V2O defects in n� and
p�Si [14] can be described using the reactions pre�
sented in Table 2. Vacancies in n� and p�Si are cap�
tured by A�centers with the energy of migration of the
vacancies of Em = 0.8 eV [49]. The capture of divacan�
cies for interstitial oxygen with V2O formation occurs
with the energy of migration of the divacancies Em =
1.3 eV in n�Si only. The radius of the capture of a diva�
cancy by an interstitial oxygen atom was determined to
be R = 16 Å (Table 3) using (7). Annealing of V2O in n�
and p�Si occurs with an activation energy that equals
the energy of migration of interstitial oxygen, and,
according to (8), the energy of the barrier for the dis�
sociation of V2O → V2 + Oi is Ub = 0.74 eV.

CONCLUSIONS

Annealing of the known radiation�induced defects
in silicon (E�centers, A�centers, divacancies, carbon�
containing centers, etc.) is described theoretically
based on the experimental data that were obtained by
many authors. The current material on RD annealing
in Si is consolidated to a certain extent. The appropri�
ate parameters of annealing of the main defects (the
activation energy and frequency factor) are deter�
mined, and various mechanisms and reactions that
accompany the RD annealing are proposed. The cap�
ture radius of mobile radiation�induced defects (V, Ci,
V2, and A�centers) by interstitial oxygen is found to be
in the limits from 3 to 4 silicon lattice constants. The

I2
0

I2
+

I2
+

I2
+

I2
+

radius of the capture of interstitial carbon (Ci) by node
carbon (23 Å) is found to be larger than by oxygen
(17 Å). The radii of the vacancy capture by interstitial
oxygen (R = 15 Å) and phosphor atoms (R = 180 Å)
were defined, which determines the rate of introduc�
tion of A� and E�centers into n�Si.
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Oxygenated water serves as a reaction medium for
most natural redox transformations. Therefore, the
charge transfer in a water–oxygen system and the con�
ductivity mechanism in it are a subject of undoubted
interest. The required information can be obtained via
studying the behavior of water and electrolytes in an
electromagnetic field that simulates the field of the
earth using the electrochemical impedance spectros�
copy method [1].

All the known studies of the electroconductive
properties of ultrapure water were carried out without
determining the conductivity mechanisms; they were
a priori considered to be relay�race [2, 3]. The imped�
ance spectroscopy method was used in an attempt to
construct a simple equivalent circuit of the structure of
an electric double layer (DL) at the electrode–water
interface in terms of the Gouy–Chapman and Stern
models [2]. The high�precision measurement of the
electroconductivity of ultrapure water in the range of
0–100°C was performed in order to clarify the role of
the conductivity of the hydroxyl ion at high tempera�
tures [3]. The measurements served as the basis for cal�
culating the fundamental properties of the water (the
ion mobility, density, and ionization constants).

Modern methods revealed the heterogeneous state
of water (clusters) in which long�range order elements
are preserved in the structure above the melting point
[4–12]. Heterogeneous structures are recorded in the
temperature range of the existence of wildlife (0–
35°C) and can lead to “soft” local changes of the water
properties via speeding up or slowing down the biolog�
ical and other natural processes. Since the mecha�
nisms of cluster formation are not completely clear,
some attempts of their quantum�chemical modeling
have been made [13–15]. In addition, the possibilities

of an energy gain during the formation of supramolec�
ular structures were shown. Of particular interest are
the calculations [15] that point to a nonmonotonic
increase in the total dipole moment of oxygen�con�
taining clusters with an increase in their size in the
range of 10 > n > 50 formula units.

Heterogeneous entities must have a significant
effect on the mechanism of water conductivity owing
to the possibility of damping the charge in a quasi�
crystalline backbone, i.e., on the long�range order ele�
ments above the melting point or in another supramo�
lecular structure [9, 13]. This property makes pure
water significantly different from the electrolyte solu�
tions that mostly contain short�range order structures
that arise from the solvation of ions [1].

Charge transfer and the formation of redox couples
are the basis for any process of energy conversion.
However, in all theoretical and experimental studies,
water is considered as an inert medium that is not
involved in the electrode processes. Previously a
hypothesis of a complex proton–electron mechanism
of conductivity of oxygen�containing water was
advanced [16]. Therefore, the study of the accumula�
tion and transformation of energy under conditions of
redox reactions at the electrode–water interface in
pure water, a dilute electrolyte, and in oxygen�con�
taining water is the subject of this study.

EXPERIMENTAL

For the studies, we used distilled water that under�
went degassing via long�term boiling (for 2.5–3 h)
with a reflux condenser made of teflon. Hot water hav�
ing a temperature of 80–85°C was placed into a sealed
measuring cell, in which it was cooled to 20 ± 2°C.
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After that, the water was oxygenated via bubbling for
2–3 h using an intermediate container with 0.1 M
NaOH to trap the carbon dioxide. The content of oxy�
gen in the water and electrolytes was controlled using
the Winkler method [17].

The 0.1 M KCl and 0.01 M Na2SO4 electrolytes
were prepared from special purity grade reagents.

The effect of an electromagnetic field was mea�
sured in tubes with a diameter of 15 mm and a length
of 160 mm, which had 500 turns of 0.15 PEL copper
wire outside a polyvinylchloride or glass frame
(Fig. 1). Platinum electrodes were mounted into the
ends of the tube. An alternating voltage with an ampli�
tude of 18.75 V and a frequency of 50 Hz was applied
across the winding. The resulting response was mea�
sured in the tube using a UT�30C high�resistance volt�
meter (Uni�Trend, Hong Cong) with an input imped�
ance of no less than 10 mΩ. The measurement error
was ±0.5%.

The electric conductivity of the solutions was
determined from measurements of the impedance
spectra. They were carried out using an Autolab�30
electrochemical module (Ekochemie BV, Nether�
lands) equipped with a Frequency Response Analyzer
(FRA) module. The samples were placed into the cell
with platinum electrodes with an area of 4 cm2 at a dis�
tance of 1 cm. The measurements were performed
according to a standard procedure in the frequency
range of 0.001 Hz to 1.0 MHz with a single pulse
amplitude of ±5 mV. The module was controlled using
Autolab 4.7 software with the subsequent processing
using the Zview 2.0 software package via the complex
amplitude method. The graphic data are presented
without conversion to specific values because of the
operating conditions of the ZView 2.0 computation
package.

RESULTS AND DISCUSSION

The data on the conductivity of the oxygen�con�
taining and degassed water, which were derived from
the measurement at a commonly used frequency of
3 kHz, show significant differences in values: in the
presence of oxygen, the water conductivity increases
by several orders of magnitude unlike the electrolyte
solutions (Table 1).

The table shows that the oxygen content in the
dilute electrolytes differs slightly. Hence, the conduc�
tivity of the systems is determined by their structural
features.

The impedance spectra and the equivalent circuit
parameters of solutions of strong electrolytes (0.1 M
KCl and 0.01 M Na2SO4) are shown in Fig. 2. They
suggest that Faradic charge transfer, which is described
by the classical theory of electric conductivity, is
observed in the solution of 0.1 M KCl [19]. The spec�
trum is represented by a straight line with a negative
value of the complex impedance. The negative value of
the imaginary number is determined through the
equation

(1)

In this case, the equivalent circuit is a capacitive cir�
cuit (Fig. 2a).

The equivalent circuit for the oxygen�containing
solution of Na2SO4 is much more complicated; this is
attributed to the specific features of the electrode reac�
tions of oxygen�containing anions. In this case, a pos�
itive value is described through the following equation:

(2)

Therefore, the equivalent circuit corresponds to an
inductive circuit. The presence of both positive and
negative values of the imaginary part of the impedance
shows that the circuit can be both capacitive and

Z j/ωC– jXC.–= =

Z jωL jXL.= =

High�resistance
voltmeter

Pt

120 mm

≈ 8 V

Coil

Pt

50 Hz

Fig. 1. Scheme of the experiment in an electromagnetic
field.

Table 1. Values of the electric conductivity χ of the studied objects measured at 3 kHz

Component χ, S/cm Reference data Content of O2, mL/L

Distilled water + O2 1.64 × 10–4 9.0

Degassed distilled water 7.33 × 10–8 5.56 × 10–8 [3] –

0.01 M aqueous solution of Na2SO4 pH 6.5 3 × 10–3 1.0 × 10–4 [18] 9.0

0.1 M aqueous solution of KCl pH 6.8 9.98 × 10–3 12.88 × 10–3 [18] 8.6
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inductive. In this case, at zero values of the imaginary
impedance, the equal probability is implemented
(Fig. 2b):

(3)

The equivalent circuit of the sodium sulfate solu�
tion, which simultaneously contains capacitive and
inductive resistance, gave the best agreement with the
experimental data. The occurrence of an inductive
resistance is possible if the system comprises particles
with an intrinsic magnetic moment. These particles

jXC– jXL.=

can include the reactive oxygen species resulting from
the electrode reaction.

Since sodium sulfate is an indifferent electrolyte,
water is the main participant in the formation of these
reactive species. The impedance spectra derived for
pure water (Fig. 3) have no positive imaginary part of
the impedance; however, in a certain range, they are at
its zero mark, which also suggests the equiprobable
implementation of the above described equivalent cir�
cuits. This occurs in the case of oxygenated water
(Fig. 3b). In the case of degassed water, the equivalent
circuit is most similar to an oscillatory circuit.

The parameters of the impedance spectra of dis�
tilled water in the presence and absence of dissolved
oxygen are shown in Fig. 3 and Table 2.

For oxygen�free bidistilled water (Fig. 2a), the
spectrum is similar to the electrolytes with deviations
in the high�frequency region, whereas the spectrum of
oxygen�containing water (Fig. 2b) comprises a signif�
icant contribution of inductive resistance [20]. The
data of Table 2 suggest that its value varies from

0
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Fig. 2. Impedance spectra of the 0.1 M KCl and 0.01 M Na2SO4 solutions and their equivalent circuits.

Table 2. Parameters of equivalent circuits for (1) oxygen�
free and (2) oxygenated bidistilled water

Parameter Resistivity 1, Ω/cm2 Resistivity 2, Ω/cm2 

L –3.9 × 10–4 –2.8 × 10–5

R 30.5 × 102 –1.8 × 104

CPE�T 29.0 × 10–6 28.8 × 10–7

CPE�P 16.2 × 10–2 7.5 × 10–4

Element Resistance, Ω Error, % Resistivity,
Ω/cm2 Element Resistance, Ω Error, % Resistivity, 

Ω/cm2

R1 45, 46 0.023 11.36 R1 142.5 0.049 35.625

CPE1�T 1.33 × 10–4 0.4 0.333 × 10–4 CPE1�T 1.9 × 10–4 1.342 4.75 × 10–5

CPE1�P 0.843 0.1 0.211 CPE1�P 0.846 0.272 0.212

R2 9988 3.04 2497 L1 2.337 × 10–6 7.201 5.843 × 10–7

R2 17.62 15.16 4.405

CPE1

R2

R1 R1 L1CPE1

R2
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⎯15.6 × 10–4 to –1.13 × 106 Ω. These significant dif�
ferences can be attributed to the structural features of
the water. The analysis of the phase angle shift (Fig. 3)
revealed a considerable shift of the phase angle to the
negative region in both the low�frequency and high�
frequency ranges in the case of water without oxygen.
In the oxygen�containing water, a phase angle shift is
not observed in a fairly wide frequency range. In
accordance with equation (4), this is indicative of the
equiprobable participation of the inductive and capac�
itive components of the mpedance:

(4)

where R is the active resistance, and R ≠ 0.
The absence of the components that form the dif�

fuse region of the EDL in pure water and the introduc�
tion of an electrochemically active gas, i.e., oxygen, in
it have led to the necessity of modeling fundamentally
new equivalent circuits. Since the molecule of oxygen
and its reactive species exhibit magnetic properties,
their presence in the reaction chamber can cause self�
induction currents. To take into account the specific�
ity of the structure of the near�electrode layer during
the anodic evolution of oxygen, we introduced an
inductive resistance into the composition of the equiv�

Θtan XL XC–( )/R,=

alent circuit of the process [21–24]. This model,
which contains two time constants, can adequately
describe the evolution of oxygen/ozone on an inert
β�PbO2 electrode in the absence of diffusion control.
The model takes into account the uncompensated
resistance of the solution RΩ, the EDL capacitance in
the form of a constant phase element (CPE1 (Cdl)), the
charge transfer resistance Rct, the adsorption
pseudocapacitance of the reaction intermediates
CPE2 (Cdl), and the resistance of the adsorbed inter�
mediates Rads.

The introduction of an inductive resistance into the
circuit was caused by its manifestation in the high�fre�
quency range of the impedance spectrum [22, 25–27].

However, having introduced an inductive resis�
tance into a fairly cumbersome equivalent circuit, the
authors of [25] did not take it into account in the cal�
culations; they assumed that it would not have an
effect on the formation of active oxidizing agents with
the participation of water, although the presence of
oxygen and ozone, which exhibit magnetic properties,
must necessarily change the equivalent circuit of the
electric conductivity in the near�electrode space. This
statement is based on the fact that the surface polar
molecules give a pronounced anisotropic response to
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Fig. 3. Impedance spectra and equivalent circuits for (a) oxygen�free and (b) oxygenated bidistilled water.
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the applied electric field and mostly form dipole orien�
tations parallel to the surface [28]. In particular, in
water, these effects take place because of the occur�
rence of a spontaneous asymmetry of hydrogen bonds
in water clusters, which results from a change in their
configuration. It is these effects that determine the
polarization properties of water at the interface,
including the conditions of the imposition of an exter�
nal electromagnetic field [29].

The experimental data for the dependences of the
real and imaginary parts of the impedance on the fre�
quency of the oxygenated and degassed distilled water
are shown in Figs. 4 and 5. It should be noted that the
experimental data for the oxygenated water are similar
to the results obtained by Grasso [2].

It is noteworthy that the appearance of oxygen in
the water leads to a change in the frequency range by

an order of magnitude (Fig. 5) with respect to the oxy�
gen�free water (Fig. 4). For the oxygen�free water, this
model is valid up to frequencies of 0.25 MHz (Fig. 4).

To substantiate the introduction of a CPE into the
circuit in the studied systems, we considered the pos�
sible processes at the electrode–solution interface
under the conditions of a low�amplitude alternating
current being applied. In this case, only the electroac�
tive regions of the electrode’s surface are involved into
the electrochemical reaction rather than the entire
surface. As this takes place, the following processes
occur: (i) the charging of the EDL capacitance, (ii) the
charge transfer owing to one or more electrochemical
reactions, (iii) the spatial separation of the charges
owing to the diffusion in the solution’s volume, and
(iv) the charging of the capacitance owing to the spe�
cific adsorption of the solution’s components or the
electrode reaction products. The two last�mentioned
processes are functions of the temperature and pres�
sure. Therefore, the properties of a CPE (a double�
layer capacitor without an insulator interlayer) depend
on these two parameters. The CPE that is formed at
the interface of physically different current carriers
[30] can indicate the occurrence of several nonequilib�
rium flows for example, in the presence of intermedi�
ates of electrochemical reactions involving oxygen
[31, 32]. In this case, the active oxygen�containing
intermediate products form a region of spatial (vol�
ume) charge separation similar to semiconductors
irradiated with high�energy electron fluxes [33].

The CPE�T parameter is responsible for the spatial
separation of the charges owing to the diffusion in the
solution’s volume; CPE�P is responsible for the charg�
ing of the capacitance owing to the specific adsorption
of the solution’s components or the electrode reaction
products.
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The dependence of the amplitude of the current on
the amplitude of the EDL is similar to Ohm’s law, in
which the role of the resistance is played by the imped�
ance of the electrochemical circuit under study. It
comprises capacitive and inductive resistances in the
presence of these elements in the circuit. The resulting
numerical values of the inductive and capacitive resis�
tances adequately describe the behavior of oxygen�
containing distilled water if we assume that, in accor�
dance with the model (Fig. 3b), in a molecular cluster
of water with oxygen, a stable defect region arises and
forms a “capacitor and solenoid” system, and the
solenoid core is oxygen.

The presence of an inductive resistance in water
systems is the subject of debate [34]. In order to
directly confirm the differences in the behavior of
water and a dilute electrolyte, we carried out an exper�
iment on the transmission of an electromagnetic field
through the systems under study. The measurement
data are shown in Fig. 6.

In a fairly wide temperature range, in the presence
of an electromagnetic field in water, an increase in the
temperature leads to a gradual decrease in the voltage
response, which disappears only at a temperature of
60°C. However, this phenomenon is not observed in
the electrolyte solutions (Fig. 6, curves 3–4). Thus, we
can assume that oxygen�containing pure water has a
stable eigenstructure capable of holding the reactive
oxygen species and forming a kind of microsolenoids.

The variation in the response values is apparently
attributed to the different wettability of the materials:
polyvinylchloride is hydrophobic, and glass is hydro�
philic. In this case, the additional losses are caused by
the formation of an EDL on the surface of the glass,
which results from the specific adsorption of water.

A comparative analysis of the equivalent circuits of
the pulse transformers (Fig. 7) revealed a correlation
between the elements of the model circuit of oxygen�
containing water and equivalent circuits of pulse
transformers, which suggests that, in the frequency
ranges with a negative value of the phase angle shift,
pulse energy transformation is possible in an electro�
chemical system that contains water saturated with
oxygen. In the absence of oxygen, this circuit is not
implemented.

CONCLUSIONS

The presence of both positive and negative values of
the imaginary part of the impedance indicates that the
circuit can be implemented with equal probability as a
capacitive circuit (a double�layer capacitor without an
insulator interlayer) with physically different current
carriers and as an inductive circuit in water and dilute
aqueous solutions of oxygen�containing electrolytes.

The occurrence of an inductive reactance is possi�
ble if the system contains particles with an intrinsic
magnetic moment. These particles can include reac�
tive oxygen species.

It is experimentally found that oxygen�containing
pure water has a stable eigenstructure capable of hold�
ing the reactive oxygen species.

It is shown that pulse energy transformation can
take place in an electrochemical system that contains
oxygenated water in the frequency ranges with a nega�
tive value of the phase angle shift. In the absence of
oxygen, this circuit is not implemented.
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The induced codeposition of iron group metals
with refractory metals (W, Mo, Re) falls into the cat�
egory of so�called “anomalous” electrodeposition, as
the refractory metals cannot be electrodeposited
alone from their aqueous solutions. However, in the
case of electrodeposition from solutions containing
salts of the iron group metals (Fe, Co, Ni), their
codeposition in the form of alloys having a high con�
tent of a refractory metal and possessing some unique
physicomechanical properties occurs [1]. However,
the mechanism of this process is not completely
understood [2–4].

We need here the most important answer to the
question whether the alloy is produced due to elec�
trodeposition from the corresponding heterometallic
complex that is formed directly in the electrolyte [4] or
it is the consequence of reduction from the intermedi�
ate which contains a metal from the iron group and a
refractory metal and is generated through the electro�
chemical reaction (see, for instance, [2, 3]).

In order to find the answer to this question by the
example of a citrate electrolyte to produce Co–W
alloys, its gel�chromatographic separation into com�
ponents with different molecular masses has been car�
ried out (see also [5]).

The electrolytes containing (mol/L) CoSO4 (0.2),
Na2WO4 (0.2), H3BO3 (0.65), citric acid (0.04), and
sodium citrate (0.25) and characterized by different
pH values from 5 to 8 were suggested to undergo sepa�
ration.

The results of the performed experiments show that
the examined electrolyte to produce CoW alloys con�
tains no elementary substances (components used in
the course of its preparation). The electrolyte is a mix�
ture of complex compounds.

In some cases, water was used as an eluent in gel�
chromatographic separation; in other cases, it was a
buffer mixture consisting of all the components of the
electrolyte with the same concentrations except for
Na2WO4 and CoSO4. This approach allowed us to
carry out the chromatography in two modes: at a large
excess of the citrate ion (favors the “completion” by
citrate ions of complex compounds contained by the
electrolyte to complexes with larger molecular mass)
and, correspondingly, at its absence, when only the
disintegration of unstable complex compounds of the
electrolyte is possible because of their dissociation.

Using vitamin B12 as a compound etalon with a
certain molecular mass (1355 g/mol), the increase in
the molecular mass of the complexes taking place at
the excess of the citrate ion, and resulting in the for�
mation of complexes with molecular masses of much
more than 1355 g/mol was shown. Without any citrate
ions in the eluent, the molecular mass of the complex
compounds produced during gel�chromatographic
separation was smaller than this value.

The more detailed chromatographic study with the
use of water as an eluent has shown that the increase in
the electrolyte pH (from 5.0 to 8.0) leads to the sub�
stantial growth in the molecular mass of the complexes
included into its constitution. At pH = 5.0, the molec�
ular mass of the complex compounds in the electrolyte
is relatively small (much less than 1200 g/mol). At
pH = 7.0, there are complexes with their molecular
masses of about 1200 g/mol in the solution, and, at
pH = 8.0, these complexes prevail (about 90%).

The anion [Co4Cit4]
8– with a molecular mass of

992 g/mol and a hexahedron structure was established
to be one of the electrolyte’s components [6]. This was
shown by the coincidence of the positions of the peaks
in the gel�chromatograms of the solutions of the syn�
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thesized [Co4Cit4]
8– and the electrolyte produced by

separation.
It is shown that only the [Co4Cit4]

8– anion and a
heteropolynuclear Co–W�citrate complex with the
relation Co : W being 1 : 1 are high molecular complex
compounds characterized by the above mentioned
values of the molecular masses. It is established that a
heteropolynuclear Co–W�citrate complex is formed
in the electrolyte and the growth in the pH value favor�
ably affects its formation.

Obviously, the electrodeposition of the Co–W
alloy takes place from the heteropolynuclear Co–W�
citrate complex. The fact that the electrodeposition of
Co from the [Co4Cit4]

8– anion takes place was shown.
It may be suggested that the elemental composition

of the coatings formed in the case of the electrodepo�
sition of Co–W is determined, on the one hand, by the
composition of the heteropolynuclear complex and,
on the other hand, by the near�electrode layer pH that
depends on the rate of the parallel reaction of the
hydrogen evolution (determined both by the elec�
trodeposition potential and by the hydrodynamic con�
ditions) [7]. The growth in the near�electrode layer
pH moves the complexation equilibrium towards the
formation of products with a high molecular mass.

The evidence of the deposition of Co–W coatings
from the corresponding Co–W complexes formed in
the solution was previously presented in [8] using the
example of the electrodeposition of them from glu�
conate electrolytes.
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