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#### Abstract

The present article is devoted to the study of the connection between the restriction of a pseudonorm of a pseudonormed ring on various subrings and the pseudonorm of quotient ring. The basic results of this article were announced in [2]. Mathematics subject classification: 16W60, 13A18. Keywords and phrases: Pseudonorm, pseudonormed ring, isometric homomorphism, semi-isometric isomorphism, subring, quotient ring.


## 1 Introduction

1.1 Definition. A real function $\xi$ on a ring $R$ is called a pseudonorm if the following conditions are satisfied:

1. $\xi(x) \geqslant 0$ for all $x \in R$;
2. $\xi(x)=0$ iff $x=0$;
3. $\xi(x-y) \leqslant \xi(x)+\xi(y)$ for all $x, y \in R$;
4. $\xi(x \cdot y) \leqslant \xi(x) \cdot \xi(y)$ for all $x, y \in R$.
1.2 Remark. The condition 3 is equivalent to the following conditions: $\xi(x+y) \leqslant$ $\leqslant \xi(x)+\xi(y)$ and $\xi(-x)=\xi(x)$ for all $x, y \in R$.
1.3 Definition. The pseudonorm $\xi$ is called a norm if the condition $\xi(x \cdot y)=$ $=\xi(x) \cdot \xi(y)$ is satisfied for all $x, y \in R$.
1.4 Remark. It is clear that any pseudonorm $\xi$ defines some separated topology on a ring $R$. However, the same topology can be defined by various pseudonorms.
1.5 Definition. Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings. A homomorphism $\varphi: R \rightarrow \bar{R}$ is called an isometric homomorphism if $\bar{\xi}(\varphi(x))=\inf \{\xi(x+a) \mid a \in$ $\in \operatorname{Ker} \varphi\}$ for all $x \in R$.

If $\varphi$ is also an isomorphism then the concept of isometric homomorphism coincides with the concept of isometric isomorphism in usual sense.

The following isomorphism theorem is frequently applied in algebra.
1.6 Theorem. Let $R$ be a ring and $B$ be a subring of the ring $R$. If $N$ is an ideal of the ring $R$ then the quotient rings $B /(B \cap N)$ and $(B+N) / N$ are isomorphic.
1.7 Remark. In particular, if the condition $B \cap N=\{0\}$ is satisfied in the theorem 1.6 then the rings $B$ and $(B+N) / N$ are isomorphic.
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1.8 Remark. Let $(R, \xi)$ be a topological or pseudonormed ring. In order to formulate analogues of this theorem it is natural to demand that the isomorphism preserves the topology or the pseudonorm, respectively. So:

- if $\xi$ is a topology then the isomorphism should be a homeomorphism;
- if $\xi$ is a norm or a pseudonorm then the isomorphism should be an isometric isomorphism.

Therefore situation is more difficult in this case.
First, it is necessary to define the corresponding structure $\bar{\xi}$ (the topology or the pseudonorm, respectively) on the quotient ring $R / A$.

We shall consider one of the most natural definitions of $\bar{\xi}$ for the topology or the pseudonorm $\xi$.
A. If $\xi$ is a topology then the topology $\bar{\xi}$ is defined by $\bar{\xi}=\sup \{\tau \mid \tau$ is a ring topology on $R / A$ and the canonical homomorphism $f_{A}:(R, \xi) \rightarrow(R / A, \tau)$ is a continuous homomorphism \} in topological algebra.

In this case $f_{A}:(R, \xi) \rightarrow(R / A, \bar{\xi})$ is a surjective, continuous and open homomorphism. Such homomorphisms are called topological homomorphisms.
B. If $\xi$ is a pseudonorm then the pseudonorm $\bar{\xi}$ is defined by the equality $\bar{\xi}(x+A)=\inf \{\xi(x+a) \mid a \in A\}$ in the theory of the normed rings, i.e. the canonical homomorphism $f_{A}:(R, \xi) \rightarrow(R / A, \xi)$ is an isometric homomorphism (see Definition 1.5).

If $\xi$ is a topology or a pseudonorm then the ring $(R / A, \bar{\xi})$ is designated by $(R, \xi) / A$ hereinafter.

Second, theorem 1.6 is not always true for the above mentioned topology or the pseudonorm on the quotient rings $R / A$.

This article is devoted to the study of analogues of Theorem 1.6 for pseudonormed rings. (Analogues of Theorem 1.6 for topological rings have been investigated in [1]).
1.9 Remark. If $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ are the pseudonormed rings, $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ is a surjection and an isometric homomorphism then the mapping $\tilde{f}:(R, \xi) /(\operatorname{Ker} f) \rightarrow$ $\rightarrow(\bar{R}, \bar{\xi})$ defined by the equality $\tilde{f}(r+\operatorname{Ker} f)=f(r)$ is an isometric isomorphism.
1.10 Remark. The topology or the pseudonorm $\bar{\xi}$ defined above on the quotient ring $R / A$ is a separated topology or a separated pseudonorm if and only if $A$ is a closed ideal in the topological ring $(R, \xi)$ or $\left(R, \tau_{\xi}\right)$, respectively.

If $\xi$ is a pseudonorm then the topology $\tau_{\bar{\xi}}$ coincides with the topology on the topological ring $\left(R, \tau_{\xi}\right) / A$.

## 2 Basic results

2.1 Theorem. Let $(R, \xi)$ and $(\tilde{R}, \tilde{\xi})$ be pseudonormed rings, $\varphi: R \mapsto \tilde{R}$ be a ring isomorphism. The inequality $\tilde{\xi}(\varphi(x)) \leqslant \xi(x)$ is satisfied for all $x \in R$ iff there exists:

- A pseudonormed ring $(\hat{R}, \hat{\xi})$ such that the pseudonormed ring $(R, \xi)$ is a subring of the pseudonormed ring $(\hat{R}, \hat{\xi})$;
- An isometric homomorphism $\hat{\varphi}:(\hat{R}, \hat{\xi}) \rightarrow(\tilde{R}, \tilde{\xi})$ such that $\hat{\varphi}$ is an extension of the isomorphism $\varphi$, i.e.

$$
\hat{\varphi}(x)=\varphi(x) \text { and } \tilde{\xi}(\varphi(x))=\inf \{\hat{\xi}(x+a) \mid a \in \operatorname{Ker} \hat{\varphi}\} \text { for all } x \in R .
$$

Proof. Necessity. Let the inequality $\tilde{\xi}(\varphi(x)) \leqslant \xi(x)$ be valid for all $x \in R$. We shall consider the ring $\hat{R}$ which is the direct product of rings $R$ and $\tilde{R}$, i.e. $\hat{R}=\{\hat{r}=(a, \tilde{b}) \mid a \in R, \tilde{b} \in \tilde{R}\}$ is a ring with operations of addition $\hat{r}_{1}+\hat{r}_{2}=$ $=\left(a_{1}+a_{2}, \tilde{b}_{1}+\tilde{b}_{2}\right)$ and multiplication $\hat{r}_{1} \cdot \hat{r}_{2}=\left(a_{1} \cdot a_{2}, \tilde{b}_{1} \cdot \tilde{b}_{2}\right)$, where $\hat{r}_{1}=\left(a_{1}, \tilde{b}_{1}\right)$ and $\hat{r}_{2}=\left(a_{2}, \tilde{b}_{2}\right)$.

Let's define the pseudonorm $\hat{\xi}$ on the ring $\hat{R}$ as follows: $\hat{\xi}(\hat{r})=\max \{\xi(a), \tilde{\xi}(\tilde{b})\}$, where $\hat{r}=(a, \tilde{b})$. It is clear that the function $\hat{\xi}$ satisfies the axioms of pseudonorm.

Let's consider the subring $R^{\prime}=\left\{a^{\prime}=(a, \varphi(a)) \mid a \in R\right\}$ of the ring $\hat{R}$. It follows from the inequality $\tilde{\xi}(\varphi(a)) \leqslant \xi(a)$ that

$$
\xi^{\prime}\left(a^{\prime}\right)=\hat{\xi}((a, \varphi(a)))=\max \{\xi(a), \tilde{\xi}(\varphi(a))\}=\xi(a) .
$$

If we put in correspondence to an element $a \in R$ the element $(a, \varphi(a)) \in R^{\prime}$ then the mapping defined by this rule is an isometric isomorphism of the pseudonormed rings $(R, \xi)$ and $\left(R^{\prime}, \xi^{\prime}\right)$. Therefore we shall identify any element $a \in R$ with the element $(a, \varphi(a)) \in R^{\prime}$. Hence, we shall not distinguish the pseudonormed rings $(R, \xi)$ and $\left(R^{\prime}, \xi^{\prime}\right)$, i.e. we can assume that the pseudonormed ring $(R, \xi)$ is a subring of the pseudonormed ring $(\hat{R}, \hat{\xi})$.

We shall consider as mapping $\hat{\varphi}:(\hat{R}, \hat{\xi}) \rightarrow(\tilde{R}, \tilde{\xi})$ the mapping defined by the equality $\hat{\varphi}((a, \tilde{b}))=\tilde{b}$. Then $\hat{\varphi}(a)=\hat{\varphi}((a, \varphi(a)))=\varphi(a)$ for any $a \in R$, i.e. the mapping $\hat{\varphi}$ is an extension of the isomorphism $\varphi$.

Then $\operatorname{Ker} \hat{\varphi}=\{\hat{r} \in \hat{R} \mid \hat{\varphi}(\hat{r})=0\}=\{(a, \tilde{b}) \in \hat{R} \mid \tilde{b}=0\}=\{(a, 0) \mid a \in R\}$ is an ideal of the ring $\hat{R}$ and

$$
\begin{aligned}
& \inf \{\hat{\xi}(\hat{r}+\hat{a}) \mid \hat{a} \in \operatorname{Ker} \hat{\varphi}\}=\inf \{\hat{\xi}((r, \tilde{r})+(a, 0)) \mid a \in R\}= \\
& =\inf \{\hat{\xi}((r+a, \tilde{r})) \mid a \in R\}=\inf _{a \in R}\{\max \{\xi(r+a), \tilde{\xi}(\tilde{r})\}\} \leqslant \\
& \leqslant \max \{\xi(0), \tilde{\xi}(\tilde{r})\}=\tilde{\xi}(\tilde{r})=\tilde{\xi}(\hat{\varphi}((r, \tilde{r})))=\tilde{\xi}(\hat{\varphi}(\hat{r})) .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\tilde{\xi}(\hat{\varphi}(\hat{r})) \geqslant \inf \{\hat{\xi}(\hat{r}+\hat{a}) \mid \hat{a} \in \operatorname{Ker} \hat{\varphi}\} . \tag{1}
\end{equation*}
$$

On the other hand, for any $a \in \operatorname{Ker} \varphi$ and $\hat{r}=(r, \tilde{r}) \in \hat{R}$ the inequality

$$
\max \{\xi(r+a), \tilde{\xi}(\tilde{r})\} \geqslant \tilde{\xi}(\tilde{r})
$$

also takes place.
The set $\{\max \{\xi(r+a), \tilde{\xi}(\tilde{r})\} \mid a \in \operatorname{Ker} \hat{\varphi}\}$ is bounded below by the number $\tilde{\xi}(\tilde{r})$, therefore $\inf \{\max \{\xi(r+a), \tilde{\xi}(\tilde{r})\} \mid a \in \operatorname{Ker} \hat{\varphi}\} \geqslant \tilde{\xi}(\tilde{r})$. We have

$$
\begin{aligned}
& \inf \{\hat{\xi}(\hat{r}+\hat{a}) \mid \hat{a} \in \operatorname{Ker} \hat{\varphi}\}=\inf \{\hat{\xi}((r+a, \tilde{r})) \mid a \in R\}= \\
& =\inf _{a \in \operatorname{Ker} \hat{\varphi}}\{\max \{\xi(r+a), \tilde{\xi}(\tilde{r})\}\} \geqslant \tilde{\xi}(\tilde{r})=\tilde{\xi}(\hat{\varphi}(\hat{r})) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\inf \{\hat{\xi}(\hat{r}+\hat{a}) \mid \hat{a} \in \operatorname{Ker} \hat{\varphi}\} \geqslant \tilde{\xi}(\hat{\varphi}(\hat{r})) \tag{2}
\end{equation*}
$$

From inequalities (1) and (2) we shall receive the required equality:

$$
\begin{equation*}
\tilde{\xi}(\hat{\varphi}(\hat{r}))=\inf \{\hat{\xi}(\hat{r}+\hat{a}) \mid \hat{a} \in \operatorname{Ker} \hat{\varphi}\}, \tag{3}
\end{equation*}
$$

i.e. $\hat{\varphi}:(\hat{R}, \hat{\xi}) \rightarrow(\tilde{R}, \tilde{\xi})$ is an isometric homomorphism.

Sufficiency. Let $(\hat{R}, \hat{\xi})$ be a pseudonormed ring and $\hat{\varphi}:(\hat{R}, \hat{\xi}) \rightarrow(\tilde{R}, \tilde{\xi})$ be an isometric homomorphism such that the pseudonormed ring $(R, \xi)$ is a subring of the pseudonormed ring $(\hat{R}, \hat{\xi})$ and the homomorphism $\hat{\varphi}$ is an extension of the isomorphism $\varphi$. Then

$$
\xi(x)=\hat{\xi}(x) \geqslant \inf \{\hat{\xi}(x+a) \mid a \in \operatorname{Ker} \hat{\varphi}\}=\tilde{\xi}(\varphi(x)),
$$

i.e. the inequality $\tilde{\xi}(\varphi(x)) \leqslant \xi(x)$ is valid for any $x \in R$.

The theorem is proved.
2.2 Definition. Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings. An isomorphism $f: R \rightarrow \bar{R}$ is said to be a semi-isometric isomorphism if there exists a pseudonormed ring $(\hat{R}, \hat{\xi})$ such that the following conditions are valid:

- the ring $R$ is an ideal in the ring $\hat{R}$;
$-\left.\hat{\xi}\right|_{R}=\xi ;$
- the isomorphism $f$ can be extended up to an isometric homomorphism $\hat{f}:(\hat{R}, \hat{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ of the pseudonormed rings, i.e.

$$
\bar{\xi}(\hat{f}(\hat{r}))=\inf \{\hat{\xi}(\hat{r}+i) \mid i \in \operatorname{Ker} \hat{f}\} \quad \text { for all } \hat{r} \in \hat{R} .
$$

2.3 Theorem. Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings and $f: R \rightarrow \bar{R}$ be a ring isomorphism. Then the following statements are equivalent:
I. The isomorphism $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ is a semi-isometric isomorphism of the pseudonormed rings;
II. $\frac{\xi(a \cdot b)}{\xi(b)} \leqslant \bar{\xi}(f(a)) \leqslant \xi(a)$ and $\frac{\xi(b \cdot a)}{\xi(b)} \leqslant \bar{\xi}(f(a)) \leqslant \xi(a)$ for any $a \in R$ and $b \in R \backslash\{0\}$;
III. There exist a pseudonormed ring $(\tilde{R}, \tilde{\xi})$ and a homomormism $\tilde{f}: \tilde{R} \rightarrow \bar{R}$ such that:
a) $R$ is an ideal in the ring $\tilde{R},\left.\tilde{\xi}\right|_{R}=\xi$ and $\left.\tilde{f}\right|_{R}=f$;
b) $\bar{\xi}(f(r))=\min \{\tilde{\xi}(r+a) \mid a \in \operatorname{Ker} \tilde{f}\}$ for every $r \in R$, i.e. for every $r \in R$ there exists an element $a_{r} \in \operatorname{Ker} \tilde{f}$ such that $\bar{\xi}(f(r))=\tilde{\xi}\left(r+a_{r}\right)$.

Proof $I \Rightarrow I I$.

1. Let $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ be a semi-isometric isomorphism. Then it follows from Definition 2.2 that there exist a pseudonormed ring $(\hat{R}, \hat{\xi})$ and an isometric homomormism $\hat{f}:(\hat{R}, \hat{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ such that $R$ is an ideal of the ring $\hat{R},\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f$.

Since $\hat{f}$ is an isometric homomorphism then $\bar{\xi}(\hat{f}(\hat{r}))=\inf \{\hat{\xi}(\hat{r}+i) \mid i \in \operatorname{Ker} \hat{f}\}$ for any $\hat{r} \in \hat{R}$. It means that this equality is valid also for $r \in R$, i.e.

$$
\bar{\xi}(\hat{f}(r))=\inf \{\hat{\xi}(r+i) \mid i \in \operatorname{Kerf} \hat{f}\} .
$$

Since $\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f$ then we have

$$
\bar{\xi}(f(r))=\bar{\xi}(\hat{f}(r))=\inf \{\hat{\xi}(r+i) \mid i \in \operatorname{Kerf} \hat{f}\} \leqslant \hat{\xi}(r+0)=\hat{\xi}(r)=\xi(r) .
$$

Thus the inequality $\bar{\xi}(f(r)) \leqslant \xi(r)$ is valid for any $r \in R$.
2. Let's show in the beginning that $R \cap \operatorname{Ker} \hat{f}=\{0\}$.

Since $\left.\hat{f}\right|_{R}=f$ and $f: R \rightarrow \bar{R}$ is a ring isomorphism then $R \cap \operatorname{Ker} \hat{f}=$ $=\{i \in R \mid \hat{f}(i)=0\}=\{i \in R \mid f(i)=0\}=\{0\}$.
3. Let's verify the inequality $\frac{\xi(r \cdot a)}{\xi(a)} \leqslant \bar{\xi}(f(r))$ for any $r \in R, a \in R \backslash\{0\}$. Let $j \in \operatorname{Ker} \hat{f}$ and $\hat{r}=r+j \in \hat{R}$. Then $\hat{r} \cdot a=(r+j) \cdot a=r \cdot a+j \cdot a$.

Since $R \cap \operatorname{Ker} \hat{f}=\{0\}$ then $(a \cdot j) \in R \cap \operatorname{Ker} \hat{f}=\{0\}$. It means that $\hat{r} \cdot a=$ $=r \cdot a+0=r \cdot a \in R$. Then

$$
\xi(r \cdot a)=\hat{\xi}(r \cdot a)=\hat{\xi}(\hat{r} \cdot a) \leqslant \hat{\xi}(\hat{r}) \cdot \hat{\xi}(a)=\hat{\xi}(\hat{r}) \cdot \xi(a)=\hat{\xi}(r+j) \cdot \xi(a) .
$$

Hence

$$
\frac{\xi(r \cdot a)}{\xi(a)} \leqslant \hat{\xi}(r+j) \quad \text { for any } j \in \operatorname{Ker} \hat{f}
$$

The set $\{\hat{\xi}(r+j) \mid j \in \operatorname{Ker} \hat{f}\}$ is bounded below by the number $\frac{\xi(r \cdot a)}{\xi(a)}$. It means that the number $\frac{\xi(r \cdot a)}{\xi(a)}$ is one of the lower bounds of that set. Therefore

$$
\frac{\xi(r \cdot a)}{\xi(a)} \leqslant \inf \{\hat{\xi}(r+i) \mid i \in \operatorname{Ker} \hat{f}\}=\bar{\xi}(\hat{f}(r))=\bar{\xi}(f(r)) .
$$

The inequality $\frac{\xi(a \cdot r)}{\xi(a)} \leqslant \bar{\xi}(\hat{f}(r))=\bar{\xi}(f(r))$ is similarly proved.
Hence $I \Rightarrow I I$ is proved.
Proof $I I \Rightarrow I I I$.
Let the mapping $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ possesses the following properties:
$f$ is an isomorphism;
$\bar{\xi}(f(a)) \leqslant \xi(a)$ for any $a \in R$;
$\frac{\xi(a \cdot b)}{\xi(b)} \leqslant \bar{\xi}(f(a))$ and $\frac{\xi(b \cdot a)}{\xi(b)} \leqslant \bar{\xi}(f(a))$ for any $a \in R$ and $b \in R \backslash\{0\}$.
Let's prove that the statement III is valid.
Let's consider the ring $\tilde{R}=R \oplus \bar{R}=\{(r, \bar{r}) \mid r \in R, \bar{r} \in \bar{R}\}$ which is the direct sum of the rings $R$ and $\bar{R}$. Let's define the real-valued function $\tilde{\xi}$ on $\tilde{R}$ as follows:

$$
\tilde{\xi}((r, \bar{r}))=\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r}) .
$$

Let's define the mapping $\tilde{f}:(\tilde{R}, \tilde{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ by the equality $\tilde{f}((r, \bar{r}))=f(r)$.

1. Let's show that $\tilde{\xi}$ is a pseudonorm on the ring $\tilde{R}$.
1.1. It is obvious that $\tilde{\xi}((r, \bar{r})) \geqslant 0$ for all $r \in R$ and $\bar{r} \in \bar{R}$ because the pseudonorms $\xi$ and $\bar{\xi}$ accept non-negative values, i.e. the condition 1 of the definition of a pseudonorm is valid.
1.2. Since $\xi(x)=0 \Leftrightarrow x=0$ and $\bar{\xi}(\bar{y})=0 \Leftrightarrow \bar{y}=0$ then $\tilde{\xi}((r, \bar{r}))=$ $=0 \Leftrightarrow \xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})=0 \Leftrightarrow\left\{\begin{array}{l}\xi\left(r-f^{-1}(\bar{r})\right)=0 \\ \bar{\xi}(\bar{r})=0\end{array} \Leftrightarrow\right.$
$\Leftrightarrow\left\{\begin{array}{l}r-f^{-1}(\bar{r})=0 \\ \bar{r}=0\end{array} \Leftrightarrow\left\{\begin{array}{l}r=0 \\ \bar{r}=0\end{array} \Leftrightarrow(r, \bar{r})=0\right.\right.$.

Thus, the condition 2 of the definition of a pseudonorm is valid, i.e. $\tilde{\xi}((r, \bar{r}))=0$ iff $(r, \bar{r})=0$.
1.3. Since the inequalities $\xi\left(x_{1}-x_{2}\right) \leqslant \xi\left(x_{1}\right)+\xi\left(x_{2}\right)$ and $\bar{\xi}\left(\bar{y}_{1}-\bar{y}_{2}\right) \leqslant \bar{\xi}\left(\bar{y}_{1}\right)+$ $+\bar{\xi}\left(\bar{y}_{2}\right)$ are valid for any $x_{1}, x_{2} \in R$ and $\bar{y}_{1}, \bar{y}_{2} \in \bar{R}$ then

$$
\begin{gathered}
\tilde{\xi}((r-q, \bar{r}-\bar{q}))=\xi\left(r-q-f^{-1}(\bar{r}-\bar{q})\right)+\bar{\xi}(\bar{r}-\bar{q})= \\
=\xi\left(r-q-f^{-1}(\bar{r})+f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r}-\bar{q})= \\
=\xi\left(\left(r-f^{-1}(\bar{r})\right)-\left(q-f^{-1}(\bar{q})\right)\right)+\bar{\xi}(\bar{r}-\bar{q}) \leqslant \\
\leqslant \xi\left(r-f^{-1}(\bar{r})\right)+\xi\left(q-f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r})+\bar{\xi}(\bar{q})= \\
=\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right)+\left(\xi\left(q-f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{q})\right)=\tilde{\xi}((r, \bar{r}))+\tilde{\xi}((q, \bar{q})) .
\end{gathered}
$$

We have shown that the condition 3 of the definition of a pseudonorm is valid, i.e. $\tilde{\xi}((r-q, \bar{r}-\bar{q})) \leqslant \tilde{\xi}((r, \bar{r}))+\tilde{\xi}((q, \bar{q}))$ for all $r, q \in R$ and $\bar{r}, \bar{q} \in \bar{R}$.
1.4. Let's verify the inequality $\tilde{\xi}((r \cdot q, \bar{r} \cdot \bar{q})) \leqslant \tilde{\xi}((r, \bar{r})) \cdot \tilde{\xi}((q, \bar{q}))$ for any $r, q \in R$ and $\bar{r}, \bar{q} \in \bar{R}$.

Really,

$$
\begin{aligned}
& \tilde{\xi}((r \cdot q, \bar{r} \cdot \bar{q}))=\xi\left(r \cdot q-f^{-1}(\bar{r} \cdot \bar{q})\right)+\bar{\xi}(\bar{r} \cdot \bar{q})= \\
& \quad=\xi\left(r \cdot q-f^{-1}(\bar{r}) \cdot f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r} \cdot \bar{q})= \\
& =\xi\left(\left(r \cdot q-r \cdot f^{-1}(\bar{q})\right)+\left(r \cdot f^{-1}(\bar{q})-f^{-1}(\bar{r}) \cdot f^{-1}(\bar{q})\right)\right)+\bar{\xi}(\bar{r} \cdot \bar{q}) .
\end{aligned}
$$

Since the inequality $\xi\left(x_{1}+x_{2}\right) \leqslant \xi\left(x_{1}\right)+\xi\left(x_{2}\right)$ is valid for any $x_{1}, x_{2} \in R$ then

$$
\begin{aligned}
& \xi\left(\left(r \cdot q-r \cdot f^{-1}(\bar{q})\right)+\left(r \cdot f^{-1}(\bar{q})-f^{-1}(\bar{r}) \cdot f^{-1}(\bar{q})\right)\right)+\bar{\xi}(\bar{r} \cdot \bar{q}) \leqslant \\
& \leqslant \xi\left(r \cdot q-r \cdot f^{-1}(\bar{q})\right)+\xi\left(r \cdot f^{-1}(\bar{q})-f^{-1}(\bar{r}) \cdot f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r} \cdot \bar{q})= \\
& \quad=\xi\left(r \cdot\left(q-f^{-1}(\bar{q})\right)\right)+\xi\left(\left(r-f^{-1}(\bar{r})\right) \cdot f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r} \cdot \bar{q}) .
\end{aligned}
$$

Since the inequalities $\xi\left(x_{1} \cdot x_{2}\right) \leqslant \bar{\xi}\left(f\left(x_{1}\right)\right) \cdot \xi\left(x_{2}\right)$ and $\xi\left(x_{1} \cdot x_{2}\right) \leqslant$ $\leqslant \xi\left(x_{1}\right) \cdot \bar{\xi}\left(f\left(x_{2}\right)\right)$ are valid for any $x_{1}, x_{2} \in R$ then

$$
\begin{aligned}
& \xi\left(r \cdot\left(q-f^{-1}(\bar{q})\right)\right)+\xi\left(\left(r-f^{-1}(\bar{r})\right) \cdot f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{r} \cdot \bar{q}) \leqslant \\
& \leqslant \bar{\xi}(f(r)) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}\left(f\left(f^{-1}(\bar{q})\right)\right)+\bar{\xi}(\bar{r} \cdot \bar{q})
\end{aligned}
$$

The inequality $\bar{\xi}\left(\bar{y}_{1} \cdot \bar{y}_{2}\right) \leqslant \bar{\xi}\left(\bar{y}_{1}\right) \cdot \xi\left(\bar{y}_{2}\right)$ is valid for any $\bar{y}_{1}, \bar{y}_{2} \in \bar{R}$. Therefore

$$
\begin{gathered}
\bar{\xi}(f(r)) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})+\bar{\xi}(\bar{r} \cdot \bar{q}) \leqslant \\
\leqslant \bar{\xi}(f(r)) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})+\bar{\xi}(\bar{r}) \cdot \bar{\xi}(\bar{q})= \\
=\bar{\xi}((f(r)-\bar{r})+\bar{r}) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})+\bar{\xi}(\bar{r}) \cdot \bar{\xi}(\bar{q}) .
\end{gathered}
$$

Since the inequality $\bar{\xi}\left(\bar{y}_{1}+\bar{y}_{2}\right) \leqslant \bar{\xi}\left(\bar{y}_{1}\right)+\xi\left(\bar{y}_{2}\right)$ is valid for any $\bar{y}_{1}, \bar{y}_{2} \in \bar{R}$ then

$$
\begin{aligned}
& \bar{\xi}((f(r)-\bar{r})+\bar{r}) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})+\bar{\xi}(\bar{r}) \cdot \bar{\xi}(\bar{q}) \leqslant \\
\leqslant & (\bar{\xi}(f(r)-\bar{r})+\bar{\xi}(\bar{r})) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\xi\left(r-f^{-1}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})+\bar{\xi}(\bar{r}) \cdot \bar{\xi}(\bar{q})=
\end{aligned}
$$

$$
=(\bar{\xi}(f(r)-\bar{r})+\bar{\xi}(\bar{r})) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})
$$

Since the inequality $\bar{\xi}(f(x)) \leqslant \xi(x)$ is valid for any $x \in R$ then

$$
\begin{aligned}
& (\bar{\xi}(f(r)-\bar{r})+\bar{\xi}(\bar{r})) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \bar{\xi}(\bar{q}) \leqslant \\
\leqslant & \left(\xi\left(f^{-1}(f(r)-\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})= \\
= & \left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \xi\left(q-f^{-1}(\bar{q})\right)+\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot \bar{\xi}(\bar{q})= \\
= & \left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot\left(\xi\left(q-f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{q})\right)=\tilde{\xi}((r, \bar{r})) \cdot \tilde{\xi}((q, \bar{q})) .
\end{aligned}
$$

Thus, the condition 4 of the definition of a pseudonorm is valid, i.e. $\tilde{\xi}((r \cdot q, \bar{r} \cdot \bar{q})) \leqslant \tilde{\xi}((r, \bar{r})) \cdot \tilde{\xi}((q, \bar{q}))$ for any $r, q \in R$ and $\bar{r}, \bar{q} \in \bar{R}$.

We have shown that the function $\tilde{\xi}((r, \bar{r}))=\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})$ defines a pseudonorm on the ring $\tilde{R}$.
2. Let's identify the ring $R$ with the set of pairs $\{(r, 0) \mid r \in R\}$. It is obvious that $R$ is an ideal of the ring $\hat{R}$.

Let's consider the restrictions of the pseudonorm $\tilde{\xi}$ and the homomorphism $\tilde{f}$ on the ring $R=\{(r, 0) \mid r \in R\}$, i.e. $\tilde{\xi}((r, 0))=\xi\left(r-f^{-1}(0)\right)+\bar{\xi}(0)=\xi(r-0)+0=$ $=\xi(r)$ and $\tilde{f}((r, 0))=f(r)$.

We have that $\left.\tilde{\xi}\right|_{R}=\xi$ and $\left.\tilde{f}\right|_{R}=f$.
3. Let's show that $\tilde{f}:(\tilde{R}, \tilde{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ is an isometric homomorphism.
3.1. Since $f$ is an isomorphism and $\left.\tilde{f}\right|_{R}=f$ then

$$
\begin{gathered}
\operatorname{Ker} \tilde{f}=\{\tilde{r} \in \tilde{R} \mid \tilde{f}(\tilde{r})=0\}=\{(r, \bar{r}) \in \tilde{R} \mid \tilde{f}((r, \bar{r}))=0\}= \\
=\{(r, \bar{r}) \in \tilde{R} \mid f(r)=0\}=\{(r, \bar{r}) \in \tilde{R} \mid r=0\}=\{(0, \bar{r}) \mid \bar{r} \in \bar{R}\} .
\end{gathered}
$$

It means that the kernel of the homomorphism is $\operatorname{Ker} \tilde{f}=\{(0, \bar{r}) \mid \bar{r} \in \bar{R}\}$.
3.2. Let's take any $(r, \bar{r}) \in \tilde{R}$ and $(0, \bar{j}) \in \operatorname{Ker} \tilde{f}$. Then

$$
\begin{gathered}
\tilde{\xi}((r, \bar{r})+(0, \bar{j}))=\tilde{\xi}((r, \bar{r}+\bar{j}))=\xi\left(r-f^{-1}(\bar{r}+\bar{j})\right)+\bar{\xi}(\bar{r}+\bar{j})= \\
=\xi\left(r-f^{-1}(\bar{r})-f^{-1}(\bar{j})\right)+\bar{\xi}(\bar{r}+\bar{j}) \geqslant \bar{\xi}(f(r)-\bar{r}-\bar{j})+\bar{\xi}(\bar{r}+\bar{j}) \geqslant \bar{\xi}(f(r)) .
\end{gathered}
$$

Thus, the inequality $\bar{\xi}(f(r)) \leqslant \tilde{\xi}((r, \bar{r})+(0, \bar{j}))$ is valid for the element $(r, \bar{r}) \in \tilde{R}$ and any element $(0, \bar{j}) \in \operatorname{Ker} \tilde{f}$. It means that $\bar{\xi}(f(r))$ is one of the lower bounds of the set $\{\tilde{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \tilde{f}\}$. Therefore, the inequality

$$
\begin{equation*}
\bar{\xi}(f(r)) \leqslant \inf \{\tilde{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \tilde{f}\} \tag{4}
\end{equation*}
$$

is valid for any $(r, \bar{r}) \in \tilde{R}$.
3.3. Let's take any element $(r, \bar{r}) \in \tilde{R}$. Let $\bar{j}_{0}=f(r)-\bar{r} \in \bar{R}$. Then $(r, \bar{r})+\left(0, \bar{j}_{0}\right)=(r, \bar{r})+(0, f(r)-\bar{r})=(r, f(r))$, that is

$$
\begin{gathered}
\tilde{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\tilde{\xi}((r, f(r)))=\xi\left(r-f^{-1}(f(r))\right)+\bar{\xi}(f(r))= \\
\xi(r-r)+\bar{\xi}(f(r))=\xi(0)+\bar{\xi}(f(r))=0+\bar{\xi}(f(r))=\bar{\xi}(f(r)) .
\end{gathered}
$$

Thus, for any $(r, \bar{r}) \in \tilde{R}$ there exists $\bar{j}_{0}=(0, f(r)-\bar{r}) \in \operatorname{Ker} \tilde{f}$ such that $\tilde{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r))$.

From here the inequality

$$
\begin{equation*}
\inf \{\tilde{\xi}(\tilde{r}+j) \mid j \in \operatorname{Ker} \tilde{f}\} \leqslant \tilde{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r)) \tag{5}
\end{equation*}
$$

follows. From inequalities (4) and (5) the equality $\bar{\xi}(f(r))=\inf \{\tilde{\xi}((r, \bar{r})+$ $+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \tilde{f}\}$ follows. Besides it follows from the equality $\tilde{\xi}((r, \bar{r})+$ $\left.+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r))$ that

$$
\bar{\xi}(f(r))=\min \{\tilde{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \tilde{f}\}=
$$

$=\min \{\tilde{\xi}((r, 0)+(0, \bar{i})) \mid(0, \bar{i}) \in \operatorname{Ker} \tilde{f}\}$, where $(0, \bar{i})=(0, \bar{r})+(0, \bar{j}) \in \operatorname{Ker} \tilde{f}$.
We have shown that there exist a pseudonormed $\operatorname{ring}(\tilde{R}, \tilde{\xi})$ and a homomorphism $\tilde{f}: \tilde{R} \rightarrow \bar{R}$ such that:
$R$ is an ideal of the ring $\tilde{R},\left.\tilde{\xi}\right|_{R}=\xi$ and $\left.\tilde{f}\right|_{R}=f ;$
$\bar{\xi}(f(r))=\min \{\tilde{\xi}((r, 0)+(0, \bar{i})) \mid(0, \bar{i}) \in \operatorname{Ker} \tilde{f}\}$, for every $r \in R$, i.e. for any $r \in R$ there exists an element $\left(0, \bar{a}_{r}\right) \in \operatorname{Ker} \tilde{f}$ such that $\bar{\xi}(f(r))=\tilde{\xi}\left((r, 0)+\left(0, \bar{a}_{r}\right)\right)$.

Hence $I I \Rightarrow I I I$ is proved.
Proof $I I I \Rightarrow I$.
From the condition 3 of the theorem there exist a pseudonormed ring $(\tilde{R}, \tilde{\xi})$ and a homomorphism $\tilde{f}: \tilde{R} \rightarrow \bar{R}$ such that:
$R$ is an ideal of the ring $\tilde{R}$;
$\left.\tilde{\xi}\right|_{R}=\xi,\left.\tilde{f}\right|_{R}=f ;$
$\bar{\xi}(f(r))=\min \{\tilde{\xi}(r+a) \mid a \in \operatorname{Ker} \tilde{f}\}$ for every $r \in R$.
Let $\tilde{r} \in \tilde{R}$. As $f: R \rightarrow \bar{R}$ is an isomorphism then there exists a unique element $r \in R$ such that $f(r)=\tilde{f}(\tilde{r})$. Since the isomorphism $f$ is the restriction of the homomorphism $\tilde{f}$ on the ring $R$ then $f(r)=\tilde{f}(r)$. It means that $\tilde{f}(r)=\tilde{f}(\tilde{r})$. Then $\tilde{f}(r-\tilde{r})=0$. Hence, the element $r-\tilde{r}$ belongs to the kernel of the homomorphism $\tilde{f}$.

Then

$$
\begin{aligned}
& \bar{\xi}(\tilde{f}(\tilde{r}))=\bar{\xi}(f(r))=\min \{\tilde{\xi}(r+a) \mid a \in \operatorname{Ker} \tilde{f}\}= \\
& =\min \{\tilde{\xi}(r+a+(\tilde{r}-\tilde{r})) \mid a \in \operatorname{Ker} \tilde{f}\}=
\end{aligned}
$$

$$
=\min \{\tilde{\xi}(\tilde{r}+(a+(r-\tilde{r}))) \mid a \in \operatorname{Ker} \tilde{f}\}=\min \{\tilde{\xi}(\tilde{r}+j) \mid j \in \operatorname{Ker} \tilde{f}\} .
$$

Since for any set of real numbers $S$ having the least element this element coincides with $\inf S$ then

$$
\bar{\xi}(\tilde{f}(\tilde{r}))=\inf \{\tilde{\xi}(\tilde{r}+j) \mid j \in \operatorname{Ker} \tilde{f}\} .
$$

Thus, $f$ can be extended up to the isometric homomorphism $\tilde{f}:(\tilde{R}, \tilde{\xi}) \rightarrow(\bar{R}, \bar{\xi})$, and $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ is a semi-isometric isomorphism by Definition 2.2.

The theorem is proved.
2.4 Corollary. If $(R, \xi)$ is a pseudonormed ring with the unit $e$ and $\xi(e)=1$ then any semi-isometric isomorphism of $(R, \xi)$ is isometric.

Let's consider the inequality $\frac{\xi(a \cdot b)}{\xi(b)} \leqslant \bar{\xi}(f(a)) \leqslant \xi(a)$ for $b=e$. We have $\xi(a)=\frac{\xi(a \cdot e)}{1}=\frac{\xi(a \cdot e)}{\xi(e)} \leqslant \bar{\xi}(f(a)) \leqslant \xi(a)$. Therefore $\bar{\xi}(f(a))=\xi(a)$.
2.5 Corollary. If $(R, \xi)$ is a normed ring then any semi-isometric isomorphism of $(R, \xi)$ is isometric.

Really, in normed rings the equality $\xi(a \cdot b)=\xi(a) \cdot \xi(b)$ is valid. From this equality it follows that $\xi(a)=\frac{\xi(a) \cdot \xi(b)}{\xi(b)}=\frac{\xi(a \cdot b)}{\xi(b)} \leqslant \bar{\xi}(f(a)) \leqslant \xi(a)$. It means that $\bar{\xi}(f(a))=\xi(a)$.
2.6 Corollary. Let $R$ and $\bar{R}$ be rings with zero multiplication (i.e. $a \cdot b=0$ for all $a, b \in R$ and $\bar{a} \cdot \bar{b}=0$ for all $\bar{a}, \bar{b} \in \bar{R})$. If $\xi$ and $\bar{\xi}$ are pseudonorms on $R$ and $\bar{R}$, accordingly, and $f: R \rightarrow \bar{R}$ is a ring isomorphism such that $\bar{\xi}(f(r)) \leqslant \xi(r)$ for every $r \in R$ then the isomorphism $f$ is semi-isometric.

Really, since $\frac{\xi(r \cdot q)}{\xi(q)}=0 \leqslant \bar{\xi}(f(r)) \leqslant \xi(q)$ then from Theorem 2.3 it follows that $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ is a semi-isometric isomorphism.
2.7 Corollary. Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings and $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ be a semi-isometric isomorphism. If $\tilde{\xi}$ is a pseudonorm on $\bar{R}$ such that $\bar{\xi}(f(r)) \leqslant$ $\leqslant \tilde{\xi}(f(r)) \leqslant \xi(r)$ for every $r \in R$ then $f:(R, \xi) \rightarrow(\bar{R}, \tilde{\xi})$ is a semi-isometric isomorphism.

$$
\text { Really, } \frac{\xi(r \cdot q)}{\xi(q)} \leqslant \bar{\xi}(f(r)) \leqslant \tilde{\xi}(f(r)) \leqslant \xi(q) . \text { It means that } f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})
$$ is a semi-isometric isomorphism.

2.8 Theorem. Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings and $f: R \rightarrow \bar{R}$ be a ring isomorphism. Then the following statements are equivalent:
I. $\xi(a) \geqslant \bar{\xi}(f(a))$ and $\xi(a \cdot b) \leqslant \bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))$ for any $a, b \in R$.
II. There exist a pseudonormed ring $(\hat{R}, \hat{\xi})$ and a homomormism $\hat{f}: \hat{R} \rightarrow \bar{R}$ such that:
$R$ is an ideal in the ring $\hat{R},\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f$;
$\bar{\xi}(f(r))=\min \{\hat{\xi}(r+a) \mid a \in \operatorname{Ker} \hat{f}\}$ for every $r \in R$, i.e. for every $r \in R$ there exists an element $a_{r} \in \operatorname{Ker} \hat{f}$ such that $\bar{\xi}(f(r))=\hat{\xi}\left(r+a_{r}\right)$;

The annihilator of the ring $\hat{R}$ contains $\operatorname{Ker} \hat{f}$, i.e. $\operatorname{Ker} \hat{f} \subseteq\{a \in \hat{R} \mid a \cdot \hat{R}=$ $=\hat{R} \cdot a=0\}\left(\right.$ in particular, $\left.(\operatorname{Ker} \hat{f})^{2}=0\right)$.

Proof $I \Rightarrow I I$. Let the mapping $f:(R, \xi) \rightarrow(\bar{R}, \bar{\xi})$ possesses the following properties:
$f$ is an isomorphism;
$\bar{\xi}(f(a)) \leqslant \xi(a)$ for any $a \in R$;
$\xi(a \cdot b) \leqslant \bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))$ for any $a \in R, b \in R \backslash\{0\}$.
Let's prove that the statement II is valid.
Let $\left(\bar{R}^{\prime}, \bar{\xi}\right)$ be a ring with zero multiplication which elements belong to $\bar{R}$. We shall consider the ring $\hat{R}=R \oplus \bar{R}^{\prime}=\left\{(r, \bar{r}) \mid r \in R, \bar{r} \in \bar{R}^{\prime}\right\}$ which is the direct sum of the rings $R$ and $\bar{R}^{\prime}$. Let's define the real-valued function $\tilde{\xi}$ on $\tilde{R}$ as in Theorem 2.3, i.e. $\hat{\xi}((r, \bar{r}))=\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})$.

Let's define the mapping $\tilde{f}:(\tilde{R}, \tilde{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ by the equality $\tilde{f}((r, \bar{r}))=f(r)$.
Let's show that $\hat{\xi}$ is a pseudonorm on the ring $\hat{R}$.
The conditions $1-3$ of Definition 1.1 can be verified by analogy with Theorem 2.3.

Let's verify the condition 4 of the definition of a pseudonorm. Since $\bar{R}^{\prime}$ is a ring with zero multiplication then $\hat{\xi}((r, \bar{r}) \cdot(q, \bar{q}))=\hat{\xi}((r \cdot q, \bar{r} \cdot \bar{q}))=\hat{\xi}((r \cdot q, 0))=$ $=\xi(r \cdot q)$ for any $r, q \in R$ and $\bar{r}, \bar{q} \in \bar{R}^{\prime}$.

It follows from the inequality $\xi(a \cdot b) \leqslant \bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))$ that

$$
\xi(r \cdot q) \leqslant \bar{\xi}(f(r)) \cdot \bar{\xi}(f(q))=\bar{\xi}((f(r)-\bar{r})+\bar{r}) \cdot \bar{\xi}((f(q)-\bar{q})+\bar{q}) .
$$

Since the inequality $\bar{\xi}\left(\bar{y}_{1}+\bar{y}_{2}\right) \leqslant \bar{\xi}\left(\bar{y}_{1}\right)+\xi\left(\bar{y}_{2}\right)$ is valid for any $\bar{y}_{1}, \bar{y}_{2} \in \bar{R}^{\prime}$ then $\bar{\xi}((f(r)-\bar{r})+\bar{r}) \cdot \bar{\xi}((f(q)-\bar{q})+\bar{q}) \leqslant(\bar{\xi}(f(r)-\bar{r})+\bar{\xi}(\bar{r})) \cdot(\bar{\xi}(f(q)-\bar{q})+\bar{\xi}(\bar{q}))$.

It follows from the inequality $\bar{\xi}(f(a)) \leqslant \xi(a)$ that

$$
\begin{gathered}
(\bar{\xi}(f(r)-\bar{r})+\bar{\xi}(\bar{r})) \cdot(\bar{\xi}(f(q)-\bar{q})+\bar{\xi}(\bar{q})) \leqslant \\
\leqslant\left(\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})\right) \cdot\left(\xi\left(q-f^{-1}(\bar{q})\right)+\bar{\xi}(\bar{q})\right)=\hat{\xi}((r, \bar{r})) \cdot \hat{\xi}((q, \bar{q})) .
\end{gathered}
$$

Thus, the condition 4 of the definition of a pseudonorm is valid, i.e. $\hat{\xi}((r \cdot q, \bar{r} \cdot \bar{q})) \leqslant$ $\leqslant \hat{\xi}((r, \bar{r})) \cdot \hat{\xi}((q, \bar{q}))$ for any $r, q \in R$ and $\bar{r}, \bar{q} \in \bar{R}^{\prime}$.

We have shown that the function $\hat{\xi}((r, \bar{r}))=\xi\left(r-f^{-1}(\bar{r})\right)+\bar{\xi}(\bar{r})$ defines a pseudonorm on the ring $\hat{R}$.

Like in Theorem 2.3 let's identify the ring $R$ with the set of pairs $\{(r, 0) \mid r \in R\}$ which is an ideal in the ring $\hat{R}$. Let's consider the restrictions of the pseudonorm $\hat{\xi}$ and homomorphism $\hat{f}$ on the ring $R=\{(r, 0) \mid r \in R\}$, i.e. $\hat{\xi}((r, 0))=$ $=\xi\left(r-f^{-1}(0)\right)+\bar{\xi}(0)=\xi(r-0)+0=\xi(r)$ and $\hat{f}((r, 0))=f(r)$.

We have that $\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f$.
Let's show that the annihilator of the ring $\hat{R}$ contains $\operatorname{Ker} \hat{f}$.
Since $f: R \rightarrow \bar{R}$ is an isomorphism then $\operatorname{Ker} \hat{f}=\{(r, \bar{r}) \in \hat{R} \mid \hat{f}((r, \bar{r}))=0\}=$ $=\{(r, \bar{r}) \in \hat{R} \mid f(r)=0\}=\left\{(0, \bar{r}) \in \hat{R} \mid \bar{r} \in \bar{R}^{\prime}\right\}$.

Since $(0, \bar{r}) \cdot(a, \bar{a})=(0 \cdot a, \bar{r} \cdot \bar{a})=(0,0)$ and $(a, \bar{a}) \cdot(0, \bar{r})=(a \cdot 0, \bar{a} \cdot \bar{r})=(0,0)$ for any $(0, \bar{r}) \in \operatorname{Ker} \hat{f}$ and $(a, \bar{a}) \in \hat{R}$ then $\operatorname{Ker} \hat{f} \subset A n n \hat{R}$.

Let's show that $\hat{f}:(\hat{R}, \hat{\xi}) \rightarrow(\bar{R}, \bar{\xi})$ is an isometric homomorphism by analogy with Theorem 2.3. Let $(r, \bar{r}) \in \hat{R}$ and $(0, \bar{j}) \in \operatorname{Ker} \hat{f}$. Then

$$
\begin{gathered}
\hat{\xi}((r, \bar{r})+(0, \bar{j}))=\hat{\xi}((r, \bar{r}+\bar{j}))=\xi\left(r-f^{-1}(\bar{r}+\bar{j})\right)+\bar{\xi}(\bar{r}+\bar{j})= \\
=\xi\left(r-f^{-1}(\bar{r})-f^{-1}(\bar{j})\right)+\bar{\xi}(\bar{r}+\bar{j}) \geqslant \bar{\xi}(f(r)-\bar{r}-\bar{j})+\bar{\xi}(\bar{r}+\bar{j}) \geqslant \bar{\xi}(f(r)) .
\end{gathered}
$$

Thus, the inequality $\bar{\xi}(f(r)) \leqslant \hat{\xi}((r, \bar{r})+(0, \bar{j}))$ is valid for the element $(r, \bar{r}) \in \hat{R}$ and any element $(0, \bar{j}) \in \operatorname{Ker} \hat{f}$. It means that $\bar{\xi}(f(r))$ is one of the lower bounds of the set $\{\hat{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \hat{f}\}$. Therefore, the inequality

$$
\begin{equation*}
\bar{\xi}(f(r)) \leqslant \inf \{\hat{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \hat{f}\} \tag{6}
\end{equation*}
$$

is valid for any $(r, \bar{r}) \in \hat{R}$.
Let $(r, \bar{r}) \in \hat{R}$ and $\bar{j}_{0}=f(r)-\bar{r} \in \bar{R}$. Then $(r, \bar{r})+\left(0, \bar{j}_{0}\right)=(r, \bar{r})+(0, f(r)-\bar{r})=$ $=(r, f(r))$. It means that

$$
\begin{aligned}
& \widehat{\xi}\left((r, \bar{r})+\left(0, j_{0}\right)\right)=\widehat{\xi}((r, f(r)))=\xi\left(r-f^{-1}(f(r))\right)+\bar{\xi}(f(r))= \\
& =\xi(r-r)+\bar{\xi}(f(r))=\xi(0)+\bar{\xi}(f(r))=0+\bar{\xi}(f(r))=\bar{\xi}(f(r)) .
\end{aligned}
$$

Thus for any $(r, \bar{r}) \in \hat{R}$ there exists $\bar{j}_{0}=(0, f(r-\bar{r})) \in \operatorname{Ker} \hat{f}$ such that $\hat{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r))$.

From here the inequality

$$
\begin{equation*}
\inf \{\hat{\xi}(\hat{r}+j) \mid j \in \operatorname{Ker} \hat{f}\} \leqslant \hat{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r)) \tag{7}
\end{equation*}
$$

follows.
From inequalities (6) and (7) the equality

$$
\bar{\xi}(f(r))=\inf \{\hat{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \hat{f}\}
$$

follows.
Besides it follows from the equality $\hat{\xi}\left((r, \bar{r})+\left(0, \bar{j}_{0}\right)\right)=\bar{\xi}(f(r))$ that

$$
\begin{gathered}
\bar{\xi}(f(r))=\min \{\hat{\xi}((r, \bar{r})+(0, \bar{j})) \mid(0, \bar{j}) \in \operatorname{Ker} \hat{f}\}= \\
=\min \{\hat{\xi}((r, 0)+(0, \bar{i})) \mid(0, \bar{i}) \in \operatorname{Ker} \hat{f}\}
\end{gathered}
$$

where $(0, \bar{i})=((0, \bar{r})+(0, \bar{j})) \in \operatorname{Ker} \hat{f}$.
We have shown that there exist a pseudonormed ring $(\hat{R}, \hat{\xi})$ and a homomorphism $\hat{f}: \hat{R} \rightarrow \bar{R}$ such that:
$R$ is an ideal of the ring $\hat{R},\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f ;$
$\bar{\xi}(f(r))=\min \{\hat{\xi}((r, 0)+(0, \bar{i})) \mid(0, \bar{i}) \in \operatorname{Ker} \hat{f}\}$ for every $r \in R$, i.e. for any $r \in R$ there exist an element $\left(0, \bar{a}_{r}\right) \in \operatorname{Kerf} \operatorname{such}$ that $\bar{\xi}(f(r))=\hat{\xi}\left((r, 0)+\left(0, \bar{a}_{r}\right)\right)$;

The annihilator of the ring $\hat{R}$ contains $\operatorname{Ker} \hat{f}$.
Hence $I \Rightarrow I I$ is proved.
Proof $I I \Rightarrow I . \quad$ Let $(R, \xi)$ and $(\bar{R}, \bar{\xi})$ be pseudonormed rings, $f: R \rightarrow \bar{R}$ be a ring isomorphism. Let $(\hat{R}, \hat{\xi})$ be a pseudonormed ring and $\hat{f}: \hat{R} \rightarrow \bar{R}$ be a homomorphism such that the following conditions are valid:
a) $R$ is an ideal in the ring $\hat{R} ;\left.\hat{\xi}\right|_{R}=\xi$ and $\left.\hat{f}\right|_{R}=f ;$
b) $\bar{\xi}(f(r))=\min \{\hat{\xi}(r+a) \mid a \in \operatorname{Ker} \hat{f}\}$ for every $r \in R$;
c) The annihilator of a ring $\hat{R}$ contains $\operatorname{Ker} \hat{f}$.

It follows from Theorem 2.3 that the inequality $\xi(a) \geqslant \bar{\xi}(f(a))$ is valid for any $a \in R$.

Let's show that the inequality $\xi(a \cdot b) \leqslant \bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))$ is valid for any $a, b \in R$ as well.

The equalities $\bar{\xi}(f(a))=\min \{\hat{\xi}(a+i) \mid i \in \operatorname{Ker} \hat{f}\}=\hat{\xi}\left(a+i_{a}\right)$ and $\bar{\xi}(f(b))=$ $=\min \{\hat{\xi}(b+j) \mid j \in \operatorname{Ker} \hat{f}\}=\hat{\xi}\left(b+j_{b}\right)$ are valid for any $a, b \in R$, where $i_{a}$, $j_{b}$ are some elements from $\operatorname{Ker} \hat{f}$. It means that

$$
\begin{gathered}
\bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))=\hat{\xi}\left(a+i_{a}\right) \cdot \hat{\xi}\left(b+j_{b}\right) \geqslant \hat{\xi}\left(\left(a+i_{a}\right) \cdot\left(b+j_{b}\right)\right)= \\
=\hat{\xi}\left(a \cdot b+a \cdot j_{b}+i_{a} \cdot b+i_{a} \cdot j_{b}\right)
\end{gathered}
$$

Sinse $i_{a}, j_{b} \in \operatorname{Ker} \hat{f} \subset \operatorname{Ann} \hat{R}$ then $a \cdot j_{b}=i_{a} \cdot b=i_{a} \cdot j_{b}=0$. Hence $\bar{\xi}(f(a)) \cdot \bar{\xi}(f(b)) \geqslant \hat{\xi}\left(a \cdot b+a \cdot j_{b}+i_{a} \cdot b+i_{a} \cdot j_{b}\right)=\hat{\xi}(a \cdot b)$ for any $a, b \in R$.

Thus, $\xi(a) \geqslant \bar{\xi}(f(a))$ and $\xi(a \cdot b) \leqslant \bar{\xi}(f(a)) \cdot \bar{\xi}(f(b))$ for any $a, b \in R$.
The theorem is proved.
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# Numerical treatment of the Kendall equation in the analysis of priority queueing systems 
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#### Abstract

We investigate here how to treat numerically the Kendall functional equation occuring in the theory of branching processes and queueing theory. We discuss this question in the context of priority queueing systems with switchover times. In numerical analysis of such systems one deals with functional equations of the Kendall type and efficient numerical treatment of these is necessary in order to estimate important system performance characteristics.
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## 1 Introduction

### 1.1 Preliminary notes

It is well known that the Kendall equation is one of fundamental functional equations which appear in the queueing theory and the theory of branching processes.

Consider a system $M|G| 1$ with Poisson ( $\lambda t$ ) input flow of requests and random service time $B$ with c.d.f. $B(t)$. The busy periods in such system are independent and identically distributed (i.i.d.) random variables (r.v.'s) with some cumulative distribution function (c.d.f.) $\Pi(t)$. How does $\Pi(t)$ depend on $B(t)$ and $\lambda$ ? Let $\beta(s)$ be the Laplace-Stieltjes transform of $B(t)$ and $\pi(s)$-the Laplace-Stieltjes transforms of $\Pi(t)$. It is well-known result that $\pi(s)$ satisfies the following functional equation:

$$
\begin{equation*}
\pi(s)=\beta(s+\lambda(1-\pi(s))) . \tag{1}
\end{equation*}
$$

The equation (1) is known as Kendall equation due to Kendall (1951). It is not easy generally to obtain the analytical solution to this equation. Even in simple cases (choice of $B(t))$ the solution $\pi(s)$ may be analytically intractable. This, with the fact that $\pi(s)$ should be inverted in order to obtain full information on busy periods' distribution, leads to the necessity in numerical method for obtaining the solution of (1) and providing the absolute error of the evaluation. Such method is known and it is based on the fact that the right side of Kendall equation, being considered as a functional operator, has a fixed point, see Abate and Whitt (1992).

The Kendall equation makes part of many analytical results regarding distribution of busy periods in priority queueing systems $M_{r}\left|G_{r}\right| 1$-queueing systems with
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Poisson input flows of requests distinguished by importance and one server. Often such results are stated in the form of the systems of functional equations expressed in terms of Laplace-Stieltjes transforms.

For example, the LST $\pi(s)$ of the busy periods' c.d.f. $\Pi(t)$ in the priority queueing system $M_{r}\left|G_{r}\right| 1$ with switchover times under the scheme "with losses" (for the description of such systems appeal to Mishkoy et al. (2006)) is determined by the following system of functional equations (see Klimov and Mishkoy (1979)):

$$
\left\{\begin{array}{l}
\pi_{k}(s)=\frac{\sigma_{k-1}}{\sigma_{k}}\left\{\pi_{k-1}\left(s+\lambda_{k}\right)+\Delta_{k-1}(s) \nu_{k}\left(s+\lambda_{k}\left[1-\overline{\pi_{k}}(s)\right]\right)\right\}+\frac{\lambda_{k}}{\sigma_{k}} \pi_{k k}(s), \\
\Delta_{k-1}(s)=\pi_{k-1}\left(s+\lambda_{k}\left[1-\overline{\pi_{k}}(s)\right]\right)-\pi_{k-1}\left(s+\lambda_{k}\right), \\
\pi_{k k}(s)=\nu_{k}\left(s+\lambda_{k}\left[1-\overline{\pi_{k}}(s)\right]\right) \overline{\pi_{k}}(s), \\
\overline{\pi_{k}}(s)=h_{k}\left(s+\lambda_{k}\left[1-\overline{\pi_{k}}(s)\right]\right), \\
\nu_{k}(s)=c_{k}\left(s+\sigma_{k-1}\right)\left\{1-\frac{\sigma_{k-1}}{s+\sigma_{k-1}}\left[1-c_{k}\left(s+\sigma_{k-1}\right)\right] \pi_{k-1}(s)\right\}^{-1}, \\
h_{k}(s)=\beta_{k}\left(s+\sigma_{k-1}\right)+\frac{\sigma_{k-1}}{s+\sigma_{k-1}}\left[1-\beta_{k}\left(s+\sigma_{k-1}\right)\right] \pi_{k-1}(s) \nu_{k}(s), k=1, \ldots, r, \\
\pi_{0}(s) \equiv 0
\end{array}\right.
$$

Here $\pi_{r}(s) \equiv \pi(s), \lambda_{i}$ is the parameter of the $i^{\text {th }}$ Poisson input flow, and $\sigma_{i}$ stands for $\sum_{i=1}^{k} \lambda_{i}$.

For the same model with zero switchover times as an immediate corollary the following result follows:

$$
\left\{\begin{array}{l}
\sigma_{k} \pi_{k}(s)=\sigma_{k-1} \pi_{k-1}\left(s+\lambda_{k}\left[1-\pi_{k k}(s)\right]\right)+\lambda_{k} \pi_{k k}(s), \\
\pi_{k k}(s)=h_{k}\left(s+\lambda_{k}\left[1-\pi_{k k}(s)\right]\right), \\
h_{k}(s)=\beta_{k}\left(s+\sigma_{k-1}\right)+\frac{\sigma_{k-1}}{s+\sigma_{k-1}}\left[1-\beta_{k}\left(s+\sigma_{k-1}\right)\right] \pi_{k-1}(s), k=1, \ldots, r, \\
\pi_{0}(s) \equiv 0
\end{array}\right.
$$

One can notice the presence of the Kendall equations in such systems.
In the light of these facts, is suggested an acceleration of the scheme of obtaining a numerical solution to the Kendall equation which gives a gain in the number of operations (iterations) needed to solve one-dimensional problem (the case of $M|G| 1$ system) as well as multidimensional problem (the case of $M_{r}\left|G_{r}\right| 1$ system).

### 1.2 Notations and supporting results

### 1.2.1 Laplace and Laplace-Stieltjes transforms

Definition 1. Let $f(t)$ be a complex-valued function of real argument satisfying the following conditions: (i) $f(t)=0 \forall t<0$, (ii) it is a function of bounded variation on any segment $[0, T]$, (iii) $\exists s_{0}, A \in \mathbb{R}$ s.t. $|f(t)| \leq A e^{s_{0} t}$. The Laplace transform of a function $f(t)$ is denoted by $\hat{f}(s)$ and is given by

$$
\begin{equation*}
\hat{f}(s) \stackrel{\partial e f}{=} \int_{0}^{\infty} e^{-s t} f(t) d t \tag{2}
\end{equation*}
$$

where $s \in \mathbb{C}: \Re s>s_{0}$.

This is a general definition. Conditions (i)-(iii) are required for correctness and existence of the transform. The Laplace transform is analytical in the right halfplane $\Re s>s_{0}$. The infimum of all such $s$ for which the Laplace transform exists is called the abscissa of convergence and is denoted by $\sigma_{0}$. The Laplace transform for a real-valued function is defined automatically by Definition 1 .

The Laplace transform is unique, in the sense that, given two functions $f_{1}(t)$ and $f_{2}(t)$ with the same transform, i.e. $\hat{f}_{1}(t) \equiv \hat{f}_{2}(t)$, the integral

$$
\int_{0}^{T} N(t) d t
$$

of the null function $N(t) \stackrel{\text { Def }}{=} f_{1}(t)-f_{2}(t)$ vanishes for all $T>0$ (Lerch's theorem for integral transforms). The Laplace transform is linear:

$$
\begin{equation*}
a \hat{f}(t)+b \hat{g}(t)=a \hat{f}(t)+b \hat{g}(t) \tag{3}
\end{equation*}
$$

The Laplace transform of a convolution $h(t)=f(t) * g(t)=\int_{0}^{\infty} f(t-\tau) g(\tau) d \tau$ is given by

$$
\begin{equation*}
\hat{h}(t)=\hat{f}(t) \hat{g}(t) \tag{4}
\end{equation*}
$$

Definition 2. The Laplace-Stieltjes transform of a real-valued function $F(t)$ of real argument is denoted by $\check{F}(s)$ and is given by

$$
\begin{equation*}
\check{F}(s) \stackrel{\partial e f}{=} \int_{0}^{\infty} e^{-s t} d F(t) \tag{5}
\end{equation*}
$$

where $s \in \mathbb{C}$, whenever this integral exists. The integral here is the Lebesgue-Stieltjes integral.

Often $s$ is a real variable, and then the LST is a real-valued function. If $F(t)$ is differentiable, i.e. $d F(t)=f(t) d t$, then the Laplace-Stieltjes transform of $F(t)$ is just a Laplace transform of its derivative.

Theorem 1. (Uniqueness) Two different probability distributions have different Laplace-Stieltjes transforms.

Theorem 2. (Continuity) Let $F_{n}(t)$ be a cumulative distribution function with $L S T$ $\varphi_{n}(s), n=1,2, \ldots$. If $F_{n} \rightarrow F$, where $F$ is a possibly improper distribution with $\operatorname{LST} \varphi(s)$, then $\varphi_{n}(s) \rightarrow \varphi(s) \forall s>0$. Conversely, if a sequence $\left\{\varphi_{n}(s)\right\}$ converges to $\varphi(s)$ for any $s>0$, then $\varphi$ is an LST of a possibly improper distribution $F$, s.t. $F_{n} \rightarrow F$. The limiting distribution $F$ will be proper (or a probability distribution indeed) iff $\varphi(s) \rightarrow 1$ when $s \downarrow 0$.

For the proofs of Theorem 1 and Theorem 2 see Feller (1971).
The $n^{\text {th }}$ moment of the non-negative random variable $X$ with p.d.f. $f_{X}(t)$ may be obtained via its Laplace transform in the following way:

$$
\begin{equation*}
\mathbb{E}\left[X^{n}\right]=\left.(-1)^{n} \hat{f}_{X}^{(n)}(s)\right|_{s=0} \tag{6}
\end{equation*}
$$

Abate and Whitt (1996) investigated functional operators that map one or more probability distributions on the positive real line into another using their LaplaceStieltjes transforms.

### 1.2.2 Complete monotonicity and Bernstein theorem

We introduce now an important notion for our further considerations-a notion of complete monotonicity.

Definition 3. A real valued function $\varphi$ on $[0, \infty)$ is said to be completely monotone (c.m.) if

$$
\begin{equation*}
(-1)^{n} \varphi^{(n)}(s) \geq 0 \forall n \in \mathbb{N} \cup\{0\} \forall s \in(0, \infty) \tag{7}
\end{equation*}
$$

Example 1. Functions $s^{-\alpha}, e^{-\alpha s}(\alpha \geq 0), \frac{1}{1+s}, \frac{1}{s}$ are completely monotone functions. Function $\varphi(a+b s)$ is completely monotone when $\varphi(s)$ is completely monotone $(a \geq 0, b>0)$.

We will make use of the following important properties of complete monotone functions in our further exposition. Functions $\varphi$ and $\psi$ are considered to be defined on $\mathbb{R}^{+}$.

Property 1. If $\varphi$ and $\psi$ are two complete monotone functions, then their linear combination $\alpha \varphi+\beta \psi$ is a complete monotone function $\left(\alpha^{2}+\beta^{2}>0\right)$.

Proof. The affirmation follows directly from the definition of complete monotone function.

Property 2. If $\varphi$ and $\psi$ are two complete monotone functions, then their product $\varphi \psi$ is a complete monotone function.
Proof. We use the method of mathematical induction to show that

$$
\begin{equation*}
(-1)^{n}(\varphi \psi)^{(n)} \geq 0 \forall n=0,1,2, \ldots \tag{8}
\end{equation*}
$$

Assume that first $n$ derivatives of $\varphi \psi$ alternate in sign. We first not that $\varphi \psi$ is nonnegative and $-\varphi^{\prime}$ and $-\psi^{\prime}$ are complete monotone functions. Therefore, (i) $-(\varphi \psi)^{\prime}=-\varphi^{\prime} \psi-\varphi \psi^{\prime} \geq 0$ and this corresponds to the case $n=1$ (the basis of induction), and (ii) we can apply the induction hypothesis for the products $-\varphi^{\prime} \psi$ and $-\varphi \psi^{\prime}$. But this immediately means that $\varphi \psi$ alternates in sign $n+1$ times. By the principle of mathematical induction the property is proven.
Property 3. If $\varphi$ is complete monotone and $\psi$ is a non-negative function, s.t. $\psi^{\prime}$ is a complete monotone function, then $\varphi(\psi)$ is complete monotone.

Proof. First, note that $\varphi(\psi)$ is a nonnegative function on $\mathbb{R}^{+}$. Then, notice that $-\varphi^{\prime}(\psi)$ and $\psi^{\prime}$ are complete monotone functions. This makes $-\varphi^{\prime}(\psi(s))=-\varphi^{\prime}(\psi) \psi^{\prime}$ to be complete monotone (Property 2). We have proven that $-[\varphi(\psi)]^{\prime}$ is a complete monotone function, i.e. $\varphi(\psi)$ is necessarily complete monotone. The property is proven.

Laplace transforms of positive Borel measures on $\mathbb{R}^{+}$are completely characterized by the Bernstein theorem in terms of complete monotonicity.
Theorem 6. (Bernstein (1928)) Function $\varphi$ is complete monotone iff there exists a unique nonnegative Borel measure $\mu$ on $[0, \infty]$, s.t. $\mu([0, \infty])=\varphi\left(0^{+}\right)$and $\forall s>0$ $\varphi(s)=\int_{0}^{\infty} e^{-s x} \mu(d t)$. Here $[0, \infty]$ is a one-point compactification of $[0, \infty)$.
Remark 1. The theorem says that the class of complete monotone functions $\varphi(s)$ on half-line $\mathbb{R}^{+}$, such that $\varphi\left(0^{+}\right) \leq 1$ coincides with Laplace-Stieltjes transforms of cumulative distribution functions.

Example 2. It was mentioned above that the LST of the busy period in the system $M|G| 1$ satisfies the Kendall equation. It can be shown (Feller (1971), Gnedenko et al (1971)), that Kendall equation determines a unique function $\pi(s)$ which is analytic in the right-half complex plane $\Re s>0$. More of this, if the system workload $\rho=-\frac{\beta(0)}{\lambda}<1$, then $\pi(0)=1$, and the c.d.f. $\Pi(t)$ is a proper cumulative distribution function. The moments of the busy period $\Pi$ in the system $M|G| 1$ can be easily calculated using (6). For example, evaluating the first and second derivatives of $\pi(s)$ at zero in (1), one gets:

$$
\begin{aligned}
\mathbb{E}[\Pi] & =-\pi^{\prime}(0)=-\frac{\beta^{\prime}(0)}{1-\rho}=\frac{\mathbb{E}[B]}{1-\rho}, \\
\mathbb{E}\left[\Pi^{2}\right] & =\pi^{\prime \prime}(0)=\frac{\mathbb{E}\left[B^{2}\right]}{(1-\rho)^{3}},
\end{aligned}
$$

so that

$$
\operatorname{var}[\Pi]=\mathbb{E}\left[\Pi^{2}\right]-\mathbb{E}[\Pi]^{2}=\frac{\mathbb{E}\left[B^{2}\right]-\mathbb{E}[B]^{2}+\rho \mathbb{E}[B]^{2}}{(1-\rho)^{3}}
$$

However, in order to obtain full information on the busy period $\Pi$ one needs to invert $\pi(s)$. This should be found either analytically or evaluated numerically first.

In the case when $\rho>1$, the following takes place: $\pi(0)<1$, and $\Pi(t)$ is an improper c.d.f., i.e. $\lim _{t \rightarrow \infty} \Pi(t)<1$, that means that a busy period is of indefinite length with a positive probability. The case $\rho=1$ is very special one.

A thorough discussion on Kendall equation treatment follows next.

## 2 Kendall equation: numerical treatment

### 2.1 Kendall fixed point operator

We discuss here in more detail the treatment of the Kendall equation

$$
\begin{equation*}
\hat{\varphi}(s)=\hat{g}(s+\rho-\rho \hat{\varphi}(s)), \tag{9}
\end{equation*}
$$

where $\rho>0$ and $\hat{g}(s)$ is a Laplace transform of some p.d.f. $g(s)$ associated with some proper c.d.f. $G(s)$. In other words, in virtue of Bernstein theorem (Theorem 6 and Remark 1), we suppose $\hat{g}(s)$ to be a complete monotone function, such that $\hat{g}\left(0^{+}\right) \leq 1$. The coefficient $\rho$ is some non-negative real number.

Denote by $\mathcal{C} \mathcal{M}$ the set of all complete monotone functions, by $\mathcal{C} \mathcal{M}_{1}$ the set $\left\{\varphi(s) \in \mathcal{C} \mathcal{M} \mid \varphi\left(0^{+}\right) \leq 1\right\}$, i.e., $\mathcal{C} \mathcal{M}_{1}$ is the subset of complete monotone functions which correspond to proper or improper c.d.f.'s on $\mathbb{R}^{+}$.

To analyze (9) we introduce the following operator, which we will call the Kendall operator:

$$
\begin{align*}
& K_{\hat{g}}[\varphi](s): \mathcal{C} \mathcal{M}_{1} \mapsto \mathcal{C} \mathcal{M}_{\hat{g}}:=\operatorname{Im}\left(K_{\hat{g}}\right) \subseteq \mathcal{C} \mathcal{M}_{1}  \tag{10}\\
& K_{\hat{g}}[\varphi](s)\stackrel{\text { def }}{=} \hat{g}(s+\rho-\rho \hat{\varphi}(s))), \text { for some } \hat{g} \in \mathcal{C} \mathcal{M}_{1}, \text { and } \rho>0 \tag{11}
\end{align*}
$$

First, we show that indeed $\operatorname{Im}\left(K_{\hat{g}}\right) \subseteq \mathcal{C} \mathcal{M}_{1}$. To see this, note that

$$
\psi_{\varphi}(s)=s+\rho(1-\hat{\varphi}(s))
$$

is a positive function with complete monotone derivative:

$$
\begin{aligned}
& \psi_{\varphi}^{\prime}(s)=1-\rho \varphi^{\prime}(s)>1>0 \\
& \psi_{\varphi}^{\prime \prime}(s)=-\rho \hat{\varphi}^{\prime \prime}(s) \leq 0
\end{aligned}
$$

We can apply Property 3 for $\hat{g}\left(\psi_{\varphi}(s)\right)$ to see that $K_{\hat{g}}[\varphi](s)$ is complete monotone. Furthermore, this function is continuous as composition of continuous functions, therefore

$$
K_{\hat{g}}[\varphi]\left(0^{+}\right)=\hat{g}\left(\rho\left(1-\hat{\varphi}\left(0^{+}\right)\right)\right) \leq \hat{g}\left(0^{+}\right) \leq 1
$$

We conclude that $\operatorname{Im}\left(K_{\hat{g}}\right) \subseteq \mathcal{C} \mathcal{M}_{1}$ for any given $\hat{g} \in \mathcal{C} \mathcal{M}_{1}$.
The following theorem is well-known. Its proof is constructive and it is important for us.

Theorem 7. The Kendall equation (9) has unique solution $\hat{\varphi}(s) \leq 1$, s.t. $\hat{\varphi}(s)$ is a Laplace-Stieltjes transform of some (probability) distribution $\Phi$ which is proper (and then it is a probability distribution) when $-\rho \hat{g}^{\prime}(0) \leq 1$, and improper otherwise.

Proof. Consider the following equation

$$
\begin{equation*}
Q_{s}(x)=\hat{g}(s+\rho-\rho x)-x=0 \tag{12}
\end{equation*}
$$

for a fixed $s>0$ and for some $x \in[0,1]$. The function $Q_{s}(x)$ is a convex function in respect to $x$ (for any given $s>0$ ), since its second derivative $\rho^{2} \hat{g}^{\prime \prime}(s+\rho(1-x))>0$. Moreover, $Q_{s}(0)>0$ and $Q_{s}(1)<0$, therefore $Q_{s}(x)$ has a unique root $x^{*}$ in $[0,1]$. Allowing $s$ to take any value from $\mathbb{R}^{+}$one obtains the existence and uniqueness of the solution to the Kendall equation.

We want to show now that this solution is a c.m. function. Denote by $0(s)$ and $1(s)$ functions identical to zero and one on $\mathbb{R}^{+}$, corresp.

Consider two functional sequences: $\mathcal{U}=\left\{K_{\tilde{g}}^{n}[0](s)\right\}_{n=0}^{\infty}$ with $K_{\tilde{g}}^{0}[0](s) \equiv 0$ and $\mathcal{D}=\left\{K_{\hat{g}}^{n}[1](s)\right\}_{n=0}^{\infty}$ with $K_{\hat{g}}^{0}[1](s) \equiv 1 \forall s>0$. We show that these sequences converge in a point-wise sense to the solution $\hat{\varphi}(s)$ to the Kendall equation (9).

It is obvious that $K_{\hat{g}}^{0}[0](s) \leq K_{\hat{g}}^{1}[0](s) \forall s>0$, since $\hat{g}$ is a c.m. function. Suppose that $K_{\hat{g}}^{n-1}[0](s) \leq K_{\hat{g}}^{n}[0](s) \forall s>0$. Then,

$$
K_{\hat{g}}^{n+1}[0](s)=\hat{g}\left(s+\rho-\rho K_{\hat{g}}^{n}[0](s)\right) \geq \hat{g}\left(s+\rho-\rho K_{\hat{g}}^{n-1}[0](s)\right)=K_{\hat{g}}^{n}[0](s) \forall s>0 .
$$

By induction

$$
K_{\hat{g}}^{n}[0](s) \leq K_{\hat{g}}^{n+1}[0](s) \leq \hat{g}(0) \leq 1(s) \forall s>0 .
$$

Thus, the sequence $\mathcal{U}$ is a monotone sequence of c.m. functions and is bounded from above - it has a limit which is a c.m. function (by Theorem 2) and which satisfies the Kendall equation, i.e. $\lim _{n \rightarrow \infty} K_{\hat{g}}^{n}[0](s)=\hat{\varphi}(s)$. This limit $\hat{\varphi}(s)$ is an LST of some probability distribution $\Phi$ with a total mass $\Phi([0, \infty])=\varphi(0) \leq 1$.

One can show in a full analogy that $\mathcal{D}$ is a non-increasing sequence bounded from below by $0(s)$ and its limit is the unique solution to the Kendall equation:

$$
\lim _{n \rightarrow \infty} K_{\hat{g}}^{n}[1](s)=\hat{\varphi}(s) .
$$

It remains to show that the probability distribution corresponding to the solution of the Kendall equation is proper iff $-\rho \hat{g}^{\prime}(0) \leq 1$. To show this, consider

$$
\begin{equation*}
Q_{0}(x)=\hat{g}(\rho(1-x))-x=0, \tag{13}
\end{equation*}
$$

as in (12), for $x=\varphi(0)=\lim _{n \rightarrow \infty} K_{\tilde{g}}^{n}[0](s)$, and, thus, $x=\varphi(0)$ is the smallest root of (13) on $[0,1]$. Moreover, since $\hat{g}$ is an LST of a probability distribution, $Q_{0}(0)>0$ and $Q_{0}(1)=0$. So, the only possibility for (13) to have 2 roots on $[0,1]$ can be realized when $Q_{0}^{\prime}(1)>0$ (note that $Q_{0}^{\prime \prime}(x)>0 \forall x \in(0,1)$ ), see Figure 1. The inequality $Q_{0}^{\prime}(1)>0$ is equivalent to the condition $-\rho \hat{g}^{\prime}(0)>1$. If $-\rho \hat{g}^{\prime}(0) \leq 1$ then $\varphi(0)=1$ and $\Phi$ is a proper probability distribution.

We might also wish to consider operator $K_{\hat{g}}[\varphi](s)$ as well as the Kendall equation for complex argument $s$, s.t. $\Re s \geq 0$. Once obtained a c.m. function of real argument we can consider it as a function of complex arguments-this is justified by the principle of analytic continuation.
Theorem 8. The sequence $\left\{K_{\hat{g}}^{n}[\hat{f}](s)\right\}_{n=0}^{\infty}$, where $\hat{f}$ is an LST of some possibly improper c.d.f. $F$, converges to the unique solution $\varphi(s)$ of the corresponding Kendall equation. The claim holds for complex s, s.t. $\Re s>0$.

Proof. Let first $s$ be a real argument. It was proven in Theorem 7 that the Kendall equation has a unique solution. Moreover, the evidence of convergence of $\left\{\hat{\varphi}_{n}(s):=K_{\hat{g}}^{n}[\hat{f}](s)\right\}_{n=0}^{\infty}$ to the solution $\varphi(s)$ for any real $s>0$ can be obtained in a constructive way exactly as it was made for the functions $\hat{f}(s) \equiv 0(s)$ and $\hat{f}(s) \equiv$


Figure 1. Alternative for $x=\varphi(0)$.
$1(s)$. Restricting attention to real $s$ suffices to imply the point-wise convergence of corresponding c.d.f.'s $\Phi_{n}$ to $\Phi$-the c.d.f. of the solution $\varphi$ (Theorem 2):

$$
\hat{\varphi}_{n}(s) \rightarrow \hat{\varphi}(s) \Rightarrow \Phi_{n}(t) \rightarrow \Phi(t)
$$

However, the point-wise convergence for c.d.f.'s implies the transform convergence for all complex $s=x+i y$, s.t. $\Re s=x>0$, since

$$
\begin{equation*}
\Re \hat{\phi}_{n}(s)=\int_{0}^{\infty} \Re e^{-s t} d \Phi_{n}(t)=\int_{0}^{\infty} e^{-s t} \cos y t d \Phi_{n}(t) \rightarrow \int_{0}^{\infty} e^{-s t} \cos y t d \Phi(t), \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\Im \hat{\phi}_{n}(s)=\int_{0}^{\infty} \Im e^{-s t} d \Phi_{n}(t)=\int_{0}^{\infty} e^{-s t} \sin y t d \Phi_{n}(t) \rightarrow \int_{0}^{\infty} e^{-s t} \sin y t d \Phi(t), \tag{15}
\end{equation*}
$$

so that

$$
\begin{align*}
& \Re \hat{\phi}_{n}(s) \rightarrow \Re \hat{\phi}(s), \\
& \Im \hat{\phi}_{n}(s) \rightarrow \Im \hat{\phi}(s) . \tag{16}
\end{align*}
$$

We have the following result: $\hat{\phi}_{n}(s) \rightarrow \hat{\phi}(s)$ for all complex $s$ with $\Re s>0$.
The existence and uniqueness of the solution to the Kendall equation for complex $s$ follows from the existence and uniqueness of the solution for non-negative real $s$ and the principle of analytic continuity.

The result and construction similar to that given in Theorem 7 was well-known for decades now. The fact that the iterations in the Kendall equation also work for complex values of the argument $s$ was empirically found by a few authors (e.g. Doshi (1983)). The first proof of this result can be found in Abate and Whitt (1992). Our proof is similar, although some of its parts are different. It is heavily based on the notion of complete monotone function and the Bernstein theorem.

### 2.2 Adjustments in iterations of the Kendall operator

We know that if $\beta(s)$ is a complete monotone function and $\pi(s)$ satisfies the Kendall equation

$$
\pi(s)=\beta(s+\rho(1-\pi(s))),
$$

then $\pi(s)$ is also a complete monotone function and can be numerically estimated at the point $s=s^{*} \geq 0$ using the following iteration procedure:

$$
\begin{align*}
\pi\left(s^{*}\right) & =\lim _{n \rightarrow \infty} \pi^{(n)}\left(s^{*}\right), \text { where } \\
\pi^{(n)}\left(s^{*}\right) & =\beta\left(s^{*}+\rho\left(1-\pi^{(n-1)}\left(s^{*}\right)\right)\right), \text { with } \pi^{(0)}\left(s^{*}\right) \in[0,1] . \tag{17}
\end{align*}
$$

Here, the sequence $\left\{\pi^{(n)}\left(s^{*}\right)\right\}_{n=0}^{\infty}$ is non-increasing if $\pi^{(0)}\left(s^{*}\right)>\pi\left(s^{*}\right)$, and nondecreasing if $\pi^{(0)}\left(s^{*}\right)<\pi\left(s^{*}\right)$.
Remark 2. Note that the convergence of $\left\{\pi^{(n)}(s)\right\}_{n=0}^{\infty}$ to the solution $\pi(s)$ for complex $s$ is assured by Theorem 8. However, there is no general result on the monotonicity of such convergence unless $s$ is real. Abate and Whitt (1992) provided an example with no monotonicity (in any sense) of iterations in the complex case.

Using the property of complete monotonicity of the solution to the Kendall equation one can decrease the number of iterations to obtain the solution with a given precision. The idea is to set initial guess $\pi^{(0)}\left(s^{*}\right)$ of $\pi\left(s^{*}\right)$ closer to this value ( $s^{*}$ is a real non-negative number).

Suppose we are evaluating the solution to the Kendall equation on a regular grid $\{0, h, 2 h, \ldots,(k-2) h,(k-1) h, k h, \ldots\}$. Suppose that $\pi_{k-2}$ and $\pi_{k-1}$ are the values which approximate $\pi(s)$ at the points $s=(k-2) h$ and $s=(k-1) h$. Then, let

$$
\begin{equation*}
\pi^{(0)}\left(s^{*}=k h\right):=\frac{\pi_{k-1}+\max \left(0,2 \pi_{k-1}-\pi_{k-2}\right)}{2} \tag{18}
\end{equation*}
$$

be the initial value for the process of iterations to the Kendall equation to evaluate $\pi(s)$ at $s=s^{*}$. The simple rationale behind this setting can easily be seen from Figure 2.

Alternatively, setting

$$
\tilde{\pi}^{(0)}\left(s^{*}\right):=\pi_{k-1} \approx \pi\left(s^{*}-h\right),
$$

and

$$
{\underset{\sim}{\pi}}^{(0)}\left(s^{*}\right):=\max \left(0,2 \pi_{k-1}-\pi_{k-2}\right) \approx \max \left(0,2 \pi\left(s^{*}-h\right)-\pi\left(s^{*}-2 h\right)\right),
$$

one may produce two sequences $\left\{\tilde{\pi}^{(n)}\left(s^{*}\right)\right\}_{n=0}^{\infty} \searrow \pi\left(s^{*}\right)$ and $\left\{\pi^{(n)}\left(s^{*}\right)\right\}_{n=0}^{\infty} \nearrow \pi\left(s^{*}\right)$ by iterating the Kendall equation:

$$
\begin{align*}
& \tilde{\pi}^{(n)}\left(s^{*}\right)=\beta\left(s^{*}+\rho\left(1-\tilde{\pi}^{(n-1)}\left(s^{*}\right)\right)\right), \\
& {\underset{\sim}{\pi^{(n)}}\left(s^{*}\right)=\beta\left(s^{*}+\rho\left(1-{\underset{\sim}{r}}^{(n-1)}\left(s^{*}\right)\right)\right),}^{2}, \tag{19}
\end{align*}
$$



Figure 2. Improvement for iterations in Kendall equation
until

$$
\epsilon_{n}=\frac{\tilde{\pi}^{(n)}\left(s^{*}\right)-\pi^{(n)}\left(s^{*}\right)}{2}<\epsilon,
$$

where $\epsilon$ is a given precision. Finally, evaluate $\pi\left(s^{*}\right) \approx \frac{\tilde{\pi}^{(n)}\left(s^{*}\right)+\pi^{(n)}\left(s^{*}\right)}{2}$. The dependence of the number of iterations on the order of accuracy in iterations of the Kendall equation (for a particular value of $s$ ) is shown in Figure 3. The comparison between improved and not improved iteration process for solving the Kendall equation (for different types of service distribution) is shown in Figure 4.

## 3 Concluding remarks

It might seem the adjustments in iterations of the Kendall equation give nonessential gain in the number of operations needed to perform the iterations in order to achieve a solution with a certain level of precision in the case of $M|G| 1$. However, in the context of the study of priority queueing systems with switchover times one needs to perform the iteration process quite many times. In the light of this, the adjustment process can be efficiently used for the acceleration of the numerical scheme's performance. Using this acceleration procedure the algorithms of busy period determination for priority queueing systems (e.g., the algorithm BPLST in Bejan (2004)) can be reviewed and improved.

Acknowledgement. This work was done under support of the SCOPES grant IB7320-110720.


Figure 3. Number of iterations needed to solve the Kendall equation with corresponding accuracy (for different types of service distribution). The plot was obtained evaluating LST at $s=2$-different values of $s$ will produce different plots! This can be seen from Figure 4.


Figure 4. Comparison between improved and not improved iteration process for solving the Kendall equation; order of accuracy is 15 .
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# On the Division of Abstract Manifolds in Cubes 

Mariana Bujac, Sergiu Cataranciuc, Petru Soltan


#### Abstract

We prove that in the class of abstract multidimensional manifolds without borders only torus $V_{1}^{n}$ of dimension $n \geq 1$ can be divided in abstract cubes with the property: every face $I^{m}$ from $V_{1}^{n}$ is shared by $2^{n-m}$ cubes, $m=0,1, \ldots, n-1$. The abstract torus $V_{1}^{n}$ is realized in $E^{d}, n+1 \leq d \leq 2 n+1$, so it results that in the class of all $n$-dimensional combinatorial manifolds [1] only torus respects this propriety. Torus is autodual because of this propriety.


Mathematics subject classification: 18F15, 32Q60, 32C10.
Keywords and phrases: Abstract manifold, abstract cubic manifold, cubiliaj, Euler characteristic.

In paper [7, p.402] the scheme of the main types of $n$-dimensional manifolds it is presented, but the type of abstract manifolds which have been introduced recently in the papers [3-5] is missing. These abstract $n$-dimensional manifolds can be isomorphicly represented in $E^{d}, n+1 \leq d \leq 2 n+1$. So we obtain combinatorial manifolds [1] which belong to the scheme mentioned above. We investigate abstract manifolds, which are defined by multi-ary relations and do not investigate directly combinatorial manifolds because we can obtain new results from abstract and more general point of view [6]. The base of an abstract manifold's definition is an abstract simplex $S^{n}$, which is defined on the set of $(n+1)$ elements from the $(n+1)$-ary relation of distinct elements.

First let's mention
Definition 1 [3]. The complex of multi-ary relations, $K^{n}=\left\{S_{\lambda}^{m}: \lambda \in \Lambda\right.$, $\operatorname{card} \Lambda<\infty, 0 \leq m \leq n\}$, denoted $V_{\Delta}^{n}$, is called an abstract $n$-dimensional manifold without borders if it satisfies the following postulates:
A. any abstract simplex $S^{n-1} \in V_{\Delta}^{n}$ is a common face exactly for two abstract $n$-dimensional simplexes;
B. for any simplexes $S_{i}^{n}, S_{j}^{n} \in V_{\Delta}^{n}, i \neq j$, there exists a sequence of $n$-dimensional simplexes $S_{1}^{n}=S_{i}^{n}, S_{2}^{n}, \ldots, S_{k}^{n}=S_{j}^{n}, k \geq 2$, where $S_{r}^{n} \cap S_{r+1}^{n}=S_{r, r+1}^{n-1}$, $r \in\{1,2, \ldots, k-1\}$;
C. for $\forall S^{m} \in V_{\Delta}^{n}$ it holds that $\exists S^{n} \in V_{\Delta}^{n}$, such that $S^{m}$ is a face of $S^{n}$, $m \in\{0,1, \ldots, n-1\}$;
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D. for any two disjoint simplexes $\forall S_{i}^{n}, S_{j}^{n} \in V_{\Delta}^{n}$, where $S_{i}^{n} \cap S_{j}^{n}=S^{m}$, it holds that $\exists S_{1}^{n}=S_{i}^{n}, S_{2}^{n}, \ldots, S_{k}^{n}=S_{j}^{n}$, such that $\bigcap_{l=1}^{k} S_{l}^{n}=S^{m}$.

We are interested only in the examination of oriented manifolds $[3,4]$. Let's mention
Definition $2[2,6]$. The cubic complex $K^{n}=\left\{I_{\lambda}^{m}: \lambda \in \Lambda\right.$, card $\Lambda<\infty$, $0 \leq m \leq n\}$, denoted $V_{\square}^{n}$, is called an abstract cubic $n$-dimensional manifold without borders if the following properties are satisfied:
A. any $(n-1)$-dimensional cube is a common face exactly for two $n$-dimensional cubes from $K^{n}$;
B. for $\forall I_{i}^{n}, I_{j}^{n} \in K^{n}, i \neq j$, there exists a sequence of cubes from $K^{n}$, $I_{i_{1}}^{n}=I_{i}^{n}, I_{i_{2}}^{n} \ldots, I_{i_{q}}^{n}=I_{j}^{n}$, where $I_{r}^{n} \cap I_{r+1}^{n}=I_{r, r+1}^{n-1}, r \in\left\{i_{1}, i_{2}, \ldots, i_{q-1}\right\} ;$
C. for $\forall I^{p} \in K^{n}, 0 \leq p \leq n-1$, it holds $\exists I^{n} \in K^{n}$, where $I^{p}$ is a face of $I^{n}$;
D. for any disjoint cubes $\forall I_{i}^{n}, I_{j}^{n} \in K^{n}, I_{i}^{n} \cap I_{j}^{n}=I^{p}, 2 \leq p<n$, there exists a sequence of abstract cubes from $B ., I_{i_{1}}^{n}=I_{i}^{n}, I_{i_{2}}^{n}, \ldots, I_{i_{q}}^{n}=I_{j}^{n}$, such that $\bigcap_{j=1}^{q} I_{i_{j}}^{n}=I^{p}$.

We are interested also in the examination of oriented cubic manifolds [6].
Definition 1 is based on a finite complex of multi-ary relations, but Definition 2 is formulated using a finite number of abstract cubes, which are defined by abstract simplexes. So Definition 1 and 2 are equivalent and in the following we use only the notation $V^{n}$.
Definition 3. The property of $n$-dimensional abstract manifold without borders $V_{p}^{n}$, which is determined of a cubic complex $K^{n}$, such that every m-dimensional cube, $0 \leq m \leq n$, belongs to $2^{n-m} n$-dimensional cubes, is called a normal cubiliaj ${ }^{1}$ of $V_{p}^{n}$.

Let's define now a finite product of edges (abstract 1-dimensional cubes [4]) analogous with cartesian product.
Definition 4. Let $I_{1}^{1}, I_{2}^{1}, \ldots, I_{r}^{1}$ be some 1-dimensional oriented abstract cubes. By induction

1. $I_{1}^{1} \otimes I_{2}^{1}=I^{2}$, where $I^{2}$ is a 2-dimensional abstract cube [4] and $\stackrel{\circ}{I^{2}}=\stackrel{\circ}{I_{1}^{1}} \otimes \stackrel{\circ}{I_{2}^{1}}$ [4] is his vacuum.
(r-1). Let's consider that $I^{r-1}=I^{r-2} \otimes I_{r-1}^{1}$ is defined, where $I^{r-1}$ is an $(r-1)$ dimensional abstract cube [4] and $\stackrel{\circ}{I^{r-1}}=\stackrel{\circ}{I_{1}^{r-2}} \otimes \stackrel{\circ}{I_{r-2}^{1}}$ is its vacuum.

[^0]r. Inductively we define $r$-dimensional abstract cube $I^{r}$ in the following way: $I^{r}=I^{r-1} \otimes I_{r}^{1}$, where $\stackrel{\circ}{I^{r}}=I^{r-1} \otimes \stackrel{\circ}{I_{r}^{1}}$. The cube $I^{r}$ is called a cartesian product of cubes $I_{1}^{1}, I_{2}^{1}, \ldots, I_{r}^{1}$ and will be denoted by
\[

$$
\begin{equation*}
I^{r}=\prod_{i=1}^{r} I_{i}^{1} \tag{1}
\end{equation*}
$$

\]

Let's consider $n$ abstract oriented circumferences (1-dimensional manifolds): $V_{1}^{1}, V_{2}^{1}, \ldots, V_{n}^{1}$ with the length (the number of 1-dimensional cubes) $d_{1}, d_{2}, \ldots, d_{n}$.

Using (1), we consider the cartesian product: ${ }^{2}$

$$
\begin{equation*}
K^{n}=\prod_{i=1}^{n} V_{i}^{1} \tag{2}
\end{equation*}
$$

In accordance with Definition 2, it is obvious that (2) establishes an $n$ dimensional abstract manifold without borders which posseses a normal cubiliaj. Moreover, the Euler characteristic of $V_{i}^{1}$ is $\chi\left(V_{i}^{1}\right)=0, i \in\{1,2, \ldots, n\}$, so [7]:

$$
\begin{equation*}
\chi\left(K^{n}\right)=\prod_{i=1}^{n} \chi\left(V_{i}^{1}\right)=0 \tag{3}
\end{equation*}
$$

Consequently we have
Corollary 1. The product (2) establishes an abstract torus $V_{1}^{n}$ (see Figure 1).


Figure 1
This corollary results from the fact that for every $n$ (odd or even) (3) is true.
It holds
Theorem 1. An abstract oriented manifold without borders which has a normal cubiliaj is a torus $V_{1}^{n}$ if and only if $V^{n}$ is established by the cartesian product (2).

[^1]Proof. The sufficiency is obvious because of Corollary 1.
The necessity is simple. Let $V^{n}$ be an abstract manifold which has a normal cubiliaj and $I^{n}$ an abstract cube of $V^{n} . a_{1}, a_{2}, \ldots, a_{n}$ are $n$ oriented arcs with common origin which determine the manifold $V^{n}$. Let's consider the class of equivalence of "parallel" arcs $A_{1}([8-10,12])$ and the class of $(n-1)$-dimensional cubes of $V^{n}$ which are determined by elements from the class $A_{1}$.

Let's denote the last class by $V_{1}^{n-1}$. It is obvious that the last one is an abstract submanifold of $V^{n}$ which possesses hereditarily a normal cubiliaj. Coherently let's move along the arc $a_{1}$. The end of the arc $a_{1}$ belongs to another abstract submanifold $V_{2}^{n-1}$ of $V^{n}$ which is "parallel" with $V_{1}^{n-1}$. Suppose that the manifold $V_{2}^{n-1}$ is "perpendicular" to another arc $b_{1}$, coherent to $a_{1}$ (otherwise we give a new orientation to it). In the same reasoning we can obtain another manifold $V_{3}^{n}$ which has a normal cubiliaj. By induction we can construct a 1-dimensional contour without cross points because of the finite number of cubes from $V^{n}$. If the intersections exists then $V^{n}$ doesn't have a normal cubiliaj. So we obtain the first oriented abstract circumference $V_{1}^{1}$. By induction of the index $i$ of $a_{i}$, considering the class of equivalence $A_{i}$ of arcs "parallel" to $a_{i}$ for $V_{i}^{n-i}, i \in\{1,2, \ldots, n-1\}$, we construct the $(n-1)$ oriented abstract circumference. So we have the abstract circumferences $V_{1}^{1}, V_{2}^{1}, \ldots, V_{n-1}^{1}$. The submanifold $V^{1}$ of $V^{n}$ which is perpendicular to $a_{1}, a_{2}, \ldots, a_{n-1}$ (see figure 1 , the thick meridian) possesses hereditarily a normal cubiliaj. So we have $V^{1}=V_{n}^{1}$. Using the formula (2) we obtain the proof of Theorem 1.

It holds
Theorem 2. Let $V_{p}^{n}, p \neq 1$, be a coherent oriented abstract manifold without borders [1]. This manifold does not possess a normal cubiliaj.

Proof. By contradiction. We consider a submanifold $V_{p}^{n-1}$ of $V_{p}^{n}, p \neq 1$, which can be obtain in the same way as in the proof of Theorem 2, using the arc $a_{1} \in I^{n}$. Analogously to the proofs' procedure of Theorem 2, we can obtain $n n$-dimensional contours without autointersection, $V_{1}^{1}, V_{2}^{1}, \ldots, V_{n}^{1}$, which cartesian product is

$$
\begin{equation*}
V_{p}^{n}=\prod_{i=1}^{n} V_{i}^{i} \tag{4}
\end{equation*}
$$

In accordance with Theorem 1, the product (4) represents a torus $V_{1}^{n}$ which possesses a normal cubiliaj. This contradiction (for $p \neq 1$ ) results from a false assumption. Theorem 2 is proved.

Form Theorems 1 and 2 we obtain
Fundamental theorem. A unique abstract $n$-dimensional manifold without borders $V_{p}^{n}$, where $n \geq 0$, which possesses a normal cubiliaj is the torus $V_{1}^{n}$.
Remark 1. In parer [9] was established that the sphere $S^{2} \subset E^{2}$ does not possess a normal cubiliaj.

It holds
Theorem 3. Only the abstract torus, $V_{1}^{p}$, which possesses a normal cubiliaj, represents an autodual manifold corresponding to this cubiliaj.

Proof. Let $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}$ be the numbers of abstract cubes of $V_{1}^{n}$, with respective dimension $0,1,2, \ldots, n$. So we have:

$$
\begin{equation*}
\chi\left(V_{1}^{n}\right)=\sum_{i=1}^{n}(-1)^{i} \alpha_{i}=0 . \tag{5}
\end{equation*}
$$

Considering the cubic complex $K_{d}^{n}$ with the class of the cubes $\alpha_{n}, \alpha_{n-1}, \ldots, \alpha_{0}$ having the dimensions $0,1, \ldots, n$ respectively and invariant incidences, we obtain that $K_{d}^{n}$ is isomorphic to the complex $K^{n}=V_{1}^{n}$. So $V_{1}^{n}$ is determined uniquely by $K_{d}^{n}$. From (5) it results:

$$
\begin{equation*}
\chi\left(V_{1}^{n}\right)=\chi\left(K_{d}^{n}\right)=\sum_{i=0}^{n}(-1)^{n-i} \alpha_{n-i}=0 \tag{6}
\end{equation*}
$$

So the initial normal cubiliaj of $V_{1}^{n}$ is isomorphic to the normal cubiliaj which is established by $K_{d}^{n}$ (see Figure 2.)


Figure 2
So this fact represents the autoduality of the torus $V_{1}^{n}$. Only this one is represented by a normal cubiliaj. In accordance with the Fundamental theorem such kind of autodualism has only the abstract torus $V_{1}^{n}$. Theorem 3 is proved.

Remark 2. When the above results were obtained as something additional in the solving of application problems, we were informed about the papers [11-13]. This helped us to change the terms' names. The problems formulated by the famous mathematician Serghei Novikov inspired us to additional examinations. We do this with gratitude.

In the following paper we will indicate the value of the Fundamental theorem in the transmission, receiving and picking up of information.
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# The numerical analysis of the tense condition of a solid body with the asymmetrical tensor of strains 

Vasile Ceban, Ion Naval


#### Abstract

In this paper an approach permitting to make calculation of non-steady fields of elastic bodies with an asymmetrical stress tensor is proposed. On the basis of integral equations the explicit difference network, founded on S.K. Godunov method named "disintegrations of a gap" is constructed. The versions are considered, when the difference network approximates an initial set of equations with the first and second order of accuracy.
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The classical theory of elasticity is based on the model of a solid body in which interaction between particles is realized only by central forces.

However, it is impossible to explain satisfactorily the regularities of some phenomena, for instance, the spreading of the short acoustic waves in a crystalline solid body, polycrystalline metal and high polymer.

The theoretical results do not give satisfactory concordance with experimental data for a body with obviously expressed polycrystalline structure, in the complex tense condition with high gradient of the tension.

The model elaborated for the explanation of these phenomena differers from classical one by the fact that tense condition on elementary platform is characterized alongside with the vector of the power tension by the vector of moment tension, referred to the same unit platform as the vector of the usual tension.

The model of elastic moments medium was created in which infinitely small volume possesses six degrees of freedom, and the interaction between elements of the medium is realized by power and moments tensions [1-4].

Here we are concentrated on the consideration of the variant in which the motion of the medium point is completely described by the vector of the onward displacement, but the vector of the angular tumbling is equal to the local rotation of the medium in the sense of the usual theory of elasticity, i.e.

$$
\vec{\omega}=\frac{1}{2} \operatorname{rot} \vec{u} .
$$

Such model is known under the name of continuum Kossera with straight rotation [5-7]. Each point of the medium has 3 degrees of freedom, and its motion is
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completely defined by the vector $\vec{u}$. In this variant of the moment theory of elasticity four independent elasticity constants: $\lambda, \mu, l, k$ are considered ; $\lambda, \mu$ are the Lame parameters, $l$ is the constant with dimension of the length, $k$ is a dimensionless constant of the type of Poison coefficient.

The waves of the expansion in the Kossera medium with straight rotation do not differ from the expansion waves in the classical theory of elasticity, however, the tension moments influence essentially on the distortion waves consideration. We shall present basic system of the equations for the case of the asymmetrical theory of elasticity we are interested in.

The equations of the motion for the plane case in a rectangular coordinate system will be of the form:

$$
\begin{align*}
& \frac{\partial \sigma_{x x}}{\partial x}+\frac{\partial \sigma_{x y}}{\partial y}=\rho \frac{\partial^{2} u}{\partial t^{2}} \\
& \frac{\partial \sigma_{y x}}{\partial x}+\frac{\partial \sigma_{y y}}{\partial y}=\rho \frac{\partial^{2} v}{\partial t^{2}} \tag{1}
\end{align*}
$$

where $u, v$ are components of the displacement vector $\vec{u}$, and $\sigma_{x x}, \sigma_{y y}, \sigma_{x y}, \sigma_{y x}$ are components of the tension tensor.

In this case $\sigma_{x y} \neq \sigma_{y x}$, and the relations between components of the tension and deformation taking in account inertness of the medium's particles rotation are of the form [8]

$$
\begin{gather*}
\sigma_{x x}=\lambda\left(\varepsilon_{x x}+\varepsilon_{y y}\right)+2 \mu \varepsilon_{x x}, \quad \sigma_{y y}=\lambda\left(\varepsilon_{x x}+\varepsilon_{y y}\right)+2 \mu \varepsilon_{y y}, \\
\sigma_{x y}=\mu\left[\varepsilon_{x y}-l^{2}\left(\frac{\partial^{2} \omega}{\partial x^{2}}+\frac{\partial^{2} \omega}{\partial y^{2}}-\frac{k^{2} \rho}{\mu} \frac{\partial^{2} \omega}{\partial t^{2}}\right)\right]  \tag{2}\\
\sigma_{x y}=\mu\left[\varepsilon_{x y}+l^{2}\left(\frac{\partial^{2} \omega}{\partial x^{2}}+\frac{\partial^{2} \omega}{\partial y^{2}}-\frac{k^{2} \rho}{\mu} \frac{\partial^{2} \omega}{\partial t^{2}}\right)\right],
\end{gather*}
$$

where $\rho$ is the density, $\omega=\partial u / \partial y-\partial v / \partial x$.
As a consequence of the relations (2) the equation of the medium particles rotation is examined in the following form:

$$
2 k^{2} \rho l^{2} \frac{\partial^{2} \omega}{\partial t^{2}}=\frac{\partial M_{z x}}{\partial x}+\frac{\partial M_{z y}}{\partial y}+\left(\sigma_{x y}-\sigma_{y x}\right)
$$

where $\sigma_{x y}+\sigma_{y x}=2 \mu \varepsilon_{x y}$.
The internal moments $M_{z x}$ and $M_{z y}$ are expressed by $\omega$ as follows

$$
\begin{equation*}
M_{z x}=2 \mu l^{2} \frac{\partial \omega}{\partial x}, \quad M_{z y}=2 \mu l^{2} \frac{\partial \omega}{\partial y} . \tag{3}
\end{equation*}
$$

The numerical integration of the hyperbolic system (4) is realized in the presence of the initial and border conditions by the method, founded on approximations of the equations by finite differences taking into account relations along characteristic directions.

For the numerical solution of the moment theory of elasticity equations, S. K. Godunov [9] explicit difference scheme will be considered. It requires to pass to the system of equations in first-order partial derivatives. Taking in consideration the velocity of the displacement, and differentiating (2) by time, after uncomplicated transformations (4) will be obtained.

Here with the bar the corresponding functions differentiated by time are marked. From now on for convenience, the bar will be omitted. It is known that the method requires the determination of the characteristic equations and relations for them. In accordance with S.K. Godunov method for the determination of the characteristics in $x$ direction free terms and derivatives by $y$ are excluded from the system (4).

It is easy to note that in the obtained system of equations we have:
a) Two equations form up closed group giving the unknown functions $\sigma_{x x}, u$;
b) Two equations form up closed group giving the unknown functions $\sigma_{x y}, v$;
c) Two equations form up closed group giving the unknown functions $M_{z x}, \omega$

$$
\begin{gather*}
\frac{\partial \sigma_{x x}}{\partial x}+\frac{\partial \sigma_{x y}}{\partial y}=\rho \frac{\partial u}{\partial t}, \quad \frac{\partial \sigma_{y x}}{\partial x}+\frac{\partial \sigma_{y y}}{\partial y}=\rho \frac{\partial v}{\partial t} \\
\frac{\partial \sigma_{x x}}{\partial t}=\lambda\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)+2 \mu \frac{\partial u}{\partial x} \\
\frac{\partial \sigma_{y y}}{\partial t}=\lambda\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)+2 \mu \frac{\partial v}{\partial y}  \tag{4}\\
\frac{\partial \sigma_{x y}}{\partial t}+\frac{\partial \sigma_{y x}}{\partial t}=2 \mu\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right) \\
2 k^{2} l^{2} \rho \frac{\partial \omega}{\partial t}=\frac{\partial M_{z x}}{\partial x}+\frac{\partial M_{z y}}{\partial y}+\sigma_{x y}-\sigma_{y x} \\
\frac{\partial M_{z x}}{\partial t}=2 \mu l^{2} \frac{\partial \omega}{\partial x}, \quad \frac{\partial M_{z y}}{\partial t}=2 \mu l^{2} \frac{\partial \omega}{\partial y} .
\end{gather*}
$$

Father, following the known procedure, we shall multiply the first (the second) equation of the obtained first group of "one-dimensional" system on the $\alpha_{1}\left(\alpha_{2}\right)$ and add both equations.

As a result we get

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\{\alpha_{1} \rho u+\alpha_{2} \sigma_{x x}\right\}=\frac{\partial}{\partial x}\left\{\alpha_{2}(\lambda+2 \mu) u+\alpha_{1} \sigma_{x x}\right\} . \tag{5}
\end{equation*}
$$

Our purpose consists in obtaining the characteristic equation for the Reman invariant $F$ in the following form:

$$
\frac{\partial F}{\partial t}=\eta \frac{\partial F}{\partial x} .
$$

The linear combination of the velocity and tension (5) will be an invariant $F$ if the following conditions are fulfilled

$$
\alpha_{1} \rho=\alpha_{2}(\lambda+2 \mu) / \eta ; \quad \alpha_{1} / \eta=\alpha_{2} .
$$

In this homogeneous system one needs to determine such a value $\eta$ for which its nonzero solution exists. Consequently,

$$
\begin{equation*}
\left(\rho-(\lambda+2 \mu) / \eta^{2}\right) \alpha_{1}=0 ; \quad\left(\rho-(\lambda+2 \mu) / \eta^{2}\right) \alpha_{2}=0 \tag{6}
\end{equation*}
$$

Since for the existence of a nonzero solution either $\alpha_{1}$, or $\alpha_{2}$ must be different from zero, we find eigenvalues $\eta_{i}$ :

$$
\eta_{1,2}= \pm \sqrt{(\lambda+2 \mu) / \rho}= \pm c_{1},
$$

where $c_{1}$ is the velocity of the longitudinal wave spreading.
Proceeding similarly, for the second group of equations we shall get

$$
\eta_{3,4}= \pm \sqrt{\mu / \rho}= \pm c_{2},
$$

where $c_{2}$ is the velocity of the transversal wave spreading.
The third group of equations gives

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\{\alpha_{1} M_{z x}+2 \alpha_{2} k^{2} \rho l^{2} \omega\right\}=\frac{\partial}{\partial x}\left\{\alpha_{2} M_{z x}+2 \alpha_{1} \mu l^{2} \omega\right\} . \tag{7}
\end{equation*}
$$

The linear combination (7) will be an invariant $F$ if the following conditions are fulfilled:

$$
\begin{equation*}
\alpha_{1}=\alpha_{2} / \eta, \quad \alpha_{1} \mu / \eta=\alpha_{2} k^{2} \rho . \tag{8}
\end{equation*}
$$

In homogeneous system (8) it is necessary to determine such value of $\eta$, for which a nonzero solution for this system exists. Consequently,

$$
\begin{equation*}
\left(k^{2} \rho-\mu / \eta^{2}\right) \alpha_{1}=0, \quad\left(k^{2} \rho-\mu / \eta^{2}\right) \alpha_{2}=0 \tag{9}
\end{equation*}
$$

Since the existence of a nonzero solution necessitates that either $\alpha_{1}$, or $\alpha_{2}$ must be different from zero, we find eigenvalues $\eta_{i}$ :

$$
\eta_{5,6}= \pm \sqrt{\mu / k^{2} / \rho}= \pm c_{3}
$$

Because in the medium only one transversal wave must be, we require $k=1$ and $c_{3}=c_{2}$. Really, if the volume deformation $\delta=\partial u / \partial x+\partial v / \partial y$ will be introduced, then it is possible to reduce the system of equations (4) to the following form:

$$
\begin{equation*}
\Delta \delta-\frac{1}{c_{1}^{2}} \delta_{t t}=0 ; \quad \Delta \omega-\frac{1}{c_{2}^{2}} \omega_{t t}-l^{2}\left(\Delta \omega-\frac{k^{2}}{c_{2}^{2}} \omega_{t t}\right)=0 . \tag{10}
\end{equation*}
$$

As can be seen from (10), this equation is a wave one relative to $\sigma$, as well as in the classical linear theory of elasticity while shift deformation $\omega$ satisfies the fourth
order equation. By the study of the flat waves spreading in the elastic medium threedimensional and shift deformation are expressed through four arbitrary functions depending on the flat waves [10]

$$
\mathrm{Z}_{1,2}=t-\theta x \mp \sqrt{c_{1}^{2}-\theta^{2}} y, \quad \mathrm{Z}_{3,4}=t-\theta x \mp \sqrt{c_{2}^{2}-\theta^{2}} y
$$

where $\theta$ is an arbitrary parameter.
The equation (10) relative to $\delta$ allows arbitrary solutions for flat waves through $\mathrm{Z}_{1,2}$.

We research the equation (10) for $\omega$. Let $\omega=f(\gamma t-\alpha y-\beta x)$. Substituting in equation (10), we shall get

$$
\begin{equation*}
\left(\alpha^{2}+\beta^{2}-\gamma^{2} / c_{2}^{2}\right) f^{\prime \prime}-l^{2}\left(\alpha^{2}+\beta^{2}\right)\left(\alpha^{2}+\beta^{2}-k^{2} \gamma^{2} / c_{2}^{2}\right) f^{I V}=0 \tag{11}
\end{equation*}
$$

From the given equation it follows that flat waves of the type $\omega=f(\gamma t-\alpha y-\beta x)$ for arbitrary type of the functions $f$ are possible only by the condition $k=1$, $\alpha^{2}+\beta^{2}-\gamma^{2} / c_{2}^{2}=0$.

So, further we shall everywhere consider $k=1$.
We shall consider further the case of $\eta_{1,2}= \pm c_{1}$. Then from (6) it follows that $\alpha_{1}$ is an arbitrary constant value, which we take equal to $\pm 1$, and the factor $\alpha_{2}= \pm 1 / c_{1}$.

Then the invariant $F_{1}=\rho u \pm \sigma_{x x} / c_{1}$.
Similarly it is possible to obtain $F_{2}=\rho v \pm \sigma_{x y} / c_{2} ; F_{3}=M_{z x} \pm 2 \alpha_{2} \rho l^{2} / c_{2} \omega$.
This means that along the characteristics $\frac{\partial x}{\partial t}= \pm \eta_{k}$ the relations $F_{k}=$ const are fulfilled, because

$$
d F_{k}=\frac{\partial F_{k}}{\partial t} d t+\frac{\partial F_{k}}{\partial x} d x=\left(\frac{\partial F_{k}}{\partial t} \pm \eta_{k} \frac{\partial F_{k}}{\partial x}\right) d t=0
$$

By analogy with "one-dimensional" system relative to the variable $x$, "onedimensional" system relative to the variable $y$ can be considered, obtained from system (4) when excluding derivatives by $y$.

The direct comparison of these systems shows that they become completely identical after establishing the correspondence:

$$
x \leftrightarrow y, \quad u \leftrightarrow v, \quad \sigma_{x x} \leftrightarrow \sigma_{y y}, \quad \sigma_{x y} \leftrightarrow \sigma_{y x}, \quad M_{z x} \leftrightarrow M_{z y}, \quad F_{k} \leftrightarrow \Phi_{k} .
$$

The characteristics and relations for them are automatically obtained with account of this correspondence.

The invariants $F_{k}$ and $\Phi_{k}(k=1,2,3)$ possess important features that along straight line $\pm c_{k} t+x=$ const they keep constant values.

These features are put in the base of the finite difference scheme construction.
In the domain of the arguments $x$ and $y$ variation we shall introduce uniform differences schemes as follows. The area will be limited by the contour, given by the restrictions $0 \leq x \leq a, 0 \leq y \leq b$. We shall cover this square-wave area with the net as follows: for $x$

$$
h_{x}=a / I, \quad x_{i}=i \cdot h_{x}, i=1,2, \cdots, I,
$$

and for $y$

$$
h_{y}=a / J, \quad y_{j}=j \cdot h_{y}, j=1,2, \cdots, J
$$

The nodes of the deference net, in which we shall define the unknown functions, choose in the cell center, formed by orthogonal net. All unknown functions are related to the center of accounting cell and are considered constant within a separate cell. Since the problem is dynamic then in the difference scheme the function values are present on two temporary stratums $t_{n}$ and $t_{n+1}$, with step on time $\tau_{n}=t_{n+1}-t_{n}$.

We shall mark the functions defined on upper temporary layer $t_{n+1}$, by $\varphi^{i-1 / 2, j-1 / 2}$ or $\bar{\varphi}$, and on the under-stratums by $\varphi_{i-1 / 2, j-1 / 2}$ or $\varphi$. The approximation of the system of equations (4) is built on the base of integral identity, equivalent to the system (4).

The solution will be defined in the three-dimensional space with coordinate $x, y, t$.
We shall consider the elementary volume $V$, formed by the coordinate planes $x=x_{i}, x=x_{i-1}, y=y_{j}, y=y_{j-1}, t=t_{n}, t=t_{n-1}$. Let us take integral from the first equation of the system (4) on volume $V$ :

$$
\rho \int_{V} \frac{\partial u}{\partial t} d V=\int_{V}\left[\frac{\partial \sigma_{x x}}{\partial x}+\frac{\partial \sigma_{x y}}{\partial y}\right] d V
$$

Considering that $d V=d x d y d t$ and applying integrations formulas by parts, we get

$$
\left.\rho \int_{S_{1}} u\right|_{t_{n}} ^{t_{n+1}} d x d y=\left.\int_{S_{2}} \sigma_{x x}\right|_{x_{i}} ^{x_{i+1}} d t d y+\left.\int_{S_{3}} \sigma_{x y}\right|_{y_{j}} ^{y_{j+1}} d x d t .
$$

Here through $S_{1}, S_{2}, S_{3}$ we shall mark the areas sides of the elementary volume. Approximating the obtained integrals on the areas $S_{1}, S_{2}, S_{3}$ by square formula of the central rectangle, get the following difference equation

$$
\begin{gathered}
\rho(\bar{u}-u) h_{x} h_{y}=\left(\Sigma_{x x i, j-1 / 2}-\Sigma_{x x i-1, j-1 / 2}\right) h_{y} \tau+ \\
+\left(\Sigma_{x y i-1 / 2, j}-\Sigma_{x y i-1 / 2, j-1}\right) h_{x} \tau .
\end{gathered}
$$

The functions $u, \sigma_{x x}, \sigma_{x y}$ are determined on the lower temporary layer $t_{n}$, and $\bar{u}, \bar{\sigma}_{x x}, \bar{\sigma}_{x y}$ are determined on the temporary layer $t_{n+1}$. In the center of the lateral sides $S_{1}, S_{2}$ "greater" values are defined, their expressions through "small" values are given below.

The obtained equation will be divided by $h_{x} \cdot h_{y} \cdot \tau$

$$
\rho \frac{\bar{u}-u}{\tau}=\frac{\Sigma_{x x i, j-1 / 2}-\Sigma_{x x i-1, j-1 / 2}}{h_{x}}+\frac{\Sigma_{x y i-1 / 2, j}-\Sigma_{x y i-1 / 2, j-1}}{h_{y}} .
$$

The rest of the equations are approximated similarly, and that gives

$$
\rho \frac{\bar{v}-v}{\tau}=\frac{\Sigma_{y x i, j-1 / 2}-\Sigma_{y x i-1, j-1 / 2}}{h_{x}}+\frac{\Sigma_{y y i-1 / 2, j}-\Sigma_{y y i-1 / 2, j-1}}{h_{y}},
$$

$$
\left.\begin{array}{c}
\frac{\bar{\sigma}_{x x}-\sigma_{x x}}{\tau}=(\lambda+2 \mu) \frac{U_{i, j-1 / 2}-U_{i-1, j-1 / 2}}{h_{x}}+\lambda \frac{V_{i-1 / 2, j}-V_{i-1 / 2, j-1}}{h_{y}}, \\
\frac{\bar{\sigma}_{y y}-\sigma_{y y}}{\tau}=\lambda \frac{U_{i, j-1 / 2}-U_{i-1, j-1 / 2}}{h_{x}}+(\lambda+2 \mu) \frac{V_{i-1 / 2, j}-V_{i-1 / 2, j-1}}{h_{y}}, \\
\frac{\bar{\sigma}_{x y}-\sigma_{x y}}{\tau}+\frac{\bar{\sigma}_{y x}-\sigma_{y x}}{\tau}=2 \mu\left(\frac{U_{i-1 / 2, j}-U_{i-1 / 2, j-1}}{h_{y}}+\frac{V_{i, j-1 / 2}-V_{i-1, j-1 / 2}}{h_{x}}\right),  \tag{12}\\
2 \rho l^{2} \overline{\bar{\omega}}-\omega \\
\tau
\end{array}=\frac{M_{z x i, j-1 / 2}-M_{z x i-1, j-1 / 2}}{h_{x}}+\frac{M_{z y i-1 / 2, j}-M_{z y i-1 / 2, j-1}}{h_{y}}+\sigma_{x y}-\sigma_{y x},\right] \text {, } \begin{gathered}
\frac{\bar{M}_{z x}-M_{z x}}{\tau}=2 \mu l^{2} \frac{\Omega_{i, j-1 / 2}-\Omega_{i-1, j-1 / 2}}{h_{x}}, \\
\frac{\bar{M}_{z y}-M_{z y}}{\tau}=2 \mu l^{2} \frac{\Omega_{i-1 / 2, j}-\Omega_{i-1 / 2, j-1}}{h_{y}} .
\end{gathered}
$$

The built system of equations in finite differences (12) approximates the system of the differential equations (4). For finishing of the equations in finite differences building is required to indicate the way of the "greater" values calculation through "small". "Greater" values are defined in the center of the lateral sides of the volume $V$. Their expression through "small" values $\varphi$ in internal nodes of the net are found from characteristic correlations, considered above.
"Greater" values $\Phi$ in the $x$ direction are calculated as follows. We shall consider two nearby cells on temporary layer $t_{n}$, the centers of which are marked by $i-1 / 2, j-1 / 2$ and $i+1 / 2, j-1 / 2$. We shall conduct from these point characteristics with slopping $\pm c_{1}$, but from point of their intersection we shall lower characteristics with slopping $\pm c_{2}$. Since along these straight linear combinations of the unknown function maintain constant values, it is possible to write following correlations

$$
\begin{align*}
& \rho U_{i, j-1 / 2}+\Sigma_{x x i, j-1 / 2} / c_{1}=\rho u_{i+1 / 2, j-1 / 2}+\sigma_{x x i+1 / 2, j-1 / 2} / c_{1}, \\
& \rho U_{i, j-1 / 2}-\Sigma_{x x i, j-1 / 2} / c_{1}=\rho u_{i-1 / 2, j-1 / 2}-\sigma_{x x i-1 / 2, j-1 / 2} / c_{1} . \tag{13}
\end{align*}
$$

Solving system (13) relative to "greater" values, we get

$$
\begin{gathered}
U_{i, j-1 / 2}=\left(u_{i+1 / 2, j-1 / 2}+u_{i-1 / 2, j-1 / 2}\right) / 2+ \\
+\left(\sigma_{x x i+1 / 2, j-1 / 2}-\sigma_{x x i-1 / 2, j-1 / 2}\right) / 2 / \rho / c_{1}, \\
\Sigma_{x x i, j-1 / 2}=\rho c_{1}\left(u_{i+1 / 2, j-1 / 2}-u_{i-1 / 2, j-1 / 2}\right) / 2+
\end{gathered}
$$

$$
+\left(\sigma_{x x i+1 / 2, j-1 / 2}+\sigma_{x x i-1 / 2, j-1 / 2}\right) / 2
$$

Doing similar discourses and transformations, we shall define the rest "greater" values, in direction $y$ similarly as in direction $x$.
"Greater" values, on the border of the area are defined from three relations for the characteristics and three border conditions.

The initial conditions for the examined scheme are written by change continuous function by "small" values, determined on the net.

By decompositions of the discrete function, entering into difference scheme, in Taylor row in the neighborhood of the point $\left(x_{i}, y_{j}, t_{n}\right)$ it is possible to show that built accounting scheme has a first approximation order. Stability condition can be received in the base of the Churant-Fridrix-Levi criterion, which confirms that velocity in differences of the wave spreading on each directions, must not be less, than velocity of the wave for differential approach.

Then we get

$$
\tau \leq\left(\frac{1}{\tau_{1}}+\frac{1}{\tau_{2}}\right)^{-1}
$$

where $\tau_{1} \leq \frac{h_{x}}{c_{1}}, \tau_{1} \leq \frac{h_{y}}{c_{1}}$.
When execution of this condition is ensured, the solution of the built difference problem will be converging with the first order accuracy to exact solution. In order to study possibilities of the using at calculation of the second order accuracy schemes we shall consider certain modification of the scheme built above. Increasing of the scheme accuracy can be reached by account of centering differences function on temporary interval and taking into account of the change tangent to the verge of the sought function [11].

In obtained above grid-characteristic scheme, auxiliary "greater" values on the cell border were calculated at condition of constancy values of the vector solution components within each elementary cell. In this case, for determination of the values in cross point of the characteristics with lower time plane, in essence, is used zero order interpolation that provides the first order accuracy and monotonicity of the difference schemes. Increasing approximation till the second oder can be reached by considering more exact interpolation formulas.

For calculation of intermediate values of the sought function on previous temporary layer $n \tau$ we use modified formula for square interpolations.

$$
\begin{gathered}
u_{ \pm}=u_{k \pm 1 / 2}+g^{*}\left(u_{k \mp 1 / 2}-u_{k \pm 1 / 2}\right)+ \\
+A g^{*}\left(1-g^{*}\right)\left(u_{k \mp 1 / 2}-2 u_{k \pm 1 / 2}+u_{k \pm 3 / 2}\right) / 2 .
\end{gathered}
$$

For the bounded nodes formula with unilateral finite differences is truthful

$$
\begin{gathered}
u_{ \pm}=u_{k \pm 1 / 2}+g^{*}\left(u_{k \mp 1 / 2}-u_{k \pm 3 / 2}\right)+ \\
+A g^{*}\left(1-g^{*}\right)\left(u_{k \pm 1 / 2}-2 u_{k \pm 3 / 2}+u_{k \pm 5 / 2}\right) / 2 .
\end{gathered}
$$

Here signs " + ", "-" correspond to positive and negative slopping of the characteristics $g^{*}=\left(1-\tau c_{1} / h\right) / 2 ; A$ is the parameter, which value is defined from condition $\left\|u_{n}-[u]_{h}\right\| \rightarrow \min$, where $u_{n}$ is obtained discrete solution; $[u]_{h}$ is projection of the sample problem exact solution on the grid; $\|\cdot\|$ is the norm in the space of grid function; $h$ is the spatial step.

It is known that schemes of the raised accuracy order to do not possess monotonicity feature, but choice of the best value of the parameter $A$ allows to minimize the dispersion of the finite differences solutions comparatively exact and vastly reduce drid viscosity, which show the first-order accuracy scheme.

So, the second order accuracy difference scheme differs from first-order accuracy scheme by way of expressing of the "greater" values through "small".

For nodes of the grid, located in internal area, we write following caracteristics correlations in $x$ direction

$$
\begin{aligned}
& \rho U_{i, j-1 / 2}+\Sigma_{x x i, j-1 / 2} / c_{1}=s_{k+1 / 2}+g^{*}\left(s_{k-1 / 2}-s_{k+1 / 2}\right)+ \\
& +A g^{*}\left(1-g^{*}\right)\left(s_{k-1 / 2}-2 s_{k+1 / 2}+s_{k+3 / 2}\right) / 2, \\
& \rho U_{i, j-1 / 2}-\Sigma_{x x i, j-1 / 2} / c_{1}=s_{k-1 / 2}+g^{*}\left(s_{k+1 / 2}-s_{k-1 / 2}\right)+ \\
& +A g^{*}\left(1-g^{*}\right)\left(s_{k+1 / 2}-2 s_{k-1 / 2}+s_{k-3 / 2}\right) / 2,
\end{aligned}
$$

were $s_{ \pm}=\rho u_{i \pm 1 / 2, j-1 / 2}+\sigma_{x x i \pm 1 / 2, j-1 / 2} / c_{1}$.
We shall mark the right parts of the last correlations through $S_{i+1 / 2}$ and $S_{i-1 / 2}$. Then "greater" values are expressed through "small" by formula

$$
\begin{gathered}
U_{i, j-1 / 2}=0.5\left(S_{i+1 / 2}+S_{i+1 / 2}\right) / \rho \\
\Sigma_{x x i, j-1 / 2}=0.5 c_{1}\left(S_{i+1 / 2}-S_{i+1 / 2}\right)
\end{gathered}
$$

Similarly all rest "greater" values are got.
Study of the stability by Furie method gives condition

$$
\tau \leq\left(a_{+} / b_{-}\right) \tau_{+} \tau_{-} / \sqrt{\tau_{-}^{2}+\left(a_{+} / b_{-}\right)^{2} \tau_{+}^{2}},
$$

were $\tau_{+}=\max \left(\tau_{x}, \tau_{y}\right), \tau_{-}=\min \left(\tau_{x}, \tau_{y}\right), a_{+}=\max \left(\lambda_{i}, \mu_{i}\right), b_{-}=\min \left(\lambda_{i}, \mu_{i}\right)$, $(i=1,2), \tau_{x}=h_{x} / a_{+}, \tau_{y}=h_{y} / a_{+}$are the limiting steps, defined from condition of stability corresponding to one dimentional scheme.

For square greed $\tau_{+}=\tau_{-}=\tau_{0}=h / a_{+}$and $\tau \leq\left(a_{+} / b_{-}\right) \tau_{0}\left[1+\left(a_{+} / b_{-}\right)^{2}\right]^{-1 / 2}$.
A more severe condition have in the case of the first-order accuracy scheme

$$
\tau \leq\left(a_{+} / b_{-}\right) \tau_{+} \tau_{-}\left[\tau_{-}+\left(a_{+} / b_{-}\right) \tau_{+}\right],
$$

from which for square grid follows $\tau \leq\left(a_{+} / b_{-}\right) \tau_{0} /\left[1+\left(a_{+} / b_{-}\right)\right]$.
In order to obtain more high accuracy order results brings to expediency of the hybrid difference schemes using with flows correction, taking as support, described above scheme variants.
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# On the coproducts of cyclics in commutative modular and semisimple group rings 
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#### Abstract

We study certain properties of the coproducts (= direct sums) of cyclic groups in commutative modular and semisimple group rings. Our results strengthen a statement due to T. Zh. Mollov (Pliska, Stud. Math. Bulgar., 1981) and also they may be interpreted as a natural continuation of a recent investigation of ours (Serdica Math. J., 2003).
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## 1 Introduction

Let $G$ be an arbitrary multiplicative abelian group and let $R$ be an arbitrary commutative unitary ring of any characteristic. By using standard abbreviations, we now formally introduce the basic concepts. For such a group $G, G_{p}$ denotes its $p$-primary component of torsion which can be represented as $G_{p}=\cup_{n<\omega} G\left[p^{n}\right]$ where $G\left[p^{n}\right]=\left\{g \in G: g^{p^{n}}=1\right\}$ is the $p^{n}$-socle of $G$, and $G^{1}$ denotes the first Ulm subgroup of $G$. For such a ring $R, \operatorname{char}(R)$ denotes its characteristic which is a nonnegative integer $m$ with the property that either $m \cdot 1_{R}=0$ and $m \neq 0$ is minimal with this property, whence we write $\operatorname{char}(R)=m \neq 0$, or otherwise $\operatorname{char}(R)=0$ whenever $m \neq n$ implies $m .1_{R} \neq n .1_{R}$.

We recall that the field $F$ is of the first kind with respect to the prime $p$ if the degree $\left(F\left(\epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{n}, \cdots\right): F\right)=\infty$, where $\epsilon_{i}$ are the primitive $p^{i}$-roots of unity for $i=1,2, \cdots, n, \cdots$. In the remaining variant when $\left(F\left(\epsilon_{1}, \epsilon_{2}, \cdots, \epsilon_{n}, \cdots\right): F\right)<$ $\infty$, the field $F$ is called a field of the second kind with respect to $p$.

An example of a field of the first kind with respect to any prime number is the field $\mathbb{Q}$ of all rationals, while the fields $\mathbb{R}$ and $\mathbb{C}$ of all real and complex numbers, respectively, are examples of fields of the second kind with respect to all primes.

Our attention in the present exploration is concentrated on the Sylow $p$-group $S(R G)$ consisting of all normalized $p$-elements in the group ring $R G$. For $A \leq G$, we denote by $I(R G ; A)$ the relative augmentation ideal of $R G$ with respect to the subgroup $A$.

All other unexplained exclusively notions and notation are standard and are in agreement with the cited in the bibliography research papers.
(C) Peter Danchev, 2006

The work is structured as follows: In the second paragraph, divided into two sections, we study the behavior of coproducts of cyclic groups in a modular and a semisimple aspect.

The first section treats the modular case by finding a criterion for $S(R G) / S(R A)$ to be a coproduct of cyclic groups provided that $\operatorname{char}(R)=p, p$ is a prime, under some additional restrictions on $G$ and $A$; for instance such as $G$ is torsion and $\coprod_{q \neq p} G_{q} \subseteq A$. As a consequence, we obtain a necessary and sufficient condition for $S(R G)$ to be a $C_{\omega+1}$-group in the sense of Megibben (= a pillared group in other terms due to P. D. Hill). These criteria expand the corresponding ones of T. Mollov in [12]. We also point out that a counterexample due to Mollov in his reviewer's report [16], concerning our assertion in [4], is an absurdity.

The second section deals with the semisimple case, where we establish criteria for $S(R G)$ to belong to major classes of abelian groups provided $R$ is either a field of the first kind or of the second kind with respect to $p$, both with $\operatorname{char}(R) \neq p$. To this aim, we deduce a new extension of a group-theoretic attainment of Dieudonné [11].

We also eliminate some minor misprints in [4].
We end the paper with concluding discussion and remarks where we list certain unanswered questions and conjectures.

## 2 Main Results

## 1. Modular group rings

The next affirmation was proved by Mollov [12, Proposition 6 b)] in a slightly modified form for the case when $R$ is a field. In his proof such a limitation on $R$ to be a field is essential. We now generalize this claim to an arbitrary commutative ring $R$ with 1 and prime characteristic $p$ by the usage of a different and more smooth approach.

We are now in a position to restate in an equivalent form the cited above Mollov's result.
Theorem 1. Suppose $G$ is an abelian group with a subgroup $A$, suppose $M$ is a $p$-divisible group with $M_{p}=1$ and suppose char $(R)=p$ is a prime. Then $S\left(R\left(G_{p} \times\right.\right.$ $M)) / S\left(R\left(A_{p} \times M\right)\right)$ is a coproduct of cyclic groups if and only if $G_{p} / A_{p}$ is a coproduct of cyclic groups.
Proof. Evidently, $G_{p} / A_{p} \cong G_{p} S\left(R\left(A_{p} \times M\right)\right) / S\left(R\left(A_{p} \times M\right)\right) \subseteq S\left(R\left(G_{p} \times\right.\right.$ $M)) / S\left(R\left(A_{p} \times M\right)\right)$ since $G_{p} \cap S\left(R\left(A_{p} \times M\right)\right)=A_{p}$. Thus the necessity obviously holds.

In order to prove the sufficiency, we assume that $G_{p} / A_{p}$ is a coproduct of cyclic groups. Appealing to the classical Kulikov's criterion, $G_{p} / A_{p}=\cup_{n<\omega}\left(G_{n} / A_{p}\right), A_{p} \subseteq$ $G_{n} \subseteq G_{n+1} \leq G_{p}$ and $G_{n} \cap G_{p}^{p^{n}} \subseteq A_{p}$ that is equivalent to $G_{n} \cap G^{p^{n}} \subseteq A_{p}$. Therefore, $G_{p}=\cup_{n<\omega} G_{n}$ and $G_{p} \times M=\cup_{n<\omega}\left(G_{n} \times M\right)$, whence $S\left(R\left(G_{p} \times\right.\right.$ $M))=\cup_{n<\omega} S\left(R\left(G_{n} \times M\right)\right)$ and $S\left(R\left(G_{p} \times M\right)\right) / S\left(R\left(A_{p} \times M\right)\right)=\cup_{n<\omega}\left[S\left(R\left(G_{n} \times\right.\right.\right.$ $\left.M)) / S\left(R\left(A_{p} \times M\right)\right)\right]$. Finally, by exploiting the modular law, we compute that
$S\left(R\left(G_{n} \times M\right)\right) \cap S^{p^{n}}\left(R\left(G_{p} \times M\right)\right)=S\left(R\left(G_{n} \times M\right)\right) \cap S\left(R^{p^{n}}\left(G_{p}^{p^{n}} \times M\right)\right)=S\left(R^{p^{n}}\left[\left(G_{n} \times\right.\right.\right.$ $\left.\left.M) \cap\left(G_{p}^{p^{n}} \times M\right)\right]\right) \subseteq S\left(R\left(M \times A_{p}\right)\right)$, where the last inclusion holds because of the relationships $M \subseteq G^{p^{n}}$ and $\left(G_{n} \times M\right) \cap\left(G_{p}^{p^{n}} \times M\right)=M\left(\left(G_{n} \times M\right) \cap G_{p}^{p^{n}}\right)=$ $M\left(\left(G_{n} \times M\right) \cap G^{p^{n}}\right)=M\left(G_{n} \cap G^{p^{n}}\right) \subseteq M \times A_{p}$ which are fulfilled over every natural $n \in \mathbb{N}$. This substantiates the claim that the quotient $S\left(R\left(G_{p} \times M\right)\right) / S\left(R\left(A_{p} \times M\right)\right)$ is a coproduct of cyclic groups. Hence the theorem.
Corollary 1. Suppose $G$ is an abelian group such that $G=G_{p} \times M$, where $M$ is $p$-divisible, suppose $A \leq G$ such that $M \subseteq A$ and suppose $\operatorname{char}(R)=p$ is a prime. Then $S(R G) / S(R A)$ is a coproduct of cyclic groups $\Longleftrightarrow G / A$ is a coproduct of cyclic groups $\Longleftrightarrow G_{p} / A_{p}$ is a coproduct of cyclic groups.
Proof. It easily follows that $A=A_{p} \times M$. Therefore Theorem 1 applies to show that $S(R G) / S(R A)$ is a coproduct of cycles only when so is $G / A \cong G_{p} / A_{p}$.
Corollary 2. Suppose that $G$ is a torsion abelian group with $\coprod_{q \neq p} G_{q} \subseteq A \leq G$, and suppose that char $(R)=p$ is a rational prime. Then $S(R G) / S(R A)$ is a coproduct of cyclic groups $\Longleftrightarrow G / A \cong G_{p} / A_{p}$ is a coproduct of cyclic groups.
Proof. It follows immediately from Theorem 1 because $G=G_{p} \times \coprod_{q \neq p} G_{q}$, where the latter direct component is $p$-divisible.

We come now to the original formulation of the Mollov's statement from [12].
Corollary 3 (Mollov, 1981). Assume that $G$ is an abelian group, $p$ a prime, $G=G_{p} \times M, A \leq G_{p}$, and that $R$ is a field of $\operatorname{char}(R)=p$. If $M$ is a p-divisible group, then $S(R G) / S(R(A \times M))$ is a coproduct of cyclic groups $\Longleftrightarrow G_{p} / A$ is a coproduct of cyclic groups.
Proof. The assertion follows at the substitutions $G=G_{p} \times M$ and $A=A_{p}$.
Remark. Proposition 6 a) in [12] was firstly extended in [2] to arbitrary abelian groups and commutative rings with identity of prime characteristic $p$ without nilpotent elements. When $G$ is a $p$-group, similar expansions of Propositon 6 b ) were given by us in [3]. The real advantage here is that we have considered a more general coefficient ring.

For any ordinal number $\lambda$ an abelian $p$-group $H$ is termed by C. Megibben a $C_{\lambda}$-group if $H / H^{p^{\alpha}}$ is totally projective for all $\alpha<\lambda$. Apparently, every abelian $p$-group is a $C_{\omega}$-group.

Our next statement concerns the finding of a criterion when $S(R G)$ is a $C_{\omega+1^{-}}$ group, that is, the first Ulm factor $S(R G) / S^{1}(R G)$ is a coproduct of cyclic groups (these groups are called also pillared by P.D. Hill).
Proposition 1. Let $G$ be a torsion abelian group and $R$ a perfect commutative ring with 1 of prime char $(R)=p$. Then $S(R G)$ is a $C_{\omega+1}$-group $\Longleftrightarrow G_{p}$ is a $C_{\omega+1}$-group.

Proof. Follows directly from Theorem 1 by putting $A_{p}=G_{p}^{1}$.
We close the modular case with some special critical commentaries (for a convenience, the symbols are as in [4]): The purported in [16] counterexample of Mollov on the Proof 2 of Proposition 1 from [4] is demonstrably false. In fact, Mollov
constructed an abelian $p$-group $A$ so that $A=H \times L$ where $H$ is an infinite coproduct of cycles and $L$ is finite cyclic of order $p$. Henceforth, $A^{p}=H^{p} \subseteq H$. Besides, the Mollov's choice $H_{k}=H$ is tendentious since in our proof in [4] $H=\cup_{k=1}^{\infty} H_{k}, H_{k} \subseteq H_{k+1}$ and $H_{k} \cap H^{p^{s_{k}}}=1$, for each $k<\omega$ and some $s_{k} \in \mathbb{N}$, where $H_{k}$ are proper subgroups of $H$ (see, for instance, the well-known criterion of Kulikov for coproducts of torsion cyclic groups).

## 2. Semi-simple group rings

We start here with the specification that in [4] (e.g. the Abstract of [4]) the letter $K$ denotes the first kind field with respect to $p$ of $\operatorname{char}(K) \neq p$ with the extra restriction that its spectrum $s_{p}(K)$ about $p$ contains all naturals that is valid only in the situations when we consider the purity or the direct factor properties of $G$ in $S(K G)$ (i.e. in Lemma on purity on p.38, Theorem 7, Corollary 8, Claim 13, and the comments after Problem 17).

Moreover, as it was truly noted in [16], the criteria (4) and (5), respectively (4') and (5'), of [4] are true only in the infinite case. The word "infinite" was omitted involuntarily. Also in (5) and (5') the condition that the abelian $p$-group $A$ is a "direct sum of cyclics" follows at once by the relation $A^{p^{i}}=1$, which means that $A$ is bounded, so it is out of use and can be dropped.

As usual, $\left(p^{t}\right)$ designates a cyclic group of order $p^{t}$.
Now, we shall prepare the finite case.
Claim 1. Let $G$ be an abelian p-group and let $R$ be a field of the first kind with respect to $p$ of char $(R) \neq p$. Then $S(R G)$ cannot be non-trivial finite elementary or finite reduced homogeneous no elementary.
Proof. If $G$ is a finite abelian $p$-group with exponent $\exp (G)=p^{j}, j \geq 1$ and $R$ is a field of the first kind with respect to $p$ of $\operatorname{char}(R) \neq p$, consulting with ([13], [15]), we write $S(R G) \cong \coprod_{\delta_{i_{0}-1}}\left(p^{i_{0}}\right) \times \coprod_{\delta_{i_{1}}}\left(p^{i_{1}}\right) \times \cdots \times \coprod_{\delta_{i_{r}}}\left(p^{i_{r}}\right)$, where $i_{0}, i_{1}, \cdots, i_{r} \in s_{p}(R)=\left\{i_{0}, i_{1}, i_{2}, \cdots \mid i_{0}<i_{1}<i_{2}<\cdots\right\}$, $i_{r}$ is the minimal number so that $i_{r} \geq j, i^{\prime} \in s_{p}(R)$ plus the condition that $i^{\prime}<i$ is the minimal number with this property if it generally exists and where the numbers $\delta_{i}$ are described in the following manner: $\delta_{i}=\left(\left|G\left[p^{i}\right]\right|-\left|G\left[p^{i^{i}}\right]\right|\right) /\left(R\left(\varepsilon_{i}\right): R\right), i \neq i_{0} ; \delta_{i}=\left|G\left[p^{i_{0}}\right]\right|, i=i_{0}$. Moreover, $\delta_{i}=0$ whenever $i>i_{r}$ and $i \in s_{p}(R)$, since for any $t \in \mathbb{N}: G\left[p^{t}\right]=$ $G\left[p^{t+1}\right] \Longleftrightarrow G^{p^{t}}=1 \Longleftrightarrow G=G\left[p^{t}\right]$ as well as $\delta_{i_{0}}=1 \Longleftrightarrow G\left[p^{i_{0}}\right]=1 \Longleftrightarrow G=1$ because $i_{0} \geq 1$. This shows that our claim really holds true.
Claim 2. Let $G$ be a finite abelian p-group and $R$ a field of the second kind with respect to $p$ of $\operatorname{char}(R) \neq p$. Then $S(R G)$ is elementary $\Longleftrightarrow p=2, R \neq R\left(\varepsilon_{2}\right)$ and $G^{p}=1$.
Proof. Referring to [13,14] it follows that $S(R G) \cong \coprod_{|G|-1}(p)$, where $p=2, R \neq$ $R\left(\varepsilon_{2}\right)$ and $|G|=|G[p]|$. Since $G$ is finite and $G[p] \subseteq G$, we have $G=G[p]$, so $G^{p}=1$.

Remark. In the criteria (5) and (5’) from [4] we observe that $i=\exp (G) \notin s_{p}(K)$, otherwise $S(K A)$ is not, never, reduced homogeneous no elementary. Hence we conclude that $s_{p}(K)$ does not contain all naturals in that situation.

We strongly emphasize that in assertions (7) and ( $7^{\prime}$ ) of [4] there is a typos. Below we give the correct formulating.

In fact, " $S(K A)$, respectively $U_{p}(K A)$, is $p^{\alpha}$-projective for some $\alpha \geq \omega \Longleftrightarrow$ $A$ is a direct sum of cyclics" should be written and read as " $S(K A)$, respectively $U_{p}(K A)$, is $p^{\alpha}$-projective for some $\alpha \leq \omega \Longleftrightarrow A$ is (a bounded or an unbounded) direct sum of cyclics".

For the case when $\alpha \geq \omega+1$, the problem seems to be very difficult. In the next lines, we obtain some partial advantage in this way. In order to do this, we foremost note the classical fact that in [11] it was firstly constructed by Dieudonné the existence of a separable $p^{\omega+1}$-projective abelian $p$-group which is not a coproduct of cycles.

We formulate the following conjecture, namely:
Conjecture 1. Assume that $G$ is an abelian $p$-group and that $R$ is the first kind field with respect to $p$ of $\operatorname{char}(R) \neq p$. Then $S(R G)$ is $p^{\alpha}$-projective for $\alpha \geq \omega+1$ $\Longleftrightarrow S(R G)$ is separable $p^{\alpha}$-projective $\Longleftrightarrow G$ is separable $p^{\alpha}$-projective.

The first implication follows easily, because by [14] we have that $S^{1}(R G)=1$ since $S(R G)$ reduced. The second one is difficult. This difficulty ensues via the following reason, thus contrasting with the modular case (see [2]). Utilizing the Nunke's criterion for $p^{\omega+n}$-projectivity where $n \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ (see, for instance, [17]), if $G$ is $p^{\omega+n}$-projective then there is $P \leq G\left[p^{n}\right]$ so that $G / P$ is a coproduct of cyclic groups. On the other hand, $S(R G) /[(1+I(R G ; P)) \cap S(R G)] \cong S(R(G / P))$ is a coproduct of cyclic groups according to [14], whereas $(1+I(R G ; P)) \cap S(R G)$ is not always bounded at $p^{n}$ (i.e. equivalently is not always a subgroup of $S(R G)\left[p^{n}\right]$ ).

Now, we shall verify the second implication of the foregoing stated conjecture under the truthfulness of another conjecture (see [4, Problem 17]). Indeed, we assume that the Generalized Direct Factor Conjecture ([4, Problem 17]), which says that $S(R G) / G$ is a coproduct of cyclic groups whenever $G^{1}=1$ under the same circumstances on $R$ and $G$ as in Conjecture 1, holds in the affirmative and also additionally assume that the spectrum $s_{p}(R)$ of $R$ about $p$, defined as in ([13-15]), contains all natural numbers, that is $\mathbb{N} \subseteq s_{p}(R)$. Invoking [7] or the Lemma from [4], $G$ is pure in $S(R G)$. When there are gaps in the $s_{p}(R)$, we know that $G$ is not always pure in $S(R G)$.

Furthermore, we distinguish two different approaches.
First Approach. Bearing in mind a classical theorem of L.Ya. Kulikov, $G$ must be a direct factor of $S(R G)$, thus writing $S(R G) \cong G \times S(R G) / G$. Thereby $S(R G)$ is completely characterized by making use of [8].

Consequently, $S(R G)$ is separable $p^{\alpha}$-projective for any ordinal $\alpha \Longleftrightarrow G$ is separable $p^{\alpha}$-projective for that $\alpha$.
Second Approach. We shall apply successfully the following new version of the Generalized Dieudonné Criterion (for a strengthening in other ways see also [9] and [10]).
Criterion. Suppose $A \leq G$ so that $G / A$ is a coproduct of cyclic groups. Then, for some $m \geq 0, G$ is $p^{\omega+m}$-projective $\Longleftrightarrow \exists C \leq A\left[p^{m}\right]: A=\cup_{n<\omega} A_{n}, C \subseteq A_{n} \subseteq A_{n+1}$
and for every $n \in \mathbb{N}: A_{n} \cap G^{p^{n}} \subseteq C \Longleftrightarrow \exists C \leq A\left[p^{m}\right]: A[p]=\cup_{n<\omega} B_{n}, B_{n} \subseteq B_{n+1}$ and for each $n \in \mathbb{N}: B_{n} \cap G^{p^{n}} \subseteq C$.
Proof. " $\Rightarrow$ ". With the aid of the Nunke's criterion [17], there is a $p$-group $T$ such that $T \leq G\left[p^{m}\right], G=\cup_{n<\omega} G_{n}, T \subseteq G_{n} \subseteq G_{n+1}$ and $G_{n} \cap G^{p^{n}} \subseteq T$. Therefore $A=\cup_{n<\omega} A_{n}$, where $A_{n}=G_{n} \cap A$, and we subsequently compute $A_{n} \cap G^{p^{n}}=G_{n} \cap$ $G^{p^{n}} \cap A \subseteq A \cap T$. So, by the setting $A \cap T=C$, we are done. For the second equivalent form of the criterion, we observe that $A[p] C / C \subseteq(A / C)[p]=\cup_{n<\omega}\left(E_{n} / C\right)$ where $E_{n} \subseteq E_{n+1} \subseteq A$ and $E_{n} \cap G^{p^{n}} \subseteq C$, hence $A[p]=\cup_{n<\omega} E_{n}[p]$ where $B_{n}=E_{n}[p]$.
$" \Leftarrow$ ". Under the assumptions, there is $C \leq A\left[p^{m}\right] \leq G\left[p^{m}\right]$ so that $A / C$ is a countable union of an ascending chain of subgroups with bounded in $G / C$ heights. After this, because of the isomorphism $G / C / A / C \cong G / A$, the latter factor-group is a coproduct of cycles. Consequently, with the Dieudonné criterion [11] in hand (see [9] and [10] as well), we derive that $G / C$ must be a coproduct of cyclic groups. Finally, Nunke's criterion in [17] is applicable to obtain the claim.

This terminates the proof of the criterion.
And so, since by hypotheses $S(R G) / G$ is a coproduct of cycles whenever $G^{1}=1$ and $G$ is pure in $S(R G)$, the preceding criterion applies to show that $S(R G)$ is separable $p^{\omega+m}$-projective if and only if so does $G ; m \in \mathbb{N}$.
Remark. If $G / A$ is a coproduct of cycles and $A$ is $p^{\omega+m}$-projective, it does not follow in general that $G$ is $p^{\omega+m}$-projective as well.

Major consequences arise for various choices of the subgroup $A$, specifically when $A=G^{p}$; or $A=G[p]$ so $G / G[p] \cong G^{p}$; or $A=L$, a large subgroup of $G$ (see [6]) we notice that $G / L$ is a coproduct of cyclic groups.

Finally, we remark that when $R$ is a field of the second kind with respect to $p$ of $\operatorname{char}(R) \neq p, S(R G)$ is $p^{\alpha}$-projective for some arbitrary ordinal $\alpha \Longleftrightarrow S(R G)$ is $p^{\omega}$-projective ( $=$ a coproduct of cycles). This is so since, by consulting with [14], $S(R G)$ is ever a coproduct of cyclic and quasi-cyclic groups (= a coproduct of cocyclic groups). But, on the other hand, it is reduced as being $p^{\alpha}$-projective too.

We continue with two minor specifications of technical character.
Firstly, after "Lemma [9]" in [4], the sentence "... is a direct factor of $S(K A)$, hence of $V(K A)$ by [10]" should be more precise by "... is a direct factor of $S(K A)$, hence of $V(K A)$ by [10] and [17]". Moreover, in Proposition 9 of [4] the subgroup $H$ should be pure in the separable $p$-group $A$, which condition on "purity" was omitted involuntarily.

Secondly, in [16], Mollov has criticized that we have not showed in Lemma 6 of [4] that $I=(1+I(R G ; C)) \cap S(R G)$ is a group whenever $C \leq G$. Of course, that this intersection $I$ is a group follows plainly either owing to the mentioned after Conjecture 1 fact that $I$ is the kernel of the homomorphism $S(R G) \rightarrow S(R(G / C))$ or in the following manner: Given $u_{1} \in I$ and $u_{2} \in I$. Hence $u_{1}=1+v_{1}$ and $u_{2}=1+v_{2}$, where $v_{1}, v_{2} \in I(R G ; C)$. Furthermore, $u_{1} u_{2}=1+v_{1}+v_{2}+v_{1} v_{2} \in I$ since it is a $p$-element and $I(R G ; C)$ is a ring being an ideal. On the other hand, since $u_{1} \in S(R G)$, there exists $k \in \mathbb{N}$ such that $u_{1}^{p^{k}}=1$, whence $u_{1}^{-1}=u_{1}^{p^{k}-1} \in I$ employing inductively the previous step. So, the claim is true.

Finally, we answer two problems posed by us in [4] asked when $S(R G)$ is quasipure projective (q. p. p.) and quasi-pure injective (q. p. i.), provided $R$ is the first kind field with respect to $p$ of $\operatorname{char}(R) \neq p$.

To this goal, we quote the following necessary and sufficient conditions argued in [1].

## Criteria (Berlinghoff-Reid, 1977)

(1) The $p$-group $G$ is q. p. i. $\Longleftrightarrow G$ is a coproduct of a divisible $p$-group and a torsion complete $p$-group.
(2) A non-reduced $p$-group $G$ is q. p. p. $\Longleftrightarrow G$ is an algebraically compact $p$-group. A reduced $p$-group $G$ is q. p. p. $\Longleftrightarrow G$ is a coproduct of cyclic $p$-groups.

And so, we proceed by proving the following.
Theorem 2. Suppose $G$ is an abelian p-group and $R$ is a field of the first kind with respect to $p$ of characteristic not equal to $p$. Then
$\left(1^{\prime}\right) S(R G)$ is $q$. p. i. $\Longleftrightarrow G$ is algebraically compact, provided $\mathbb{N} \subseteq s_{p}(R)$.
(2') The non-reduced $S(R G)$ is $q . \quad$ p. $\quad$ p. $\Longleftrightarrow G$ is non-reduced algebraically compact. The reduced $S(R G)$ is q. p. p. $\Longleftrightarrow G$ is a coproduct of cyclic groups.
Proof. Point (1') follows directly from (1) and [5] (see [7] as well). The first part half of (2') holds in virtue of (2) combined with ([4], dependence 12) (see also [5]). The second one follows again by (2) along with [14].

The proof is completed.

## 3 Concluding Discussion

We conclude with certain questions and conjectures of interest. We mainly discuss here a problem related to [4] and pertaining to finding the explicit form of basic subgroups in semisimple group rings. The isomorphism classification of such basic subgroups was firstly established in ([4], Proposition 11). Nevertheless, the explicit type of these subgroups will definitely be of some importance.

We state the following:
Conjecture 2. Suppose that $G$ is a separable abelian $p$-group with an arbitrary but fixed basic subgroup $B$ and that $R$ is the first kind field with respect to $p$ of $\operatorname{char}(R) \neq p$ so that $\mathbb{N} \subseteq s_{p}(R)$. Then $B^{\prime}=[1+I(R G ; B)] \cap S(R G)$ is a basic subgroup of $S(R G)$.

We attack our claim like this: That $B^{\prime}$ is pure in $S(R G)$ and that $S(R G) / B^{\prime} \cong$ $S(R(G / B))$ is divisible follow not so hard from [4] and more especially subsequently referring to Lemma 6 and relation (8) of [4].

More complicated is the question how to derive that $B^{\prime}$ is a coproduct of cyclic groups. We show now that such a construction naturally depends on the foregoing used Generalized Direct Factor Conjecture (Problem 17 of [4]). Indeed, if we have a priori that $S(R G) / G$ is a coproduct of cyclic groups, we observe that $B^{\prime} / B \cong$ $B^{\prime} G / G \subseteq S(R G) / G$ possesses this property as well. Moreover, appealing to [7], $B$ being pure in $G$ is pure even in $S(R G)$ whence in $B^{\prime}$. Finally, the application of a
classical theorem of L . Kulikov, used also above, ensures that $B^{\prime} \cong B \times B^{\prime} / B$ is a coproduct of cyclic groups, in fact, as wanted.

However, the complete proof is a theme of another research investigation, where a new simpler approach might work.
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# Commutative Moufang loops with maximum conditions for subloops 
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#### Abstract

It is proved that the maximum condition for subloops in a commutative Moufang loop $Q$ is equivalent with conditions of the finite generating of different subloops of the loop $Q$ and different subgroups of the multiplication group of the loop $Q$. An analogue equivalence is set for commutative Moufang $Z A$-loops.
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It is said that the maximum condition (respect. minimum condition) for subalgebras with the property $\alpha$ holds in an algebra $A$ if any ascending (respect. descending) system of subalgebras with the property $\alpha A_{1} \subseteq A_{2} \subseteq \ldots$ (respect. $A_{1} \supseteq A_{2} \supseteq \ldots$ ) breaks, i.e. $A_{n}=A_{n+1} \ldots$ for a certain $n$. It is well known that the fulfillment of the maximum condition for subalgebras of an arbitrary algebra is equivalent to the fact that both the algebra and any of its subalgebras are finitely generated.

Commutative Moufang loops (CML's) with maximum condition for subloops are considered in this paper. It is proved that for a non-associative CML $Q$ this condition is equivalent to one of the following equivalent conditions: a) if $Q$ contains a centrally nilpotent subloop of class $n$, then all its subloops of this type are finitely generated; b) if $Q$ contains a centrally solvable subloop of class $s$, then all its subloops of this type are finitely generated; c) all invariant subloops of $Q$ are finitely generated; d) all non-invariant associative subloops of $Q$ are finitely generated; e) at least one maximal associative subloop of $Q$ is finitely generated. This list is completed with the condition of the finite generating of various subgroups of the multiplication group of $Q$. If $Q$ is a $Z A$-loop, then the list a) - e) is completed with the condition of the finite generating of the center of $Q$, as well with the condition of the finite generating of other subloops of $Q$ and various subgroups of the multiplication group of $Q$.

It is worth mentioning that the following statement is proved in [1, 2].
Lemma 1. The following conditions are equivalent for an arbitrary $C M L Q$ :

1) $Q$ is finitely generated;
2) the maximum condition for subloops holds in $Q$.

In [2] the list a) - e) is completed with equivalent statements: h) the CML $Q$ satisfies the maximum condition for invariant subloops; i) the CML $Q$ is a subdirect product of a finite CML of exponent 3 and a finitely generated abelian group; j) the

[^2]CML $Q$ possesses a finite central series, whose factors are cyclic groups of simple or infinite order.

Let us bring some notions and results on the theory of commutative Moufang loops, needed for further research.

A commutative Moufang loop (CML's) is characterized by the identity $x^{2} \cdot y z=$ $=x y \cdot x z$. The multiplication group $\mathfrak{M}(Q)$ of a CML $Q$ is the group generated by all the translations $L(x)$, where $L(x) y=x y$. The subgroup $I(Q)$ of the group $\mathfrak{M}(Q)$, generated by all the inner mappings $L(x, y)=L(x y)^{-1} L(x) L(y)$ is called the inner mapping group of the CLM $Q$. The subloop $H$ of a CML $Q$ is called normal (invariant) in $Q$ if $I(Q) H=H$.

Lemma 2 [3]. Let $Q$ be a commutative Moufang loop with the multiplication group $\mathfrak{M}$. Then $\mathfrak{M} / Z(\mathfrak{M})$, where $Z(\mathfrak{M})$ is the centre of the group $\mathfrak{M}$, and $\mathfrak{M}^{\prime}=(\mathfrak{M}, \mathfrak{M})$ are locally finite 3-groups and will be finite if $Q$ is finitely generated.

Lemma 3. The multiplication group $\mathfrak{M}$ of an arbitrary $C M L$ is locally nilpotent.
Proof. Let $\overline{\mathfrak{N}}$ be the image of finitely generated subgroup of group $\mathfrak{M}$ under the homomorphism $\mathfrak{M} \rightarrow \mathfrak{M} / Z(\mathfrak{M})$. It follows from Lemma 2 that $\overline{\mathfrak{N}}$ is a finite 3 -group, therefore it is nilpotent. Let us write $\overline{\mathfrak{N}}$ in the form $\mathfrak{N} Z(\mathfrak{M}) / Z(\mathfrak{M})$. We have $\mathfrak{N} Z(\mathfrak{M}) / Z(\mathfrak{M}) \cong \mathfrak{N} /(\mathfrak{N} \cap Z(\mathfrak{M}))$. It is obvious that $\mathfrak{N} \cap Z(\mathfrak{M}) \subseteq Z(\mathfrak{N})$. Then

$$
\mathfrak{N} / Z(\mathfrak{N}) \cong(\mathfrak{N} /(\mathfrak{N} \cap Z(\mathfrak{M}))) /(Z(\mathfrak{N}) /(\mathfrak{N} \cap Z(\mathfrak{M}))) .
$$

Therefore $\mathfrak{N} / Z(\mathfrak{N})$ is nilpotent, as a homomorphic image of the nilpotent group $\mathfrak{N} /(\mathfrak{N} \cap Z(\mathfrak{M}))$. Then the group $\mathfrak{N}$ is nilpotent as well. Consequently, the group $\mathfrak{M}$ is locally nilpotent, as required.

The center $Z(Q)$ of a CML $Q$ is an invariant subloop $Z(Q)=\{x \in Q \mid x \cdot y z=$ $=x y \cdot z \forall y, z \in Q\}$.

Lemma 4 [3]. The quotient loop $Q / Z(Q)$ of an arbitrary $C M L Q$ by its center $Z(Q)$ has the index three.
Lemma 5 [3]. A periodic CML is locally finite.

The associator $(a, b, c)$ of the elements $a, b, c$ in CML $Q$ is defined by the equality $a b \cdot c=(a \cdot b c)(a, b, c)$. We denote by $Q_{i}$ (respect. $Q^{(i)}$ ) the subloop of the CML $Q$, generated by all associators of the form $\left(x_{1}, x_{2}, \ldots, x_{2 i+1}\right)$ (respect. $\left.\left(x_{1}, \ldots, x_{3^{i}}\right)^{(i)}\right)$, where $\left(x_{1}, \ldots, x_{2 i-1}, x_{2 i}, x_{2 i+1}\right)=\left(\left(x_{1}, \ldots, x_{2 i-1}\right), x_{2 i}, x_{2 i+1}\right)$ (respect. $\quad\left(x_{1}, \ldots, x_{3^{i}}\right)^{(i)}=\left(\left(x_{1}, \ldots, x_{3^{i-1}}\right)^{(i-1)}, \quad\left(x_{3^{i-1}+1}, \ldots, x_{2 \cdot 3^{i-1}}\right)^{(i-1)}\right.$, $\left.x_{2 \cdot 3^{i-1}+1}, \ldots, x_{3^{i}}\right)^{(i-1)}$ ), where $\left(x_{1}, x_{2}, x_{3}\right)^{(1)}=\left(x_{1}, x_{2}, x_{3}\right)$. The series of normal subloops $1=Q_{0} \subseteq Q_{1} \subseteq \ldots \subseteq Q_{i} \subseteq \ldots$ (respect. $1=Q^{(o)} \subseteq Q^{(1)} \subseteq \ldots$ $\ldots \subseteq Q^{(i)} \subseteq \ldots$ ) is called the lower central series (respect. derived series) of the CML $Q$. We will also use for associator loop the designation $Q^{(1)}=Q^{\prime}$.

A CML $Q$ is centrally nilpotent (respect. centrally solvable) of class $n$ if and only if its lower central series (respect. derived series) has the form $1 \subset Q_{1} \subset \ldots$ $\ldots \subset Q_{n}=Q$ (respect. $1 \subset Q^{(1)} \subset \ldots \subset Q^{(n)}=Q$ ) [3].

An ascending central series of CML $Q$ is a linearly ordered by the inclusion system

$$
1=Q_{0} \subseteq Q_{1} \subseteq \ldots \subseteq Q_{\alpha} \subseteq \ldots \subseteq Q_{\gamma}=Q
$$

of invariant subloops of $Q$, satisfying the conditions:

1) $Q_{\alpha}=\sum_{\beta<\alpha} Q_{\beta}$ for limit ordinal $\alpha$;
2) $Q_{\alpha+1} / Q_{\alpha} \subseteq Z\left(Q / Q_{\alpha}\right)$.

A CML, possessing an ascending central series is called $Z A$-loop. If the ascending central series of CML is finite, then it is centrally nilpotent [3].

We will often use the following statements in our further proofs.
Lemma 6. The following statements are equivalent for an arbitrary CML $Q$ :

1) $Q$ satisfies the minimum condition for subloops;
2) $Q$ is a direct product of a finite number of quasicyclic groups, belonging to the center $C M L Q$, and a finite $C M L$;
3) $Q$ satisfies the minimum condition for invariant subloops;
4) $Q$ satisfies the minimum condition for non-invariant associative subloops;
5) if $Q$ contains a centrally nilpotent subloop of class $n$, then it satisfies the minimum condition for centrally nilpotent subloops of class $n$;
6) if $Q$ contains a centrally solvable subloop of class $s$, then it satisfies the minimum condition for centrally solvable subloops of class s;
7) at least one maximal associative subloop of $Q$ satisfies the minimum condition for subloops.

The equivalence of conditions 1), 2), 3) is proved in [4], the equivalence of conditions $1), 4), 5), 6)$ is proved in $[5]$ and the equivalence of conditions 1$), 7)$ is proved in [6].

Lemma 7 [4]. The following statements are equivalent for an arbitrary nonassociative CML $Q$ with a multiplication group $\mathfrak{M}$ :

1) $Q$ satisfies the minimum condition for subloops;
2) $\mathfrak{M}$ satisfies the minimum condition for subgroup;
3) $\mathfrak{M}$ is a product of a finite number of quasicyclic groups, lying in the center of $\mathfrak{M}$, and a finite group;
4) $\mathfrak{M}$ satisfies the minimum condition for invariant subgroup;
5) at least one maximal abelian subgroup of $\mathfrak{M}$ satisfies the minimum condition for subgroups;
6) if $\mathfrak{M}$ contains a nilpotent subgroup of class $n$, then $\mathfrak{M}$ satisfies the minimum condition for nilpotent subgroups of class $n$.
7) if $\mathfrak{M}$ contains a solvable subgroup of class $s$, then $\mathfrak{M}$ satisfies the minimum condition for solvable subgroups of class s.

Lemma 8 [4]. If the center $Z(Q)$ of a commutative Moufang $Z A$-loop $Q$ satisfies the minimum condition for subloops, then $Q$ satisfies the minimum condition for subloop itself.

Let us now consider an arbitrary non-periodic CML $Q$. Let $Q^{3}=\left\{x^{3} \mid x \in\right.$ $\in Q\}$. CML is di-associative [3], then it is easy to show that $Q^{3}$ is a subloop. It follows from Lemma 4 that $Q^{3} \subseteq Z(Q)$, where $Z(Q)$ is the center of CML $Q$, therefore $Q^{3}$ is an invariant subloop of $Q$. Let us suppose that the subloop $Z(Q)$ is finitely generated. Then the abelian group $Q^{3}$ is also finitely generated. Therefore it decomposes into a direct product of cyclic groups $Q^{3}=<r_{1}>\times \ldots \times<r_{k}>\times$ $\times<s_{1}>\times \ldots \times<s_{m}>=<R>\times\left\langle S>\right.$, where $\left\langle r_{i}>\right.$ are cyclic groups of infinite order, $\left\langle s_{j}\right\rangle$ are finite cyclic groups [7]. The group $R$ is free abelian, therefore it is without torsion. It is shown in [3] that the associator loop $Q^{\prime}$ has the exponent three, then

$$
\begin{equation*}
R \cap Q^{\prime}=\{1\} . \tag{1}
\end{equation*}
$$

Lemma 9. Let $Q$ be a CML, $R$ be its subloop, which is considered above, and let $\bar{H}$ be a subloop of $C M L Q / R=\bar{Q}$. The subloop $\bar{H}$ satisfies one of the properties: 1) $\bar{H}$ is centrally nilpotent of class n; 2) $\bar{H}$ is centrally solvable of class $s$; 3) $\bar{H}$ is a maximal associative subloop of $C M L \bar{Q}$; 4) $\bar{H}$ is the center of $C M L \bar{Q}$; 5) $\bar{H}$ is a non-invariant subloop of $C M L Q$; 6) $\bar{H}$ is an invariant subloop of $C M L \bar{Q}$ if and only if the inverse image $H$ of subloop $\bar{H}$ has the same property as the subloop $\bar{H}$, under the homomorphism $\varphi: Q \rightarrow Q / R$.
Proof. Let us suppose that the subloop $\bar{H}$ is centrally nilpotent of class $n$. Let $h_{1}, h_{2}, \ldots, h_{2 n+1}$ be arbitrary elements from $H$. Let us denote $\varphi\left(h_{i}\right)=\bar{h}_{i}, \varphi(1)=\overline{1}$. Then $\bar{h}_{i}=h_{i} R, \overline{1}=R$. We have $\left(\bar{h}_{1}, \bar{h}_{2}, \ldots, \bar{h}_{2 n+1}\right)=\overline{1},\left(h_{1} R, h_{2} R, \ldots, h_{2 n+1} R\right)=$ $=R$. But $R \subseteq Z(Q)$. Therefore, if $u \in R$, then $(a u, b, c)=(a, b, c)$ for any elements $a, b, c \in Q$. Then $\left(h_{1}, h_{2}, \ldots, h_{2 n+1}\right)=r$, where $r \in R$. It follows from (1) that $r=1$. We have obtained that $\left(h_{1}, h_{2}, \ldots, h_{2 n+1}\right)=1$, i.e. the subloop $H$ is centrally nilpotent of class $n$.

Conversely, let us suppose that the subloop $H$ is centrally nilpotent of class $n$. Then there exist such elements $h_{1}, h_{2}, \ldots, h_{2 n-1}$ from $H$ that $\left(h_{1}, h_{2}, \ldots, h_{2 n-1}\right) \neq 1$. It follows from (1) that $\left(h_{1}, h_{2}, \ldots, h_{2 n-1}\right) \notin R$. Therefore $\left(\bar{h}_{1}, \bar{h}_{2}, \ldots, \bar{h}_{2 n-1}\right) \notin \overline{1}$. Consequently $\bar{H}$, as homomorphic image of subloop $H$, will be a centrally nilpotent subloop of class $n$. It proves the statement 1). The statement 2) is proved by analogy.

Let us now suppose that $\bar{H}$ is a maximal associative subloop of CML $\bar{Q}$ and the inverse image $H$ is not a maximal associative subloop of CML $Q$. Then there exists such an element $a \notin H$ that $\left(a, h_{1}, h_{2}\right)=1$ for all $h_{1}, h_{2} \in H$. Obviously $R \subseteq H$. Then $\varphi a=\bar{a} \notin \bar{H}$ and $\left(\bar{a}, \bar{h}_{1}, \bar{h}_{2}\right)=\overline{1}$ for all $\bar{h}_{1}, \bar{h}_{2} \in \bar{H}$. We have obtained that the non-associative subloop $\langle\bar{a}, \bar{H}\rangle$, generated by the set $\{\bar{a}, \bar{H}\}$, strictly
contains $\bar{H}$, i.e. $\bar{H}$ is not a maximal associative subloop of CML $\bar{Q}$. Contradiction. Consequently, $H$ is a maximal associative subloop of CML $Q$.

Conversely, let us suppose that $H$ is a maximal associative subloop of CML $Q$ and $\bar{H}$ is not a maximal associative subloop of CML $\bar{Q}$. Then there exists such an element $\bar{a} \notin \bar{H}$ that $\left(\bar{a}, \bar{h}_{1}, \bar{h}_{2}\right)=\overline{1}$ for all $\bar{h}_{1}, \bar{h}_{2} \in \bar{H}$. We have obtained that $\left(a R, h_{1} R, h_{2} R\right)=R$ for all $h_{1}, h_{2} \in H$. As $R \subseteq Z(Q)$, then $\left(a, h_{1}, h_{2}\right)=r$, where $r \in R$. It follows from (1) that $r=1$, therefore $\left(a, h_{1}, h_{2}\right)=1$ for all $h_{1}, h_{2} \in H$ and $a \notin H$. It means that the subloop $H$ is strictly contained in the associative subloop $\langle a, H\rangle$. We have obtained a contradiction with the fact that the subloop $H$ is a maximal associative subloop. This proves statement 3). Statement 4) is proved by analogy.

Statements 5), 6) follow from the fact that the natural homomorphism $Q \rightarrow Q / R$ sets a one-to-one mapping between all non-invariant (respect. invariant) subloops of CML $Q$, with contained $R$, and all non-invariant (respect. invariant) subloops of CML $Q / R$. This completes the proof of Lemma 9.

Theorem 1. The following statements are equivalent for an arbitrary non-associative $C M L Q$ :

1) $Q$ satisfies the maximum condition for subloops;
2) if $Q$ contains a centrally nilpotent subloop of class $n$, then all its subloops of this type are finitely generated;
3) if $Q$ contains a centrally solvable subloop of class $s$, then all its subloops of this type are finitely generated;
4) at least one maximal associative subloop of $Q$ is finitely generated;
5) non-invariant associative subloops of $Q$ are finitely generated;
6) invariant subloops of $Q$ are finitely generated.

Proof. Let us suppose that the CML $Q$ is non-periodic. It follows from Lemma 4 that the subloop $Q^{3}$ belongs to the center of CML $Q$. If $H$ is a centrally nilpotent subloop of class $n$ either a centrally solvable subloop of class $s$, or a maximal associative subloop, or a non-invariant associative subloop, or an invariant subloop, then the subloop $<H, Q^{3}>$ will be of this type too. Therefore it follows from the justice of one of the statements 2 ) -6 ) of the theorem that the abelian group $Q^{3}$ is finitely generated. Then it decomposes into a direct product $Q^{3}=R \times S$, where $R$ is an abelian group without torsion, $S$ is a finite abelian group [7]. It is obvious that CML $Q / R$ is periodic. Then by Lemma 5 it is locally finite.

If the CML $Q$ satisfies one of the conditions 2) - 6) of theorem, then by Lemma 9 CML $Q / R$ satisfies this condition as well. Then all centrally nilpotent subloops of class $n$ either all centrally solvable subloops of class $s$, or at least one maximal associative subloop, or all non-invariant associative subloops, or all invariant subloops are respectively finite in CML $Q / R$. Therefore by Lemma 6 the CML $Q / R$ satisfies the minimum condition for subloops in any case. The center of CML $Q / R$ is finite. Then by 2) of Lemma 6 the CML $Q / R$ is finite. Therefore the CML $Q$ is finitely generated and by Lemma 1 , the condition 1 ) holds in it. It proves the implications 2 ) $\rightarrow 1$ ), 3 ) $\rightarrow 1), 4$ ) $\rightarrow 1), 5$ ) $\rightarrow 1), 6$ ) $\rightarrow 1$ ). The case when the

CML $Q$ is periodic is contained in the proof of previous case. As the implications 1) $\rightarrow 2(, 1) \rightarrow 3), 1) \rightarrow 4), 1) \rightarrow 5), 1) \rightarrow 6$ ) are obvious, the theorem is proved.

Theorem 2. The following statements are equivalent for an arbitrary non-associative $C M L Q$ with the multiplication group $\mathfrak{M}$ :

1) $Q$ satisfies the maximum condition for subloops;
2) $\mathfrak{M}$ is finitely generated;
3) $\mathfrak{M}$ satisfies the maximum condition for subgroups;
4) all invariant subgroups of $\mathfrak{M}$ are finitely generated;
5) at least one maximal abelian subgroup of $\mathfrak{M}$ is finitely generated;
6) if $\mathfrak{M}$ contains a nilpotent subgroup of class $n$, then all its subgroups of this type are finitely generated;
7) if $\mathfrak{M}$ contains a solvable subgroup of class $s$, then all its subgroups of this type are finitely generated.

Proof. If the CML $Q$ satisfies the condition 1), then it is finitely generated, and by [3] the associator loop $Q^{\prime}$ is finite. By Lemma 2 the inner mapping group $I(Q)$ of $Q$ is also finite. It is show in [8] that the relation

$$
\begin{equation*}
\mathfrak{M}\left(G / G^{\prime}\right) \cong \mathfrak{M}(G) /<I(G), \mathbf{M}\left(G^{\prime}\right)>, \tag{2}
\end{equation*}
$$

holds in an arbitrary CML $G$, where $\mathbf{M}\left(G^{\prime}\right)$ denotes a subgroup of the group $\mathfrak{M}(G)$, generated by the set $\left\{L(a) \mid a \in G^{\prime}\right\}$. It is obvious that the group $<I(Q), \mathbf{M}\left(Q^{\prime}\right)>$ is finitely generated in our case. As the abelian group $\mathfrak{M}\left(Q / Q^{\prime}\right)$ is finitely generated, then it follows from (2) that the group $\mathfrak{M}$ is finitely generated as well. Consequently, 1) $\rightarrow 2)$.

If the group $\mathfrak{M}$ is finitely generated, then by Lemma 3 it is nilpotent. It is known (for instance, see [7]) that the maximum condition for subgroups holds in such groups.

Let $Z(Q)$ be the center of an arbitrary CML $Q,\{Z(\mathfrak{M})\}$ be the upper central series of its multiplication group $\mathfrak{M}(Q)$. Then

$$
\begin{equation*}
Z(Q) \cong Z(\mathfrak{M}) \tag{3}
\end{equation*}
$$

Indeed, if $\varphi \in Z(\mathfrak{M})$, then $\varphi L(x)=L(x) \varphi$ for any $x \in Q$. Further, $\varphi L(x) y=$ $=L(x) \varphi y, \varphi(x y)=x \varphi y$. Let $y=1$. Then $\varphi x=x \varphi 1, \varphi x=L(\varphi 1) x, \varphi=L(\varphi 1)$. Now, using the equality $\varphi(x y)=x \varphi y$ we obtain that $x y \cdot \varphi 1=\varphi(x y)=x \cdot \varphi y=$ $=x \cdot \varphi(y \cdot 1)=x \cdot y \varphi 1$. Consequently, if $\varphi \in Z(\mathfrak{M})$, then $\varphi=L(a)$ and $a \in Z(Q)$. Conversely, let $a \in Z(Q)$. Then $a \cdot x y=a x \cdot y, L(a) L(y) x=L(y) L(a) x, L(a) L(y)=$ $=L(y) L(a)$. It follows from the definition of group $\mathfrak{M}$ that $L(a) \in Z(\mathfrak{M})$. Finally, if $a, b \in Z(Q)$, then the homomorphism (3) follows from the equalities $a \cdot b x=$ $=a b \cdot x, L(a) L(b) x=L(a b) x, L(a) L(b)=L(a b)$.

In order to prove the implication 3$) \rightarrow 1$ ) we use the relation

$$
\begin{equation*}
\mathfrak{M} / Z_{2}(\mathfrak{M}) \cong \mathfrak{M}(Q / Z(Q)) \tag{4}
\end{equation*}
$$

which takes place in an arbitrary CML [3]. By Lemma 2 the group $\mathfrak{M} / Z(\mathfrak{M})$ is periodic. Then the group $\mathfrak{M} / Z_{2}(\mathfrak{M})$, as an homomorphic image of the group $\mathfrak{M} / Z(\mathfrak{M})$, is also periodic. If the group $\mathfrak{M}$ satisfies the maximum condition for subgroups, then the center $Z(\mathfrak{M})$ and by $(3)$, also the center $Z(Q)$, are finitely generated. By Lemma 3 the group $\mathfrak{M}$ is nilpotent. Then the group $\mathfrak{M} / Z_{2}(\mathfrak{M})$ is also nilpotent and, as it is periodic, then is finite. Hence it follows from (4) that the CML $Q / Z(Q)$ is also finite. Therefore the CML $Q$ is finitely generated and by Lemma 1 , the condition 1) holds in it. Consequently, 3$) \rightarrow 1$ ).

Let us now suppose that the group $\mathfrak{M}$ is non-periodic. By Lemma 2 the group $\mathfrak{M} / Z(\mathfrak{M})$ is locally finite. It $\alpha$ is an element of infinite order in $\mathfrak{M}$, then $\alpha^{n} \in Z(\mathfrak{M})$ for a certain natural number $n$. We denote by $\mathfrak{R}$ the subgroup of group $\mathfrak{M}$, generated by all elements of the form $\alpha^{n}$. It is obvious that the abelian group $Z(\mathfrak{M})$ is finitely generated if the group $\mathfrak{M}$ satisfies one of the conditions 4) - 7). Then $Z(\mathfrak{M})=\mathfrak{N} \times \mathfrak{S}$, where $\mathfrak{N}$ is a finitely generated abelian group without torsion, $\mathfrak{S}$ is a finite abelian group [7] and $\mathfrak{R}=\mathfrak{N}$. As $\mathfrak{N} \cap \mathfrak{S}=\{1\}$, then $Z(\mathfrak{M}) / \mathfrak{N}=(\mathfrak{N} \times \mathfrak{S}) \cong \mathfrak{S}$. By Lemma 2 the group $\mathfrak{M} / Z(\mathfrak{M})$ is locally finite. It follows from the relation $\mathfrak{M} / Z(\mathfrak{M}) \cong$ $\cong(\mathfrak{M} / \mathfrak{N}) /(Z(\mathfrak{M}) / \mathfrak{N})$ that the group $\mathfrak{M} / \mathfrak{N}$ is the extension of the finite group $Z(\mathfrak{M}) / \mathfrak{N}$ by locally finite group $\mathfrak{M} / Z(\mathfrak{M})$. Therefore the group $\mathfrak{M} / \mathfrak{N}$ is locally finite.

By Lemma 2 the commutator group $\mathfrak{M}^{\prime}$ is locally finite and as the group $\mathfrak{N}$ is without torsion, then

$$
\mathfrak{N} \cap \mathfrak{M}^{\prime}=\{1\}
$$

Let either the condition 4 ), or 5 ), or 6 ), or 7 ) hold in group $\mathfrak{M}$. By analogy with the proof of Lemma 9 we can show that in the group $\mathfrak{M} / \mathfrak{N}$ a condition analogue with either conditions 4), or 5), or 6), or 7) holds. We have already shown that group $\mathfrak{M} / \mathfrak{N}$ is locally finite. Then either all invariant subgroups, or at least one maximal abelian subgroup, or all nilpotent of class $n$ subgroups, or all solvable of class $s$ subgroups are finite respectively in $\mathfrak{M} / \mathfrak{N}$. The group $Z(\mathfrak{M}) / \mathfrak{N}$ is finite, then it follows from the relation

$$
\mathfrak{M} / Z(\mathfrak{M}) \cong(\mathfrak{M} / \mathfrak{N}) /(Z(\mathfrak{M}) / \mathfrak{N})
$$

that in the group $\mathfrak{M} / Z(\mathfrak{M})$ the same condition as in group $\mathfrak{M} / \mathfrak{N}$ holds. Further, it follows from the relation

$$
\mathfrak{M} / Z_{2}(\mathfrak{M}) \cong\left(\mathfrak{M} / Z_{1}(\mathfrak{M})\right) /\left(Z_{2}(\mathfrak{M}) / Z_{1}(\mathfrak{M})\right)=\left(\mathfrak{M} / Z_{1}(\mathfrak{M})\right) / Z\left(\mathfrak{M} / Z_{1}(\mathfrak{M})\right)
$$

that $\mathfrak{M} / Z_{2}(\mathfrak{M})$ satisfies the same condition as the group $\mathfrak{M} / Z_{1}(\mathfrak{M})$, and it follows from (4) that $\mathfrak{M}(Q / Z(Q))$ satisfies this condition as well, i.e. either all its invariant subgroups are finite, or at least one maximal abelian subgroup is finite, or all its nilpotent subgroups of class $n$ are finite, or all its solvable subgroups of class $s$ are finite. In such a case, by Lemma 7 the group $\mathfrak{M}(Q / Z(Q))$ satisfies the minimum condition for subgroups. It is obvious that the center of the group $\mathfrak{M}(Q / Z(Q))$ is
finite. Then by 2 ) of Lemma 7 the group $\mathfrak{M}(Q) / Z(Q)$ is finite, and consequently, the CML $Q / Z(Q)$ is also finite. The center $Z(\mathfrak{M})$ of the group $\mathfrak{M}$ is finitely generated, then it follows from (3) that the center $Z(Q)$ of $Q$ is finitely generated, too. Then the CML $Q$ is finitely generated and by Lemma 1 it satisfies the condition 1 ). Consequently, if the group $\mathfrak{M}$ is non-periodic the implications 4) $\rightarrow 1$ ),5) $\rightarrow 1$ ), 6) $\rightarrow 1$ ), 7) $\rightarrow 1$ ) hold.

The case when the group $\mathfrak{M}$ is periodic is proved by analogy for $\mathfrak{N}=\{1\}$. Further, as the implications 3$) \rightarrow 4), 3) \rightarrow 5), 3) \rightarrow 6), 3) \rightarrow 7$ ) are obvious, the theorem is proved.

Theorem 3. The following conditions are equivalent for an arbitrary non-associative commutative Moufang $Z A$-loop $Q$ with the multiplication group $\mathfrak{M}$ :

1) $Q$ satisfies the maximum condition for subloops;
2) if $Q$ contains a non-invariant (respect. invariant) centrally nilpotent subloop of class $n$, then at least one maximal non-invariant (respect. invariant) centrally nilpotent subloop of class $n$ is finitely generated;
3) if $Q$ contains a non-invariant (respect. invariant) centrally solvable subloop of class $s$, then at least one maximal non-invariant (respect. invariant) centrally solvable subloop of class s is finitely generated;
4) if $Q$ contains a non-invariant (respect. invariant) centrally nilpotent subloop of class $n$, then it satisfies the maximum condition for non-invariant (respect. invariant) centrally nilpotent subloops of class $n$;
5) if $Q$ contains a non-invariant (respect. invariant) centrally solvable subloop of class $s$, then it satisfies the maximum condition for non-invariant (respect. invariant) centrally solvable subloops of class $s$;
6) the center $Z(Q)$ of $C M L Q$ is finitely generated;
7) the group $\mathfrak{M}$ is finitely generated;
8) if $\mathfrak{M}$ contains a non-invariant (respect. invariant) nilpotent subgroup of class $n$, then at least one maximal non-invariant (respect. invariant) nilpotent subgroup of class $n$ is finitely generated;
9) if $\mathfrak{M}$ contains a non-invariant (respect. invariant) solvable subgroup of class $s$, then at least one maximal non-invariant (respect. invariant) solvable subgroup of class $s$ is finitely generated;
10) if $\mathfrak{M}$ contains a non-invariant (respect. invariant) nilpotent subgroup of class $n$, then it satisfies the maximum condition for non-invariant (respect. invariant) nilpotent subgroups of class $n$;
11) if $\mathfrak{M}$ contains a non-invariant (respect. invariant) solvable subgroup of class $s$, then it satisfies the maximum condition for non-invariant (respect. invariant) solvable subgroups of class s;
12) the center $Z(\mathfrak{M})$ of group $\mathfrak{M}$ is finitely generated.

Proof. The implications 1$) \rightarrow 2$ ), 1) $\rightarrow 3$ ), 1) $\rightarrow 4$ ), 1) $\rightarrow 5$ ), 1) $\rightarrow 6$ ) are obvious. If $H$ is a non-invariant (respect. invariant) centrally nilpotent of class $n$ (or centrally solvable of class $s$ ) subloop of the CML $Q$, then the subloop $<N, Z(Q)>$ will be of this type too. Therefore by Lemma 1 the implications 2) $\rightarrow 6$ ), 3) $\rightarrow 6$ ),
4) $\rightarrow 6$ ), 5) $\rightarrow 6$ ) hold. Let us now suppose that the condition 6) holds in the CML $Q$ and let $R$ be an invariant subloop, defined in Lemma 9. By 4) of Lemma 9 the center $Z(Q / R)$ is finitely generated and periodic. If follows from Lemma 5 that $Z(Q / R)$ is finite, and it follows from Lemma 8 that the CML $Q / R$ satisfies the minimum condition for subloops. As the center $Z(Q / R)$ is finite, then by 2 ) of Lemma 6 , the CML $Q / R$ is finite. By its construction, the subloop $L$ is finitely generated, therefore the CML $Q$ is also finitely generated and the justice of condition 1 ) follows from Lemma 1. Consequently, the conditions 1), 2), 3), 4), 5), 6) are equivalent.

The equivalence of conditions 7), 8), 9), 10), 11), 12) is proved by analogy, using 1), 2) of theorem 2. Finally, the equivalence of conditions 6), 12) follows from (3). Therefore the theorem is fully proved.
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# Discontinuous term of the distribution for Markovian random evolution in $\mathbf{R}^{3}$ 

Alexander D. Kolesnik


#### Abstract

We consider the random motion at constant finite speed in the space $R^{3}$ subject to the control of a homogeneous Poisson process and with uniform choice of directions on the unit 3 -sphere. We obtain the explicit forms of the conditional characteristic function and conditional distribution when one change of direction occurs. We show that this conditional distribution represents a discontinuous term of the transition function of the motion.

Mathematics subject classification: Primary 60K99 Secondary 62G30; 60K35; 60J60; 60H30. Keywords and phrases: Random motions, finite speed, random evolution, characteristic functions, conditional distributions.


In this note we obtain the discontinuous term of the distribution for the threedimensional random motion at arbitrary finite speed (so-called, random evolution). This is motivated by the previous works on planar random motions by Stadje (1987), Masoliver et al. (1993), Kolesnik and Orsingher (2005) where the explicit form of the transition function of the process was obtained by substantially different methods. It was shown that the transition density of the motion is discontinuous on the boundary of the diffusion area, and the discontinuous term of the distribution is the Green's function to the two-dimensional wave equation. Amazingly, this discontinuous term is determined by the conditional distribution, corresponding to the case when only one change of direction occurs (see Kolesnik and Orsingher (2005, Remark 1)). The three-dimensional motion with unit speed was examined by Stadje (1989) where the transition density was derived by means of recurrent arguments. This transition density consists of two terms (see Stadje (1989, formulae (1.3) and (4.21)). The first one is a continuous function and has the form of a fairly complicated integral, which can scarcely be exactly evaluated. The second term is a logarithmic function which is discontinuous on the boundary of the diffusion area.

Here we derive this discontinuous term for a motion at arbitrary finite speed by means of characteristic functions and show that, similarly to the planar case, it is determined by the conditional distribution corresponding to the case when only one change of direction occurs. Such a behaviour of the distribution near the border of diffusion area is a very interesting feature of the two and three-dimensional motions. However, the nature of this phenomenon is not entirely clear.

Let's consider a particle starting its motion from the origin $x_{1}=x_{2}=x_{3}=0$ of the space $R^{3}$ at time $t=0$. The particle is endowed with constant, finite speed $c$.

[^3]The initial direction is a three-dimensional random vector with uniform distribution on the unit 3 -sphere

$$
S_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\} .
$$

The particle changes direction at random instants which form a homogeneous Poisson process of rate $\lambda>0$. At these moments it instantaneously takes on the new direction with uniform distribution on $S_{1}$, independently of its previous motion.

Let $X(t)=\left(X_{1}(t), X_{2}(t), X_{3}(t)\right)$ be the position of the particle at an arbitrary time $t>0$. Consider the conditional distributions

$$
\begin{gathered}
\operatorname{Pr}\{X(t) \in d x \mid N(t)=n\}= \\
=\operatorname{Pr}\left\{X_{1}(t) \in d x_{1}, X_{2}(t) \in d x_{2}, X_{3}(t) \in d x_{3} \mid N(t)=n\right\}, \quad n \geq 1,
\end{gathered}
$$

where $N(t)$ is the number of Poisson events that have occurred in the interval $(0, t)$ and $d x=d x_{1} d x_{2} d x_{3}$ is the infinitesimal volume of the space $R^{3}$.

At any time $t>0$ the particle, with probability 1 , is located in the threedimensional ball of radius $c t$

$$
B_{c t}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leq c^{2} t^{2}\right\} .
$$

The distribution $\operatorname{Pr}\{X(t) \in d x\}, x \in B_{c t}, t \geq 0$, consists of two components. The singular component corresponds to the case when no Poisson event occurs in the interval $(0, t)$ and is concentrated on the sphere

$$
S_{c t}=\partial B_{c t}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=c^{2} t^{2}\right\} .
$$

In this case the particle is located on the sphere $S_{c t}$ and the probability of this event is

$$
\operatorname{Pr}\left\{X(t) \in S_{c t}\right\}=e^{-\lambda t} .
$$

If one or more than one Poisson events occur, the particle is located strictly inside the ball $B_{c t}$, and the probability of this event is

$$
\operatorname{Pr}\left\{X(t) \in \text { Int } B_{c t}\right\}=1-e^{-\lambda t} .
$$

The part of the distribution $\operatorname{Pr}\{X(t) \in d x\}$ corresponding to this case is concentrated in the interior

$$
\text { Int } B_{c t}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<c^{2} t^{2}\right\}
$$

and forms its absolutely continuous component.
Therefore there exists the density $p(x, t)=p\left(x_{1}, x_{2}, x_{3}, x_{4}, t\right), x \in$ Int $B_{c t}, t>$ 0 , of the absolutely continuous component of the distribution $\operatorname{Pr}\{X(t) \in d x\}$.

If $N(t)=n$, the displacement of the particle $X(t)$ at any time $t>0$ is determined by the coordinates

$$
\begin{equation*}
X_{k}(t)=c \sum_{j=1}^{n+1}\left(s_{j}-s_{j-1}\right) x_{j}^{k}, \quad k=1,2,3, \tag{1}
\end{equation*}
$$

where $x_{j}^{k}$ are the components of the independent random vectors $x_{j}=\left(x_{j}^{1}, x_{j}^{2}, x_{j}^{3}\right)$, $j=1, \ldots, n+1$, uniformly distributed on the unit sphere $S_{1}$; the $s_{j}, j=1, \ldots, n$, represent the instants at which Poisson events occur, and $s_{0}=0, s_{n+1}=t$.

The conditional characteristic function can be written as follows:

$$
\begin{equation*}
H_{n}(\alpha, t)=E\left\{e^{i(\alpha, X(t))} \mid N(t)=n\right\}, \quad n \geq 1 \tag{2}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in R^{3}$ is the real vector of inversion parameters and $(\alpha, X(t))$ denotes the scalar (inner) product of the vectors $\alpha$ and $X(t)$.

By substituting (1) into (2) we have

$$
\begin{gathered}
H_{n}(\alpha, t)=E\left\{\exp \left(i c \sum_{k=1}^{3} \alpha_{k} \sum_{j=1}^{n+1}\left(s_{j}-s_{j-1}\right) x_{j}^{k}\right)\right\}= \\
=E\left\{\exp \left(i c \sum_{j=1}^{n+1}\left(s_{j}-s_{j-1}\right)\left(\alpha, x_{j}\right)\right)\right\}
\end{gathered}
$$

where $\left(\alpha, x_{j}\right)$ is the scalar (inner) product of the vectors $\alpha$ and $x_{j}$. Computing the expectation in this last equality we obtain
$H_{n}(\alpha, t)=\frac{n!}{t^{n}} \int_{0}^{t} d s_{1} \int_{s_{1}}^{t} d s_{2} \ldots \int_{s_{n-1}}^{t} d s_{n}\left\{\prod_{j=1}^{n+1}\left[\frac{1}{\operatorname{mes} S_{1}} \int_{S_{1}} e^{i c\left(s_{j}-s_{j-1}\right)\left(\alpha, x_{j}\right)} d x_{j}\right]\right\}$.
The surface integral over the unit sphere $S_{1}$ in the last equality can easily be computed by passing to three-dimensional polar coordinates, and it is

$$
\begin{equation*}
\int_{S_{1}} e^{i c\left(s_{j}-s_{j-1}\right)\left(\alpha, x_{j}\right)} d x_{j}=4 \pi \frac{\sin \left(c\left(s_{j}-s_{j-1}\right)\|\alpha\|\right)}{c\left(s_{j}-s_{j-1}\right)\|\alpha\|} \tag{3}
\end{equation*}
$$

where $\|\alpha\|=\sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}}$. Taking into account that mes $S_{1}=4 \pi$, we obtain

$$
\begin{equation*}
H_{n}(\alpha, t)=\frac{n!}{t^{n}} \int_{0}^{t} d s_{1} \int_{s_{1}}^{t} d s_{2} \ldots \int_{s_{n-1}}^{t} d s_{n}\left\{\prod_{j=1}^{n+1} \frac{\sin \left(c\left(s_{j}-s_{j-1}\right)\|\alpha\|\right)}{c\left(s_{j}-s_{j-1}\right)\|\alpha\|}\right\} \tag{4}
\end{equation*}
$$

This expression can scarcely be explicitly computed for arbitrary $n \geq 1$. However, for the important particular case $n=1$ this expression can be evaluated, and its inverse Fourier transform leading to the conditional distribution, corresponding to the case when only one change of direction occurs, can be explicitly given.

Theorem. For any $t>0$ the conditional distribution corresponding to the only change of direction has the form

$$
\begin{equation*}
\operatorname{Pr}\{X(t) \in d x \mid N(t)=1\}=\frac{1}{4 \pi(c t)^{2}\|x\|} \ln \left(\frac{c t+\|x\|}{c t-\|x\|}\right) d x \tag{5}
\end{equation*}
$$

$$
x=\left(x_{1}, x_{2}, x_{3}\right) \in \operatorname{Int} B_{c t}, \quad\|x\|=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}, \quad d x=d x_{1} d x_{2} d x_{3} .
$$

Proof. From (4) we have

$$
\begin{gather*}
H_{1}(\alpha, t)= \\
=\frac{1}{t} \int_{0}^{t} \frac{\sin (c s\|\alpha\|)}{c s\|\alpha\|} \frac{\sin (c(t-s)\|\alpha\|)}{c(t-s)\|\alpha\|} d s= \\
=\frac{1}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \sin (c s\|\alpha\|) \sin (c(t-s)\|\alpha\|)\left[\frac{1}{s}+\frac{1}{t-s}\right] d s= \\
=\frac{2}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \frac{\sin (c s\|\alpha\|) \sin (c(t-s)\|\alpha\|)}{s} d s= \\
=\frac{\sin (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \frac{2 \sin (c s\|\alpha\|) \cos (c s\|\alpha\|)}{s} d s-\frac{\cos (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \frac{2 \sin ^{2}(c s\|\alpha\|)}{s} d s= \\
=\frac{\sin (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \frac{\sin (2 c s\|\alpha\|)}{s} d s-\frac{\cos (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \int_{0}^{t} \frac{1-\cos (2 c s\|\alpha\|)}{s} d s= \\
=\frac{\sin (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \operatorname{Si}(2 c t\|\alpha\|)+\frac{\cos (c t\|\alpha\|)}{(c t\|\alpha\|)^{2}} \operatorname{Ci}(2 c t\|\alpha\|), \tag{6}
\end{gather*}
$$

where $\operatorname{Si}(x)$ and $\operatorname{Ci}(x)$ are the modified integral sine and cosine, respectively, given by

$$
\begin{equation*}
\mathrm{Si}(x)=\int_{0}^{x} \frac{\sin z}{z} d z, \quad \mathrm{Ci}(x)=\int_{0}^{x} \frac{\cos z-1}{z} d z . \tag{7}
\end{equation*}
$$

To prove the statement of the theorem, we need to show that the inverse Fourier transform of (6) with respect to $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ leads to the conditional distribution (5). However, it is simpler to show that, inversely, the Fourier transform of function (5) in the ball $B_{c t}$ coincides with (6). Passing to three-dimensional polar coordinates we have

$$
\begin{gathered}
\int_{B_{c t}} e^{i(\alpha, x)} \operatorname{Pr}\{X(t) \in d x \mid N(t)=1\}= \\
=\frac{1}{4 \pi(c t)^{2}} \int_{0}^{c t} d r\left\{r \ln \left(\frac{c t+r}{c t-r}\right) \times\right. \\
\left.\times \int_{0}^{\pi} \int_{0}^{2 \pi} e^{i r\left(\alpha_{1} \sin \theta_{1} \sin \theta_{2}+\alpha_{2} \sin \theta_{1} \cos \theta_{2}+\alpha_{3} \cos \theta_{1}\right)} \sin \theta_{1} d \theta_{1} d \theta_{2}\right\}
\end{gathered}
$$

According to formula 4.624 of Gradshteyn and Ryzhik (1980)

$$
\int_{0}^{\pi} \int_{0}^{2 \pi} e^{i r\left(\alpha_{1} \sin \theta_{1} \sin \theta_{2}+\alpha_{2} \sin \theta_{1} \cos \theta_{2}+\alpha_{3} \cos \theta_{1}\right)} \sin \theta_{1} d \theta_{1} d \theta_{2}=4 \pi \frac{\sin (r\|\alpha\|)}{r\|\alpha\|} .
$$

Therefore, applying the auxiliary Lemma (see below), we obtain

$$
\begin{gathered}
\int_{B_{c t}} e^{i(\alpha, x)} \operatorname{Pr}\{X(t) \in d x \mid N(t)=1\}= \\
=\frac{1}{(c t)^{2}\|\alpha\|} \int_{0}^{c t} \sin (r\|\alpha\|) \ln \left(\frac{c t+r}{c t-r}\right) d r= \\
=\frac{1}{c t\|\alpha\|} \int_{0}^{1} \sin (c t\|\alpha\| z) \ln \left(\frac{1+z}{1-z}\right) d z= \\
=\frac{1}{(c t\|\alpha\|)^{2}}[\sin (c t\|\alpha\|) \operatorname{Si}(2 c t\|\alpha\|)+\cos (c t\|\alpha\|) \operatorname{Ci}(2 c t\|\alpha\|)],
\end{gathered}
$$

and this coincides with (6). The theorem is proved.
Remark 1. Taking into account the well-known equality

$$
\operatorname{Arcth}(z)=\frac{1}{2} \ln \left(\frac{1+z}{1-z}\right)
$$

we can rewrite (5) as follows:

$$
\operatorname{Pr}\{X(t) \in d x \mid N(t)=1\}=\frac{1}{2 \pi(c t)^{2}\|x\|} \operatorname{Arcth}\left(\frac{\|x\|}{c t}\right) d x
$$

and, for $c=1$, this is similar to the second term of formulae (1.3) and (4.21) of Stadje (1989). The first (integral) term of these formulae, obviously, is determined by the conditional distributions corresponding to the case when more than one change of direction occurs.

Remark 2. The function (5) represents the discontinuous term of the distribution of the process $X(t)$. Formula (5) shows that the density near the border of the ball $B_{c t}$ is large and this corresponds to the case when only one change of direction occurs. In other words, if only one change of direction occurs, the conditional density is minimal in the neighbourhood of the origin and increases as we approach to the border. This is similar to the behaviour of the analogous conditional density in the planar case (see Kolesnik and Orsingher (2005, Remark 1)).

Finally, we establish an auxiliary lemma which has been used in the proof of our theorem.

Lemma. For arbitrary $a>0$ the following relation holds

$$
\begin{equation*}
\int_{0}^{1} \sin (a x) \ln \left(\frac{1+x}{1-x}\right) d x=\frac{1}{a}[\sin a \operatorname{Si}(2 a)+\cos a \mathrm{Ci}(2 a)], \tag{8}
\end{equation*}
$$

where the integral is treated in the improper sense.

Proof. We have

$$
\begin{gather*}
\int_{0}^{1} \sin (a x) \ln \left(\frac{1+x}{1-x}\right) d x= \\
=\int_{0}^{1} \sin (a x) \ln (1+x) d x-\int_{0}^{1} \sin (a x) \ln (1-x) d x \tag{9}
\end{gather*}
$$

Let's evaluate separately the integrals in the right-hand side of (9). Integrating by parts and applying formula $2.641(2)$ of Gradshteyn and Ryzhik (1980) we obtain for the first integral of (9):

$$
\begin{gather*}
\int_{0}^{1} \sin (a x) \ln (1+x) d x= \\
=-\frac{1}{a}\left(\cos a \ln 2-\int_{0}^{1} \frac{\cos (a x)}{1+x} d x\right)= \\
=-\frac{\cos a}{a} \ln 2+\frac{1}{a}[\cos a(\operatorname{ci}(2 a)-\operatorname{ci}(a))+\sin a(\operatorname{si}(2 a)-\operatorname{si}(a))] . \tag{10}
\end{gather*}
$$

Here si $(x)$ and $\mathrm{ci}(x)$ are the standard integral sine and cosine, respectively, given by

$$
\begin{equation*}
\operatorname{si}(x)=-\frac{\pi}{2}+\operatorname{Si}(x), \quad \operatorname{ci}(x)=\mathbf{C}+\ln x+\operatorname{Ci}(x) \tag{11}
\end{equation*}
$$

and $\mathbf{C}=0.5772 \ldots$ being the Euler constant. From (11) we easily obtain

$$
\begin{gathered}
\mathrm{ci}(2 a)-\mathrm{ci}(a)=\ln 2+\mathrm{Ci}(2 a)-\mathrm{Ci}(a), \\
\mathrm{si}(2 a)-\operatorname{si}(a)=\mathrm{Si}(2 a)-\mathrm{Si}(a) .
\end{gathered}
$$

Substituting these expressions into (10) we obtain the first integral of (9):

$$
\begin{gather*}
\int_{0}^{1} \sin (a x) \ln (1+x) d x= \\
=\frac{\cos a}{a}(\mathrm{Ci}(2 a)-\mathrm{Ci}(a))+\frac{\sin a}{a}(\mathrm{Si}(2 a)-\operatorname{Si}(a)), \tag{12}
\end{gather*}
$$

where $\mathrm{Ci}(x)$ and $\mathrm{Si}(x)$ are given by (7).
The function in the second integral of (9) is unbounded at the point $x=1$. Therefore we can evaluate this integral in the improper sense only. Similarly, integrating by parts and applying formula $2.641(2)$ of Gradshteyn and Ryzhik (1980) we have

$$
\begin{aligned}
& \int_{0}^{1} \sin (a x) \ln (1-x) d x=\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{1-\varepsilon} \sin (a x) \ln (1-x) d x= \\
& \quad=-\frac{1}{a} \lim _{\varepsilon \rightarrow 0^{+}}\left\{\cos (a(1-\varepsilon)) \ln \varepsilon+\int_{0}^{1-\varepsilon} \frac{\cos (a x)}{1-x} d x\right\}=
\end{aligned}
$$

$$
\begin{gather*}
=-\frac{1}{a} \lim _{\varepsilon \rightarrow 0^{+}}\{\cos (a(1-\varepsilon)) \ln \varepsilon- \\
-[\cos a(\operatorname{ci}(-a \varepsilon)-\operatorname{ci}(-a))-\sin a(\operatorname{si}(-a \varepsilon)-\operatorname{si}(-a))]\} . \tag{13}
\end{gather*}
$$

Using (11) and the well-known equalities

$$
\operatorname{si}(-x)=-\operatorname{si}(x)-\pi, \quad \operatorname{Ci}(-x)=\operatorname{Ci}(x)
$$

we get

$$
\begin{gathered}
\operatorname{ci}(-a \varepsilon)-\operatorname{ci}(-a)=\ln \varepsilon+\operatorname{Ci}(a \varepsilon)-\operatorname{Ci}(a), \\
\operatorname{si}(-a \varepsilon)-\operatorname{si}(-a)=\operatorname{Si}(a)-\operatorname{Si}(a \varepsilon) .
\end{gathered}
$$

Substituting this into (13) we obtain the second integral in the right-hand side of (9):

$$
\begin{gather*}
\int_{0}^{1} \sin (a x) \ln (1-x) d x= \\
=-\frac{1}{a} \lim _{\varepsilon \rightarrow 0^{+}}\{(\cos (a(1-\varepsilon))-\cos a) \ln \varepsilon- \\
-\cos a(\operatorname{Ci}(a \varepsilon)-\operatorname{Ci}(a))+\sin a(\operatorname{Si}(a)-\operatorname{Si}(a \varepsilon))\}= \\
=-\frac{1}{a}[\sin a \operatorname{Si}(a)+\cos a \operatorname{Ci}(a)] . \tag{14}
\end{gather*}
$$

Substituting now (12) and (14) into (9) we obtain (8). The lemma is proved.
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# On an algebraic method in the study of integral equations with shift 

Vasile Neaga


#### Abstract

The work is centred on the sdudy of algebra $\mathfrak{A}$ generated by singular integral operators with shifts with continuous coefficients. We determine the set of maximal ideals of quotient algebra $\hat{\mathfrak{A}}, \hat{\mathfrak{A}}=\mathfrak{A} / \mathfrak{T}$, with respect to the ideal of compact operators. Prove that the bicompact of maximal ideals of $\hat{\mathfrak{A}}$ is isomorphic to the topological product $(\Gamma \times j) \times(\Gamma \times k)$, where $j= \pm 1$ and $k= \pm 1$. Necessary and sufficient condition are established for operators of $\mathfrak{A}$ to be noetherian and to admit equivalent regularization in space $L_{p}(\Gamma, \rho)$, regularizators for noetherian operators are constructed. The study is done in the space $L_{p}(\Gamma, \rho)$ with weight $\rho(t)=\prod_{k=1}^{n}\left|t-t_{k}\right|^{\beta^{k}}$ and is based on the theory of Ghelfand [1] concerning Banach algebras.


Mathematics subject classification: 45E05.
Keywords and phrases: Banach algebras, noetherian singular operators, regularization of operator.
I. We remind that an operator $A \in L(\mathfrak{B})$ admits a regularization if there exists an operator $M \in L(\mathfrak{B})$ so that $A M=I+T_{1}, M A=I+T_{2}$, where $T_{1}$ and $T_{2}$ are compact operators in the space $\mathfrak{B}$. The class of operators which admit a regularization is of special interest due to the fact that operators of this class have the fallowing properties (E.Noether theorems):

1) Ecuations $A x=0$ and $A^{*} \varphi=0$ have a finite number of linear independent solutions.
2) Ecuation $A x=y$ is solvable if and ouly if the right hand part is orthogonal to all solutions of equation $A^{*} \varphi=0$.

Operators with properties 1) and 2) are called noetherian and are essential generalizations of the class of operators of the form $I+T, T$ compact, for which theorems similar to that of Fredholm are true.

Let $A \in L(\mathfrak{B})$ be a noetherian operator. If it is known the operator $M$, the regularizator for $A$, then the problem of solvability of the equation

$$
\begin{equation*}
A x=y \tag{1}
\end{equation*}
$$

can be reduced to the solvability of the equation

$$
\begin{equation*}
M A x=M y, \tag{2}
\end{equation*}
$$

where the operator $M A-I$ is compact. To the last equation different methods to solve equations of the form $(I+T) x=y$ can be applied, where $T$ is a compact
(c) Vasile Neaga, 2006
operator. Of special interest is the case when the ecuations $A x=y$ and $M A x=M y$ are equivalent ${ }^{1}$ for every $y$. This is true if and only if $\operatorname{ker} M=\{0\}$.

We say that an operator $A$ admits an equivalent regularization if it possesses a regularizator $M$ for which equations (1) and (2) are equivalent for every $y \in \mathfrak{B}$. In this case the operator $M$ is called equivalent regularizator for the operator $A$. From what we said above it results that operator $M$ is an equivalent regularizator for $A$ if it is a regularizator for $A$ and is left invertible.

It is well known [2] that a singular integral operator ${ }^{2} A=a I+b S+T$ admits a regularization if and only if $a^{2}(t)-b^{2}(t) \neq 0$ for all $t \in T$. For example, as a regularizator one can take the operator $R=\frac{a}{a^{2}-b^{2}} I-\frac{b}{a^{2}-b^{2}} S$. Under these conditions the operator $A^{*}$, obviously, also admits a regularization and thus for $A$ and $A^{*}$ E.Noether theorems hold.

The main result of this work is given by (see [3])
Theorem 1. The operator

$$
\begin{equation*}
A=a I+b S+(c I+d S) V+T, a, b, c, d \in C_{\alpha}(\Gamma) \tag{3}
\end{equation*}
$$

admits a regularization in $L_{p}(\Gamma, \rho)$ if and only if

$$
\begin{equation*}
(a(t)+b(t))^{2}-(c(t)+d(t))^{2} \neq 0,(a(t)-b(t))^{2}-(c(t)-d(t))^{2} \neq 0 \tag{4}
\end{equation*}
$$

for every $t \in T$. Under conditions (4) the operator

$$
\begin{equation*}
R=\frac{\alpha}{\alpha^{2}-\delta^{2}} P+\frac{\beta}{\beta^{2}-\gamma^{2}} Q-\left(\frac{\delta}{\alpha^{2}-\delta^{2}} P+\frac{\gamma}{\beta^{2}-\gamma^{2}} Q\right) V \tag{5}
\end{equation*}
$$

where $\alpha=a+b, \beta=a-b, \delta=c+d, \gamma=c-d, P=\frac{1}{2}(I+S), Q=\frac{1}{2}(I-S)$, is $a$ regularizator for $A$.
II. Denote by $C_{\omega}(\Gamma)(\subset C(\Gamma)$ the set of functions $a(t)$ continuous on $\Gamma$ and satifying the condition $a(\omega(t))=a(t)$. Evidently, this set forms a commutative algebra with identity and the norm $\|a\|_{C_{\omega}(\Gamma)}=\|a\|_{C(\Gamma)}$. It is also obvious that every function of the form $a(t)=b(t) \cdot b(\omega(t))$, where $b \in C(\Gamma)$, is contained in $C_{\omega}(\Gamma)$. The converse of this statement is also true: every function $a \in C_{\omega}(\Gamma)$ may be represented in the form $a(t)=b(t) \cdot b(\omega(t))$ where $b \in C(\Gamma)$. We can join these remarks in the assertion that the algebra $C_{\omega}(\Gamma)$ is characterized by the relation

$$
C_{\alpha}(\Gamma)=\{b(t) \cdot b(\omega(t)) \mid b \in C(\Gamma)\} .
$$

Representation of functions from $C_{\omega}(\Gamma)$ in the form $a(t)=b(t) \cdot b(\omega(t))$ is unique up to some constant factors $c_{1}$ and $c_{2}, c_{1} \cdot c_{2}=1$. Later on we shall assume that $c_{1}=c_{2}=1$. Thus, for example, if $\Gamma$ is the unit circle and $\omega(t)=-t$, then the

[^4]functions $a_{1}(t)=-t^{2}, a_{2}(t)=t^{2}$ belong to $C_{\omega}(\Gamma)$ and they can be represented as $a_{1}(t)=t \cdot(-t)$ and, respectively $a_{2}(t)=i t \cdot(-i t)$.

Let $\Gamma$ be a closed Liapunov type contour, $S$ a singular integral operator with Cauchy kernel and $V$ an operator of shifting, $(V \varphi)(t)=\varphi(\alpha(t))$, where the function $\omega: \Gamma \rightarrow \Gamma$ satisfies conditions:
a) $\omega(\omega(t)) \equiv \omega(t),(\omega(t) \neq t)$;
b) there exists derivative $\omega^{\prime}(t) \neq 0$;
c) $\omega^{\prime}(t) \in H_{\mu}(\Gamma)$.

Denote by $\mathfrak{A}$ the algebra generated by $S, V$ and the set of alle operators of multiplication by functions $a(t), a \in C_{\omega}(\Gamma) . \mathfrak{A}$ is a subalgebra of algebra $L\left(L_{p}(\Gamma, \rho)\right)$ formed by the set of linear and bounded operators acting in the space $L_{p}(\Gamma, \rho)$.

Theorem 2. $\mathfrak{A}$ is a closed algebra.
In the proof of this theorem we use properties of $S$ and $V$, caracterization of algebra $C_{\omega}(\Gamma)$ and the following result [2].

Lemma 1. If the operator $(M \varphi)=a(t) \varphi(t)$ of multiplication by function $a(t)$ continuuous on $\Gamma$, can be represented in the form $M=B+T$, where $B$ is invertible and $T$ is an operator compact in $L_{p}(\Gamma, \rho)$, then $a(t)$ is not vanished on $\Gamma$.
Remark. The norm in algebra $\mathfrak{A}$, defined as operator norm, is topologically equivalent to the norm

$$
\|A\|_{1}=\max |a(t)|+\max |b(t)|+\max |c(t)|+\max |d(t)|+\|T\| .
$$

The set $\mathfrak{T}=\mathfrak{T}\left(L\left(L_{p}(\Gamma, \rho)\right)\right)$ of compact operators in the space $L_{p}(\Gamma, \rho)$ is included in $\mathfrak{A}$ and form a twosided closed ideal. Consider the quotient algebra $\hat{\mathfrak{A}}=\mathfrak{A} / \mathfrak{T}$, which is also a Banach algebra. Four continuous functions $a(t), b(t), c(t)$ and $d(t)$ define uniquely a coset $\hat{\mathfrak{A}}$ and; conversely, every element belonging to some coset of $\hat{\mathfrak{A}}$ is of the form $a I+b S+(c I+d S) V+T$, where $T$ is a compact operator. Really, if the elements $a I+b S+(c I+d S) V+T$ and $a_{1} I+b_{1}+\left(c_{1} I+d_{1} S\right) V+T_{1}$ are in some coset, then their difference $\left(a-a_{1}\right) I+\left(b-b_{1}\right) S+\left(\left(c-c_{1}\right) I+\left(d-d_{1}\right) S\right) V+T-T_{1}$ must be a compact operator. Under these condutions from Theorem 2 one can deduce that the operators $\left(a-a_{1}\right) I,\left(b-b_{1}\right) I,\left(c-c_{1}\right) I,\left(d-d_{1}\right) I$ are compact, but from Lemma 1 this is possible if and only if $a(t) \equiv a_{1}(t), b(t) \equiv b_{1}(t), c(t) \equiv c_{1}(t), d(t) \equiv d_{1}(t)$.

Let us return to algebra $\hat{\mathfrak{A}}$. The element of $\hat{\mathfrak{A}}$ determined by the functions $a(t), b(t), c(t)$ and $d(t)$ is denoted by $\{a I+b S+(c I+d S) V\}$. From properties of operators $S$ and $V[4-6]$ and by direct calculations we get
Theorem 3. The algebra $\hat{\mathfrak{A}}$ is commutative and, besides, the equality

$$
\begin{align*}
& \{a I+b S+(c I+d S) V\} \cdot\left\{a_{1} I+b_{1} S+\left(c_{1} I+d_{1} S\right) V\right\}= \\
= & \left\{a a_{1}+b b_{1}+c c_{1}+d d_{1}\right) I+\left(a b_{1}+a_{1} b+c d_{1}+c_{1} d\right) S+ \tag{6}
\end{align*}
$$

$$
\left.+\left(\left(a c_{1}+a_{1} c+b d_{1}+b_{1} d\right) I+\left(a d_{1}+a_{1} d+b c_{1}+b_{1} c\right) S\right) V\right\}
$$

is true.
The norm in $\hat{\mathfrak{A}}$ is defined by the equality

$$
|\{a I+b S+(c I+d S) V\}|=\inf _{T \in \mathfrak{T}}\|a I+b S+(c I+d S) V\|
$$

and it is topologically equivalent to the norm

$$
|\{a I+b S+(c I+d S) V\}|_{1}=\max |a(t)|+\max |b(t)|+\max |c(t)|+\max |d(t)| .
$$

III. Further, elements of algebra $\hat{\mathfrak{A}}$ will be expressed in the form

$$
\begin{equation*}
\{a P+b Q+(c P+d Q) V\}, a, b, c, d \in C_{\omega}(\Gamma) \tag{7}
\end{equation*}
$$

where $P=\frac{1}{2}(I+S)$ and $Q=\frac{1}{2}(I-S)$.
We shall describe all maximal ideals of $\hat{\mathfrak{A}}$. This result will enable us to establish necessary and sufficient condition under which elements of $\hat{\mathfrak{A}}$ are invertible. Using this result we shall also construct regularizators for noetherian operators.
Theorem 4. The set of elements $\{a p+b Q+(c P+d Q) V\} \in \hat{\mathfrak{A}}$ does form $a$ maximal ideal of $\hat{\mathfrak{A}}$ if the function $a(t)+c(t)$ is vanished at the same point $t_{0} \in \Gamma$. The set of elements $\{a P+b Q+(c P+d Q) V\} \in \hat{\mathfrak{A}}$ for which one of the functions $a(t)-c(t), b(t)+d(t)$, or $b(t)-d(t)$ is vanished at the same point (every function at its own point) also form a maximal ideal. There are no other maximal ideals.

By virtue of I.Ghelfand [1] results, according to which an element of some Banach algebra is invertible if and only if it does not belong to ony maximal ideal, we obtain the following
Theorem 5. An element $\{a P+b Q+(c P+d Q) V\} \in \hat{\mathfrak{A}}$ is invertible in $\hat{\mathfrak{A}}$ if and only if the functions $a(t) \pm c(t)$ and $b(t) \pm d(t)$ are not vanished on contour $\Gamma$.

We shall establish some other properties of algebra $\hat{\mathfrak{A}}$. Observe that the intersection of all maximal ideals of $\hat{\mathfrak{A}}$ coincides to the null ideal. In fact, by Theorem 4, if $\{a P+b Q+(c P+d Q) V\} \in \cap M_{1}$, then $a(t)+c(t) \equiv 0, a(t)-c(t) \equiv 0, b(t)+d(t) \equiv 0$ and $b(t)-d(t) \equiv 0$, that is $\{a P+b Q+(c P+d Q) V\}=\{0\}$. Consequently,
$\mathbf{1}^{\mathbf{0}}$. Algebra has no radical.
$\mathbf{2}^{\text {o }}$. $\hat{\mathfrak{A}}$ is an involution algebra.
Define involution by

$$
\{a P+b Q+(c P+d Q) V\}^{\prime}=\{\bar{a} P+\bar{b} Q+(\bar{c} P+\bar{d} Q) V\}
$$

All properties of involution are evident. We shall show only that for every element $\{a P+b Q+(c P+d Q) V\} \in \hat{\mathfrak{A}}$ there exists in $\hat{\mathfrak{A}}$ the element

$$
\left[I+\{(a P+b Q+(c P+d Q) V) \cdot(\bar{a} P+\bar{b} Q+(\bar{c} P+\bar{d} Q) V\}]^{-1}\right.
$$

Compute

$$
\begin{gathered}
{[I+\{a p+b Q+(c P+d Q) V) \cdot(\bar{a} P+\bar{b} Q+(\bar{c} P+\bar{d} Q) V\}]=} \\
=\left\{\left(1+|a|^{2}+|c|^{2}\right) P+\left(1+|b|^{2}+|d|^{2}\right) Q+((a \bar{c}+\bar{a} c) P++(b \bar{d}+\bar{b} d) Q) V\right\}, \\
I+|b(t)|^{2}+|d(t)|^{2} \pm\left(b(t) \bar{d}(t)+\bar{b}(t) d(t)=1+|b(t) \pm d(t)|^{2}>0 .\right.
\end{gathered}
$$

Hence, there exists

$$
\begin{gathered}
{[I+\{a P+b Q+(c P+d Q) V) \cdot(\bar{a} P+\bar{b} Q+(\bar{c} P+\bar{d} Q) V\}]^{-1}=} \\
=\left\{\begin{array}{c}
\frac{1+|a|^{2}+|c|^{2}}{\left(1+|a-c|^{2}\right)\left(1+|a+c|^{2}\right)} P+\frac{1+|b|^{2}+|d|^{2}}{\left(1+|b-d|^{2}\right)\left(1 \overline{\left.b+\left.d\right|^{2}\right)} Q-\right.} \\
\left.-\frac{a \bar{c}+\bar{a} c}{\left(1+|a-c|^{2}\right)\left(1+|a+c|^{2}\right)} P+\frac{b+\bar{b} d}{\left(1+|b-d|^{2}\right)\left(1+|b+d|^{2}\right)} Q\right) V
\end{array}\right\}
\end{gathered}
$$

and this element belougs to $\hat{\mathfrak{A}}$. Property $2^{o}$ is proved.
Denote by $\mathfrak{M}$ the bicompact of maximal ideals of $\hat{\mathfrak{A}}$.
$\mathbf{3}^{\mathbf{o}}$. $\mathfrak{M}$ is isomorphic to the topological product $(\Gamma \times j) \times(\Gamma \times k): \mathfrak{M}=(\Gamma \times$ $j) \times(\Gamma \times k)$, where $j= \pm 1$ and $k= \pm 1$.

It is known [1] that every commutative Banach algebra without radical is isomorphically mapped into an algebra of functions defined on bicompact of maximal ideals. It is easy to observe that in our case to the element $A=\{a P+b Q+(c P+d Q) V\} \in \hat{\mathfrak{A}}$ the function $A(M)=(a(t)+j c(t))(b(t)+k f(t))$ corresponds.
$4^{\mathrm{o}}$. Algebra $\hat{\mathfrak{A}}$ is a symmetric algebra without radical.
In commutative and symmetric algebra $\mathfrak{R}$ every element is invertible or is a generalized zero divisor (see [1]), that is, there exists a sequence $\left(y_{n}\right), y_{n} \in \mathfrak{R},\left|y_{n}\right|=1$ and $\lim _{n \rightarrow \infty}\left\|y_{n} x\right\|=0$. Thus, every element $A=\{a P+b Q+(c P+d Q) V\}$, for which one of the functions $a(t)+c(t), a(t)-c(t), b(t)+d(t)$ or $b(t)-d(t)$ is vanished on $\Gamma$, is a generalized zero divisor.

Obviously, $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$ is a (noncommutative) Banach algebra including $\hat{\mathfrak{A}}$.
$5^{\mathbf{o}}$. An element $A \in \mathfrak{A}$ is invertible in $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$ if and only if it is invertible in $\hat{\mathfrak{A}}$.

In fact, let $A$ be invertible in $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$ and suppose it is not invertible in $\hat{\mathfrak{A}}, A^{-1} \notin \hat{\mathfrak{A}}$. Then, by virtue of $4^{o}, A$ is a generalized zero divisor. But this is impossible, since in this case the invertible operator $A$ should be a generalized zero divisor in $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$.
IV. Let us approach the problem of regularization of singular integral operators with shift $\omega, A=a I+b S=(c I+d S) V+T$. It is easy to observe that the operator $A$ admits a regularization in algebra $L\left(L_{p}(\Gamma, \rho)\right)$ if and only if the element $\{a I+$ $b S+(c I+d S) V\} \in \hat{\mathfrak{A}}$ is invertibile in $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$. In order to apply assertions of Theorem 5 and property $5^{\circ}$ we use the operators $P=\frac{1}{2}(I+S), Q=\frac{1}{2}(I-S)$, $I=P+Q$ and $S=P-Q$. Then the operators $A$ is transcribed as, $A=\alpha P+\beta Q+$
$(\delta P+\gamma Q) V+T$, where $\alpha=a+b, \beta=a-b, \delta=c+d, \gamma=c-d$. From Theorem 5 and property $5^{o}$ it results that $\{\alpha P+\beta Q+(\delta P+\gamma Q) V\}$ is invertible in $L\left(L_{p}(\Gamma, \rho)\right) \backslash \mathfrak{T}$ if and only if the functions $\alpha^{2}(t)-\delta^{2}(t)$ and $\beta^{2}(t)-\gamma^{2}(t)$ do not vanish on $\Gamma$. In other words, a singular integral operator $A$ with shift, $A=a i+b S+(c I+d S) V+T$, admits a regularization in $L\left(L_{p}(\Gamma, \rho)\right)$ if only if

$$
\begin{aligned}
& \alpha^{2}(t)-\delta^{2}(t)=(a(t)+b(t))^{2}-(c(t)+d(t))^{2} \neq 0 \\
& \beta^{2}(t)-\gamma^{2}(t)=(c(t)+d(t))^{2}-(c(t)+d(t))^{2} \neq 0
\end{aligned}
$$

Thus, condition (4) of Theorem 1 are satisfied. With the help of judgements used in the proof of Theorem 5 it is supplementary obtained that $A R=I+T_{1}$ and $R A=I+T_{2}$, where $R$ is defined by relation (5) and $T_{1}, T_{2}$ are compact operators.
Theorem 6. The operator $A=\alpha P+\beta Q+(\delta P+\gamma Q) V+T$ admits an equivalent regularization if and only if the following conditions

$$
\alpha^{2}(t)-\delta^{2}(t) \neq 0, \beta^{2}(t)-\gamma^{2}(t) \neq 0, \text { ind } \frac{\alpha^{2}(t)-\delta^{2}(t)}{\beta^{2}(t)-\gamma^{2}(t)} \leq 0
$$

are verified. Under these conditions

$$
\operatorname{Ind} A=-\frac{1}{2} i n d \frac{\alpha^{2}(t)-\delta^{2}(t)}{\beta^{2}(t)-\gamma^{2}(t)} .
$$

For Ind $A<0$ all solutions to equation $A x=y$ are obtained from the relation $x=R z$, where $z$ runs all solutions to equation $R A z=y$ and $R$ is defined by (5).

Cases when the function of shifting, $\omega$, changes the orientation of contour $\Gamma$ and systems of singular integral equation with shift will be approached, possibly, in other works of the author.
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# On a family of Hamiltonian cubic planar differential systems 
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#### Abstract

A class of planar perturbed Hamiltonian systems are studied in the present work in order to identify the limit cycles. The closed curves of the unperturbed associated Hamiltonian system are described. Using the Abelian integral method we find the detection functions. Numerical explorations are presented to illustrate the distribution of the limit cycles.
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## 1 Introduction

In [1] the authors study a family of dynamical systems given by

$$
\begin{equation*}
\dot{x}=y P_{0}(x), \dot{y}=-x+P_{2}(x) y^{2}+P_{3}(x) y^{3}, \tag{1}
\end{equation*}
$$

for some particular polynomials $P_{0}, P_{2}, P_{3}$ proving the existence of eight limit cycles. Considering first a more general class of dynamical systems of the form

$$
\begin{equation*}
\dot{x}=y P_{0}(x, y), \dot{y}=P_{1}(x, y)+P_{2}(x, y) y^{2}+P_{3}(x, y) y^{3} \tag{2}
\end{equation*}
$$

and particularizing $P_{0}(x, y), P_{1}(x, y), P_{2}(x, y), P_{3}(x, y)$ we get a system given by

$$
\begin{equation*}
\dot{x}=4 b y\left(-y^{2}+a x^{2}+1\right), \dot{y}=4 a x\left(x^{2}-b y^{2}-1\right) \tag{3}
\end{equation*}
$$

This system is a Hamiltonian system with the Hamilton function given by

$$
\begin{equation*}
H(x, y)=-\left(a x^{4}+b y^{4}\right)+2 a b x^{2} y^{2}+2\left(a x^{2}+b y^{2}\right) \tag{4}
\end{equation*}
$$

Indeed, given the Hamilton function (4), the associated Hamiltonian system is

$$
\begin{equation*}
\dot{x}=\frac{\partial H}{\partial y}, \dot{y}=-\frac{\partial H}{\partial x} \tag{5}
\end{equation*}
$$

which easily leads to (3). A similar Hamiltonian system has been studied in [2-4]. In this work we study the existence of the limit cycles of some perturbations of the system (5). The problem of the existence of limit cycles in a planar differential system of a given degree is known as the Hilbert's 16th problem. This problem is
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still unsolved even for the quadratic polynomial differential systems. A method used to deal with such problems is the Abelian integral method [5]. Other methods can be found in $[6,7]$ and $[8]$. Further reading on limit cycles can be found in [9-15]

This paper is organized as follows. In Section 2, we give some preliminary results. In Section 3, we study the global portrait of the unperturbed system. In the last Section 4, we find the numerical values of the detection functions of the perturbed system. Finally, we present the distribution of the limit cycles in a particular representative case.

## 2 Preliminary results

It is known that one way to produce limit cycles is by perturbing an Hamiltonian system which has one or more centers, in such a way that limit cycles bifurcate in the perturbed system from some of the periodic orbits in the original system.

The following perturbed Hamiltonian system

$$
\left\{\begin{array}{l}
\dot{x}=y\left(1+x^{2}-a y^{2}\right)+\varepsilon x\left(u x^{n}+v y^{n}-\lambda\right),  \tag{6}\\
\dot{y}=-x\left(1-c x^{2}+y^{2}\right)+\varepsilon y\left(u x^{n}+v y^{n}-\lambda\right)
\end{array}\right.
$$

where $a c>1, a>c>0,0<\varepsilon \ll 1, u, v, \lambda$ are the real parameters and $n=2 k, k$ integer positive, has been studied in [16-19].

The following result is reported in [17].
Theorem 1. Consider the perturbed Hamiltonian system

$$
\begin{equation*}
\dot{x}=\frac{\partial H}{\partial y}+P(x, y, \varepsilon), \quad \dot{y}=-\frac{\partial H}{\partial x}+Q(x, y, \varepsilon) . \tag{7}
\end{equation*}
$$

Assume that $P(x, y, \varepsilon), Q(x, y, \varepsilon)$ are polynomials of given degree (perturbations of the Hamiltonian system $), P(x, y, 0)=Q(x, y, 0)=0$, the closed curve $\Gamma^{h}: H(x, y)=h$ defined by the Hamiltonian $H(x, y)$ of the system (7) is a periodic orbit that extends outside as $h$ increasing, and $\Gamma^{h}(D)$ is the area inside $\Gamma^{h}$. If there exists $h_{0}$ such that function

$$
\begin{equation*}
A(h)=\int_{\Gamma^{h}(D)}\left[P_{x \varepsilon}^{\prime \prime}(x, y, 0)+Q_{y \varepsilon}^{\prime \prime}(x, y, 0)\right] d x d y \tag{8}
\end{equation*}
$$

satisfies $A\left(h_{0}\right)=0, A^{\prime}\left(h_{0}\right) \neq 0, \varepsilon A^{\prime}\left(h_{0}\right)<0(>0)$, then system (7) has only one stable (unstable) limit cycle nearby $\Gamma^{h_{0}}$ for $\varepsilon$ very small. If $\Gamma^{h}$ constricts inside as $h$ increasing, the stability of the limit cycle is opposite with above. If $A(h) \neq 0$, then system (7) has no limit cycle.

The integral $A(h)$ is called the Abelian integral [5]. If the form of the system (7) is:

$$
\left\{\begin{array}{c}
\dot{x}=\frac{\partial H}{\partial y}+\varepsilon x(p(x, y)-\lambda)  \tag{9}\\
\dot{y}=-\frac{\partial H}{\partial x}+\varepsilon y(q(x, y)-\lambda)
\end{array}\right.
$$

where $p(0,0)=q(0,0)=0$, then, using the above Theorem 1 , from $A(h)=0$, we get:

$$
\begin{equation*}
\lambda=\lambda(h)=\frac{\int_{\Gamma^{h}(D)} f(x, y) d x d y}{2 \int_{\Gamma^{h}(D)} d x d y} \tag{10}
\end{equation*}
$$

where $f(x, y)=x p_{x}^{\prime}(x, y)+y p_{y}^{\prime}(x, y)+p(x, y)+q(x, y)$.
This function $\lambda(h)$ is called the detection function of the system (9).
From Theorem 1 and using the detection function $\lambda(h)$ we get the following result:

Proposition 2. a) If $\left(h_{0}, \lambda\left(h_{0}\right)\right)$ is an intersecting point of line $\lambda=\lambda_{0}$ and the detection curve $\lambda=\lambda(h)$, and $\lambda^{\prime}\left(h_{0}\right)>0(<0)$, then system (9) has only one stable (unstable) limit cycle nearby $\Gamma^{h_{0}}$ when $\lambda=\lambda_{0}$;b) If line $\lambda=\lambda_{0}$ and the detection curve $\lambda=\lambda(h)$ have no intersecting point, then the system (9) has no limit cycle when $\lambda=\lambda_{0}$. If the $\Gamma^{h}$ constricts inside as $h$ increasing, the stability of the limit cycle is opposite with above.

Consider in the following the perturbed Hamiltonian system given by:

$$
\left\{\begin{array}{c}
\dot{x}=4 b y\left(-y^{2}+a x^{2}+1\right)+P(x, y, \varepsilon),  \tag{11}\\
\dot{y}=4 a x\left(x^{2}-b y^{2}-1\right)+Q(x, y, \varepsilon)
\end{array}\right.
$$

where $P(x, y, \varepsilon)=\varepsilon x\left((n+2) v y^{n}-c \frac{s+1}{r+1} x^{r} y^{s}-u x^{2} y^{2}-\lambda\right), \quad Q(x, y, \varepsilon)=\varepsilon y((n+$ 2) $\left.u x^{n}+c x^{r} y^{s}-u x^{2} y^{2}-\lambda\right), r+s=n, 0<a<b, a b<1,0<\varepsilon \ll 1 u, v, \lambda, c$ are the real parameters and $n=2 k, k$ positive integer.

## 3 The behavior of the unperturbed system

The unperturbed system corresponding to system (11) is the system (11) in the case $\varepsilon=0$.

System (3) has nine finite singular points and they are:

$$
\begin{aligned}
& A_{1}\left(\frac{1}{a b-1} \sqrt{(1-a b)(1+b)},\right. \\
& \left.\frac{1}{a b-1} \sqrt{(1-a b)(a+1)}\right) \\
& A_{2}\left(\frac{1}{a b-1} \sqrt{(1-a b)(1+b)},\right. \\
& \left.\frac{1}{a b-1} \sqrt{(1-a b)(a+1)}\right) \\
& A_{3}\left(-\frac{1}{a b-1} \sqrt{(1-a b)(1+b)},\right. \\
& \left.\frac{1}{a b-1} \sqrt{(1-a b)(a+1)}\right)
\end{aligned}
$$

$$
\begin{gathered}
A_{4}\left(-\frac{1}{a b-1} \sqrt{(1-a b)(1+b)}, \quad \frac{1}{a b-1} \sqrt{(1-a b)(a+1)}\right), \\
B_{1,2}(0, \pm 1) ; \quad C_{1,2}( \pm 1,0) \quad \text { and } O(0,0) .
\end{gathered}
$$

By computing eigenvalues at each singular point we have that $O, A_{1}, A_{2}, A_{3}, A_{4}$ are centers while the other singular points $B_{1}, B_{2}, C_{1}, C_{2}$ are hyperbolic saddle points.

As we said above, the Hamiltonian of the system (3) is

$$
\begin{equation*}
H(x, y)=-\left(a x^{4}+b y^{4}\right)+2 a b x^{2} y^{2}+2\left(a x^{2}+b y^{2}\right)=h . \tag{12}
\end{equation*}
$$

Hence $H\left(A_{i}\right)=\frac{a+b+2 a b}{1-a b}, i=\overline{1,4}, \quad H\left(C_{k}\right)=a, \quad H\left(B_{k}\right)=b, \quad k=1,2$ and $H(O)=0$.

Because $0<a<b$ we get that: $H(O)<H\left(B_{1}\right)<H\left(C_{1}\right)<H\left(A_{1}\right)$.
In polar coordinates, $x=r \cos \theta, y=r \sin \theta$, the system (3) becomes:

$$
\begin{equation*}
r^{\prime}=-r^{3} p^{\prime}(\theta)+r q^{\prime}(\theta), \quad \theta^{\prime}=-q(\theta)+r^{2} p(\theta) \tag{13}
\end{equation*}
$$

and the Hamiltonian (12)

$$
\begin{equation*}
H(r, \theta)=-r^{4} p(\theta)+2 r^{2} q(\theta)=h \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
p(\theta)=a \cos ^{4} \theta+b \sin ^{4} \theta-2 a b \cos ^{2} \theta \sin ^{2} \theta, \quad q(\theta)=a \cos ^{2} \theta+b \sin ^{2} \theta . \tag{15}
\end{equation*}
$$

Remark. The equilibrium points $A_{1}, A_{2}, A_{3}, A_{4}$ lie on the lines $d_{ \pm}: \theta=$ $\pm \arctan \sqrt{\frac{a+1}{b+1}}$.

Theorem 3. ([2, 20])
As $h$ varies on the real line, the level curves defined by Hamiltonian (14) can be divided as follows:

1. $\Gamma_{1}^{h}:-\infty<h<0$, this corresponds to an orbit that surrounds all critical points, Fig. 1 a).
2. $\Gamma_{2}^{h} \cup \Gamma_{1}^{h}: 0<h<a$, this corresponds to an orbit $\left(\Gamma_{2}^{h}\right)$ that surrounds only the origin and a curve of type $\left(\Gamma_{1}^{h}\right)$, Fig. 1 b)-a).
3. $\Gamma_{3}^{h}: a<h<b$, this corresponds to two symmetric orbits that do not intersect the Ox axis but encircle the rest of critical points, Fig. 2 b).

If $h=a$ we get four heteroclinic orbits connecting two critical fixed points $C_{1}$ and $C_{2}$, Fig. 2 a).
4. $\Gamma_{4}^{h}: b<h<\frac{a+b+2 a b}{1-b a}$, this corresponds to four orbits that surround respectively the $A_{i}, i=\overline{1,4}$, equilibrium points, Fig. 3 b). If $h=b$ we get four homoclinic orbits connecting two critical fixed points $B_{1}$ and $B_{2}$, Fig. 3 a).


Figure 1. Orbit of type a) $L_{1}$ (left) b) $L_{2}$ and $L_{1}$ (right) .


Figure 2. a) Four heteroclinic orbits connecting two critical points $C_{1}$ and $C_{2}$ (left) b) Two orbits of type $L_{3}$ (right) .

## 4 Numerical explorations

In this section for precisely chosen parameters $a$ and $b$ we numerically compute the detection curves. The four detection curves for a given $h$ depend on the parameters $u$ and $v$, (see Tables 1-4). Then for two given values of $u$ and $v$, the detection curves can be plotted on the ( $h, \lambda$ )-plane, as can be seen in Figs.4, 5. By the Proposition 2 and the detection function graphs, we deduce the number and distribution of limit cycles. We consider here the case $n=8$, that corresponds to perturbation of nine order.

From (14), we get

$$
\begin{equation*}
r_{1,2}=r_{ \pm}^{2}(\theta, h)=\frac{1}{p(\theta)}\left(q(\theta) \pm \sqrt{q^{2}(\theta)-h p(\theta)}\right) \tag{16}
\end{equation*}
$$

and from $\dot{\theta}=-1+r^{2} p(\theta)=0$ we have:

$$
\begin{aligned}
& \theta_{1}(h)=\frac{1}{2} \arccos \left[\left(-B+\sqrt{B^{2}-A C}\right) / A\right] \\
& \theta_{2}(h)=\frac{1}{2} \arccos \left[\left(-B-\sqrt{B^{2}-A C}\right) / A\right]
\end{aligned}
$$



Figure 3. a) Four homoclinic orbits connecting the critical points $B_{1}$ and $B_{2}$ (left) b) Four orbits of type $L_{4}$ (right) .
where $A=a^{2}-a h-2 a b(h+1)+b^{2}-b h, B=a^{2}-a h-b^{2}+b h, C=a^{2}-a h+$ $2 a b(h+1)+b^{2}-b h$.

From the form of the perturbation terms

$$
P(x, y, \varepsilon)=\varepsilon x\left((n+2) v y^{n}-c \frac{s+1}{r+1} x^{r} y^{s}-u x^{2} y^{2}-\lambda\right), Q(x, y, \varepsilon)=\varepsilon y((n+
$$ 2) $\left.u x^{n}+c x^{r} y^{s}-u x^{2} y^{2}-\lambda\right)$ we have $\frac{\partial^{2} P(x, y, \varepsilon)}{\partial x \partial \varepsilon}+\frac{\partial^{2} Q(x, y, \varepsilon)}{\partial y \partial \varepsilon}=u(n+2) x^{n}+$ $v(n+2) y^{n}-6 u x^{2} y^{2}-2 \lambda$.

Therefore, the four detection functions corresponding to the four closed curves $\Gamma_{j}^{h}, j=\overline{1,4}$, for the above perturbations are :

$$
\begin{equation*}
\lambda_{j}(h)=\frac{\int_{\Gamma_{j}^{h}(D)}\left[(n+2)\left(u x^{n}+v y^{n}\right)-6 u x^{2} y^{2}\right] d x d y}{2 \int_{\Gamma_{j}^{h}(D)} d x d y}, j=\overline{1,4} \tag{17}
\end{equation*}
$$

In polar coordinates and for $a=\frac{1}{3}, b=2$ and $n=8,(17)$ leads to:

$$
\begin{aligned}
& \lambda_{1}(h)=\frac{\int_{0}^{2 \pi}\left(r_{1}^{4}(\theta, h) g(\theta)-r_{1}^{3}(\theta, h) g_{1}(\theta)\right) d \theta}{\int_{0}^{2 \pi} r_{1}(\theta, h) d \theta},-\infty<h<1 / 3, \\
& \lambda_{2}(h)=\frac{\int_{0}^{2 \pi}\left(r_{2}^{4}(\theta, h) g(\theta)-r_{2}^{3}(\theta, h) g_{1}(\theta)\right) d \theta}{\int_{0}^{2 \pi} r_{2}(\theta, h) d \theta}, 0<h<1 / 3,
\end{aligned}
$$

$$
\begin{aligned}
& \lambda_{3}(h)=\frac{\int_{\theta_{2}(h)}^{\pi-\theta_{2}(h)}\left[\left(r_{1}^{4}(\theta, h)-r_{2}^{4}(\theta, h)\right) g(\theta)-\left(r_{1}^{3}(\theta, h)-r_{2}^{3}(\theta, h)\right) g_{1}(\theta)\right] d \theta}{\int_{\theta_{1}(h)}^{\pi-\theta_{1}(h)}\left(r_{1}(\theta, h)-r_{2}(\theta, h)\right) d \theta}, \\
& 1 / 3<h<2, \\
& \lambda_{4}(h)=\frac{\int_{\theta_{1}(h)}^{\theta_{2}(h)}\left[\left(r_{1}^{4}(\theta, h)-r_{2}^{4}(\theta, h)\right) g(\theta)-\left(r_{1}^{3}(\theta, h)-r_{2}^{3}(\theta, h)\right) g_{1}(\theta)\right] d \theta}{\int_{\theta_{1}(h)}^{\theta_{2}(h)}\left(r_{1}(\theta, h)-r_{2}(\theta, h)\right) d \theta} \\
& 2<h<11,
\end{aligned}
$$

where $g(\theta)=u \cos ^{8} \theta+v \sin ^{8} \theta, g_{1}(\theta)=u \cos ^{2} \theta \sin ^{2} \theta$ and $r_{1,2}(\theta, h)=r_{ \pm}^{2}(\theta, h)$.
Table 1
The values of the detection function $\lambda_{1}(h)$ when $a=1 / 3, b=2, n=8$

| $h$ | $\lambda_{1}(h)$ | $h$ | $\lambda_{1}(h)$ | $h$ | $\lambda_{1}(h)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -20 | $6.87 \mathrm{u}+1800.40 \mathrm{v}$ | -19 | $6.21 \mathrm{u}+1676.58 \mathrm{v}$ | -18 | $5.58 \mathrm{u}+1556.51 \mathrm{v}$ |
| -17 | $4.98 \mathrm{u}+1440.23 \mathrm{v}$ | -16 | $4.41 \mathrm{u}+1327.76 \mathrm{v}$ | -15 | $3.87 \mathrm{u}+1219.13 \mathrm{v}$ |
| -14 | $3.35 \mathrm{u}+1114.37 \mathrm{v}$ | -13 | $2.87 \mathrm{u}+1013.53 \mathrm{v}$ | -12 | $2.43 \mathrm{u}+916.64 \mathrm{v}$ |
| -11 | $2.01 \mathrm{u}+823.75 \mathrm{v}$ | -10 | $1.62 \mathrm{u}+734.91 \mathrm{v}$ | -9 | $1.27 \mathrm{u}+650.16 \mathrm{v}$ |
| -8 | $0.95 \mathrm{u}+569.56 \mathrm{v}$ | -7 | $0.66 \mathrm{u}+493.20 \mathrm{v}$ | -6 | $0.41 \mathrm{u}+421.13 \mathrm{v}$ |
| -5 | $0.19 \mathrm{u}+353.45 \mathrm{v}$ | -4 | $0.007 \mathrm{u}+290.27 \mathrm{v}$ | -3 | $-0.139 \mathrm{u}+231.71 \mathrm{v}$ |
| -2 | $-0.247 \mathrm{u}+177.93 \mathrm{v}$ | -1 | $-0.314 \mathrm{u}+129.12 \mathrm{v}$ | 0. | $-0.335 \mathrm{u}+85.66 \mathrm{v}$ |
| 0.01 | $-0.335 \mathrm{u}+85.26 \mathrm{v}$ | 0.04 | $-0.335 \mathrm{u}+84.05 \mathrm{v}$ | 0.07 | $-0.335 \mathrm{u}+82.85 \mathrm{v}$ |
| 0.1 | $-0.335 \mathrm{u}+81.65 \mathrm{v}$ | 0.13 | $-0.334 \mathrm{u}+80.47 \mathrm{v}$ | 0.16 | $-0.334 \mathrm{u}+79.29 \mathrm{v}$ |
| 0.19 | $-0.334 \mathrm{u}+78.12 \mathrm{v}$ | 0.22 | $-0.334 \mathrm{u}+76.96 \mathrm{v}$ | 0.25 | $-0.333 \mathrm{u}+75.81 \mathrm{v}$ |
| 0.31 | $-0.332 \mathrm{u}+73.56 \mathrm{v}$ | 0.32 | $-0.332 \mathrm{u}+73.20 \mathrm{v}$ | 0.33 | $-0.332 \mathrm{u}+72.85 \mathrm{v}$ |

Table 2
The values of the detection function $\lambda_{2}(h)$ when $a=1 / 3, b=2, n=8$

| $h$ | $\lambda_{2}(h)$ | $h$ | $\lambda_{2}(h)$ |
| :---: | :---: | :---: | :---: |
| 0. | 0 | 0.033 | $-3.32^{-6} u+2.77^{-8} v$ |
| 0.066 | $-0.0000129 u+4.49^{-7} v$ | 0.099 | $-0.0000274 u+2.30^{-6} v$ |
| 0.132 | $-0.0000432 u+7.37^{-6} v$ | 0.165 | $-0.0000530 \mathrm{u}+0.0000182 \mathrm{v}$ |
| 0.198 | $-0.0000935 \mathrm{u}+0.0000305 \mathrm{v}$ | 0.231 | $-0.0003127 \mathrm{u}+0.0000558 \mathrm{v}$ |
| 0.264 | $-0.0003479 \mathrm{u}+0.0000938 \mathrm{v}$ | 0.297 | $-0.0002976 \mathrm{u}+0.0001508 \mathrm{v}$ |
| 0.33 | $0.0001670 \mathrm{u}+0.0002286 \mathrm{v}$ |  |  |

Table 3
The values of the detection function $\lambda_{3}(h)$ when $a=1 / 3, b=2, n=8$

| $h$ | $\lambda_{3}(h)$ | $h$ | $\lambda_{3}(h)$ | $h$ | $\lambda_{3}(h)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.33 | $-0.348 \mathrm{u}+76.25 \mathrm{v}$ | 0.43 | $-0.352 \mathrm{u}+73.63 \mathrm{v}$ | 0.53 | $-0.353 \mathrm{u}+70.60 \mathrm{v}$ |
| 0.63 | $-0.353 \mathrm{u}+67.42 \mathrm{v}$ | 0.73 | $-0.352 \mathrm{u}+64.15 \mathrm{v}$ | 0.83 | $-0.350 \mathrm{u}+60.84 \mathrm{v}$ |
| 0.93 | $-0.347 \mathrm{u}+57.48 \mathrm{v}$ | 1.03 | $-0.344 \mathrm{u}+54.10 \mathrm{v}$ | 1.13 | $-0.340 \mathrm{u}+50.69 \mathrm{v}$ |
| 1.23 | $-0.335 \mathrm{u}+47.25 \mathrm{v}$ | 1.33 | $-0.329 \mathrm{u}+43.78 \mathrm{v}$ | 1.43 | $-0.323 \mathrm{u}+40.27 \mathrm{v}$ |
| 1.53 | $-0.315 \mathrm{u}+36.70 \mathrm{v}$ | 1.63 | $-0.306 \mathrm{u}+33.03 \mathrm{v}$ | 1.73 | $-0.296 \mathrm{u}+29.20 \mathrm{v}$ |
| 1.83 | $-0.283 \mathrm{u}+25.07 \mathrm{v}$ | 1.93 | $-0.269 \mathrm{u}+20.24 \mathrm{v}$ | 1.98 | $-0.261 \mathrm{u}+17.021 \mathrm{v}$ |

Table 4
The values of the detection function $\lambda_{4}(h)$ when $a=1 / 3, b=2, n=8$

| $h$ | $\lambda_{4}(h)$ | $h$ | $\lambda_{4}(h)$ | $h$ | $\lambda_{4}(h)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $-0.259 \mathrm{u}+15.35 \mathrm{v}$ | 2.1 | $-0.223 \mathrm{u}+9.40 \mathrm{v}$ | 2.12 | $-0.213 \mathrm{u}+8.71 \mathrm{v}$ |
| 2.14 | $-0.202 \mathrm{u}+8.10 \mathrm{v}$ | 2.16 | $-0.191 \mathrm{u}+7.55 \mathrm{v}$ | 2.2 | $-0.168 \mathrm{u}+6.61 \mathrm{v}$ |
| 2.4 | $-0.055 \mathrm{u}+3.76 \mathrm{v}$ | 2.6 | $0.044 \mathrm{u}+2.393 \mathrm{v}$ | 2.8 | $0.126 \mathrm{u}+1.641 \mathrm{v}$ |
| 3 | $0.193 \mathrm{u}+1.189 \mathrm{v}$ | 3.2 | $0.246 \mathrm{u}+0.898 \mathrm{v}$ | 3.6 | $0.320 \mathrm{u}+0.563 \mathrm{v}$ |
| 4 | $0.365 \mathrm{u}+0.386 \mathrm{v}$ | 4.4 | $0.391 \mathrm{u}+0.281 \mathrm{v}$ | 4.8 | $0.403 \mathrm{u}+0.215 \mathrm{v}$ |
| 5 | $0.405 \mathrm{u}+0.190 \mathrm{v}$ | 5.2 | $0.405 \mathrm{u}+0.170 \mathrm{v}$ | 5.4 | $0.404 \mathrm{u}+0.152 \mathrm{v}$ |
| 5.6 | $0.401 \mathrm{u}+0.138 \mathrm{v}$ | 5.8 | $0.397 \mathrm{u}+0.125 \mathrm{v}$ | 6. | $0.392 \mathrm{u}+0.114 \mathrm{v}$ |
| 6.4 | $0.380 \mathrm{u}+0.096 \mathrm{v}$ | 6.8 | $0.364 \mathrm{u}+0.082 \mathrm{v}$ | 7.2 | $0.347 \mathrm{u}+0.071 \mathrm{v}$ |
| 7.6 | $0.327 \mathrm{u}+0.062 \mathrm{v}$ | 8. | $0.307 \mathrm{u}+0.054 \mathrm{v}$ | 8.4 | $0.285 \mathrm{u}+0.048 \mathrm{v}$ |
| 8.8 | $0.263 \mathrm{u}+0.042 \mathrm{v}$ | 9.2 | $0.240 \mathrm{u}+0.038 \mathrm{v}$ | 9.6 | $0.216 \mathrm{u}+0.034 \mathrm{v}$ |
| 10 | $0.192 \mathrm{u}+0.030 \mathrm{v}$ | 10.4 | $0.168 \mathrm{u}+0.027 \mathrm{v}$ | 10.8 | $0.143 \mathrm{u}+0.024 \mathrm{v}$ |

From Tables 1-4 we have the discrete values of the four detection functions, which can now be plotted as shown in Figs. 4, 5. Using Proposition 2 and from these Figures $(4,5)$, one gets the following theorem:


Figure 4. Detection curve $\lambda_{4}$ of system (11) for $a=1 / 3, b=2, n=8, u=-5$ and $v=-0.1$.


Figure 5. Detection curve $\lambda_{3}$ (left), $\lambda_{2}$ (middle), $\lambda_{1}$ (right) of system (11) for $a=1 / 3, b=2, n=8, u=-5$ and $v=-0.1$.

Theorem 4. For $a=1 / 3, b=2, n=8, u=-5, v=-0.1$ and $0<\varepsilon \ll 1$, we have the following distribution of limit cycles:
a) If $\lambda<-5.88$, the system (11) has at least one limit cycle in the neighborhood of the orbit of type $\Gamma_{1}^{h}$, Fig.6a),
b) If $-5.88<\lambda<-2.045$, the system (11) has at least two limit cycles in the neighborhood of each orbit of type $\Gamma_{3}^{h}$, Fig.6b),
c) If $-2.045<\lambda<-0.72$, the system (11) has at least ten limit cycles, two of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$ and one in the neighborhood of each orbit of type $\Gamma_{3}^{h}$, Fig.6c),
d) If $-0.72<\lambda<-0.236$, the system (11) has at least six limit cycles, one of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$ and $\Gamma_{3}^{h}$, Fig.7a),
e) If $-0.236<\lambda<-0.000858$, the system (11) has at least eight limit cycles, two of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$, Fig.7b),
f) If $-0.000858<\lambda<0$, the system (11) has at least nine limit cycles, two of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$ and one in the neighborhood of the orbit of type $\Gamma_{2}^{h}$, Fig.7c),
g) If $0<\lambda<0.00173$, the system (11) has at least ten limit cycles, two of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$ and $\Gamma_{2}^{h}$, Fig.8,
h) If $0.00173<\lambda<0.202$, the system (11) has at least eight limit cycles, two of which in the neighborhood of each orbit of type $\Gamma_{4}^{h}$, Fig.7b),
i) If $\lambda>0.202$, the system (11) has no limit cycles,
where the last point of $\lambda_{1}$ is $(0.33,-5.88)$, the first point of $\lambda_{2}$ is $(0,0)$, the maximum of $\lambda_{2}$ is $(0.264,0.00173)$, the last point of $\lambda_{2}$ is $(0.33,-0.000858)$, the first point of $\lambda_{3}$ is $(0.33,-5.88)$, the last point of $\lambda_{3}$ is $(2,-0.236)$, the first point of $\lambda_{4}$ is $(2,-0.236)$, the maximum of $\lambda_{4}$ is $(2.14,0.202)$, the minimum of $\lambda_{4}$ is $(5,-2.04)$, and the last point computed of $\lambda_{4}$ is $(10.8,-0.72)$.


Figure 6. Distribution diagram corresponding to: a) one (left), b) two (middle) c) ten (right) limit cycles of system (11).


Figure 7. Distribution diagram corresponding to: a) six (left), b) eight (middle) c) nine (right) limit cycles of system (11).


Figure 8. Distribution diagram corresponding to ten limit cycles of system (11).

## 5 Conclusion

In this paper we investigated a planar perturbed Hamiltonian system. The system possesses nine equilibria, five of type centers and four of type hyperbolic. The unperturbed system displays four different level curves, depending on the values of the parameter $h$ on the real line. The Abelian integral method was employed to study the perturbed Hamiltonian system. By numerical explorations we illustrated the existence, number and distribution of limit cycles. In further papers, naturally we intend to deal with perturbations of higher order as $n=10$ and $n=12$.
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# The solvability and properties of solutions of an integral convolutional equation 

A.G. Scherbakova


#### Abstract

The work defines the conditions of solvability of one integral convolutional equation with degreely difference kernels. This type of integral convolutional equations was not studied earlier, and it turned out that all methods used for the investigation of such equations with the help of Riemann boundary problem at the real axis are not applied there. The investigation of such type equations is based on the investigation of the equivalent singular integral equation with the Cauchy type kernel at the real axis. It is determined that the equation is not a Noetherian one. Besides, there shown the number of the linear independent solutions of the homogeneous equation and the number of conditions of solvability for the heterogeneous equation. The general form of these conditions is also shown and there determined the spaces of solutions of that equation. Thus the convolutional equation that wasn't studied earlier is presented at that work and the theory of its solvability is built there. So some new and interesting theoretical results are got at that paper.


Mathematics subject classification: 45E05, 45E10.
Keywords and phrases: Integral convolutional equation, singular integral equation, Cauchy type kernel, a Noetherian equation, conditions of solvability, index, the number of the linear independent solutions, spaces of solutions..

The present work is devoted to defining conditions of solvability and some properties of solutions of the next integral equation

$$
\begin{equation*}
P_{m}(x) \varphi(x)+\frac{1}{\sqrt{2 \pi}} \int_{0}^{+\infty} k(t, x-t) \varphi(t) d t+\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{0} n(t, x-t) \varphi(t) d t=h(x), x \in \mathbf{R} \tag{1}
\end{equation*}
$$

where $\mathbf{R}$ is the real axis;

$$
k(t, x-t)=\sum_{j=0}^{n} k_{j}(x-t) t^{j}, n(t, x-t)=\sum_{\nu=0}^{s} n_{\nu}(x-t) t^{\nu},
$$

where

$$
P_{m}(x)=\sum_{k=0}^{m} A_{k} x^{k}
$$

is the known polynomial with degree $m$ and $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j=\overline{1, n}, \nu=\overline{1, s}$, $h(x) \in \mathbf{L}_{2}$ are known functions.

[^5]Let $D^{+}=\{z \in \mathbf{C}: \mathbf{I m z}>\mathbf{0}\}$ be an upper half plane and $D^{-}=\{z \in \mathbf{C}: \mathbf{I m z}<$ $\mathbf{0}\}$ be a lower half plane of the complex plane $\mathbf{C}$. According to the properties of Fourier transformation [1, p. 77], [2, p. 16] the investigation of the equation (1) reduces to the investigation of the following differential boundary problem

$$
\begin{array}{r}
{\left[\sum_{k=0}^{m} A_{k}(-1)^{k} \Phi^{+(k)}(x)+\sum_{j=0}^{n}(-1)^{j} K_{j}(x) \Phi^{+(j)}(x)\right]-} \\
-\left[\sum_{k=0}^{m} A_{k}(-1)^{k} \Phi^{-(k)}(x)+\sum_{\nu=0}^{s}(-1)^{\nu} N_{\nu}(x) \Phi^{-(\nu)}(x)\right]=H(x), x \in \mathbf{R} \tag{2}
\end{array}
$$

where $K_{j}(x), N_{\nu}(x), H(x)$ are the Fourier transformations of functions $k_{j}(x), n_{\nu}(x)$, $h(x), j=\overline{1, n}, \nu=\overline{1, s}$ accordingly. $\Phi^{+(p)}(x)$ and $\Phi^{-(q)}(x)$ are the boundary values at $\mathbf{R}$ of the functions $\Phi^{+(p)}(z)$ and $\Phi^{-(q)}(z)$ accordingly, where $\Phi^{+}(z), \Phi^{-}(z)$ are unknown functions, which are analytical at the domains $D^{+}$and $D^{-}$accordingly. As all the transformations of the differential boundary problem (2) and the equation (1) are identical, then the problem and the equation are equivalent in such a sense that they are solvable or unsolvable at the same time, and there is one and only one solution $\Phi^{ \pm}(x)$ of the differential boundary problem (2) for every solution $\varphi(x)$ of the equation (1) and vice versa. The solutions of the equation (1) are expressed over solutions of the problem (2) according to the formula

$$
\begin{equation*}
\varphi(x)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}}\left[\Phi^{+}(t)-\Phi^{-}(t)\right] e^{-i x t} d t, x \in \mathbf{R} \tag{3}
\end{equation*}
$$

Later on we will consider that the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, r \geq 0,0<\alpha \leq 1$, $\mathbf{H}_{\alpha}^{(0)}=\mathbf{H}_{\alpha}, j=\overline{1, n}, \nu=\overline{1, s}$ and the function $H(x) \in \mathbf{L}_{2}^{(r)}, r \geq 0, \mathbf{L}_{2}^{(0)}=\mathbf{L}_{2}$. As the functions $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j=\overline{1, n}, \nu=\overline{1, s}$, then according to RiemannLebesgue theorem [1, p. 42] $\lim _{x \rightarrow \infty} K_{j}(x)=0, \lim _{x \rightarrow \infty} N_{\nu}(x)=0, j=\overline{1, n}, \nu=\overline{1, s}$. The equation (1) is a generalization of a convolutional type equation "with two kernels", and we will study it basing on the investigation of the differential boundary problem (2). The investigation of the solvability of the problem (2) we will do basing on the investigation of the singular integral equation at the real axis. The investigation of the differential boundary problem (2) reduces to the investigation of the singular integral equation with the help of integral representations for the functions and derivatives of them built in [4]. Let construct functions $\Phi^{+}(z)$ and $\Phi^{-}(z)$ such that they are analytical at the domains $D^{+}, D^{-}$accordingly and disappearing at infinity. Besides, the boundary values at $\mathbf{R}$ of functions $\Phi^{+(p)}(z)$ and $\Phi^{-(q)}(z)$ satisfy the following condition $\Phi^{+(p)}(x), \Phi^{-(q)}(x) \in \mathbf{L}_{2}^{(r)}, r \geq 0, p \geq 0, q \geq 0$. According to [4] these conditions satisfy such functions as:

$$
\begin{equation*}
\Phi^{ \pm}(z)=(2 \pi \imath)^{-1} \int_{\mathbf{R}} P^{ \pm}(x, z) \rho(x) d x, z \in D^{ \pm} \tag{4}
\end{equation*}
$$

where

$$
\begin{gathered}
P^{+}(x, z)=\frac{(-1)^{p}(x+\imath)^{-p}}{(p-1)!} \times \\
\times\left[(x-z)^{p-1} \ln \left(1-\frac{x+\imath}{z+\imath}\right)-\sum_{k=0}^{p-2} d_{p-k-2}(x+\imath)^{k+1}(z+\imath)^{p-k-2}\right], \\
x \in \mathbf{R}, \mathbf{z} \in \mathbf{D}^{+} ; \\
P^{-}(x, z)=\frac{(-1)^{q}(x-\imath)^{-q}}{(q-1)!} \times \\
\times\left[(x-z)^{q-1} \ln \left(1-\frac{x-\imath}{z-\imath}\right)-\sum_{k=0}^{q-2} l_{q-k-2}(x-\imath)^{k+1}(z-\imath)^{q-k-2}\right] \\
x \in \mathbf{R}, \mathbf{z} \in \mathbf{D}^{-} ; \\
d_{p-k-2}=(-1)^{k+1} \sum_{j=0}^{k} C_{p-1}^{p-1-j}(k-j+1)^{-1}, \\
l_{q-k-2}=(-1)^{k+1} \sum_{j=0}^{k} C_{q-1}^{q-1-j}(k-j+1)^{-1},
\end{gathered}
$$

where $C_{n}^{m}$ are binomial coefficients and the function $\ln \left[1-\frac{x+\imath}{z+\imath}\right]$ is the main branch $(\ln 1=0)$ of the logarithmic function in the complex plane with the cut connecting such points as $z=-\imath$ and $z=\infty$, following the negative direction of the axis of ordinate. The function $\ln \left[1-\frac{x-\imath}{z-\imath}\right]$ is the main branch $(\ln 1=0)$ of the logarithmic function in the complex plane with the cut connecting such points as $z=\imath$ and $z=\infty$, following the positive direction of the axis of ordinate. It's easy to verify, that defined by (4) functions $\Phi^{+}(z)$ and $\Phi^{-}(z)$ are unique analytical functions in the domains $D^{+}, D^{-}$accordingly. According to the method from the work [4], it's easy to check that the function $\rho(x) \in \mathbf{L}_{2}$ or the density of the integral representations, is defined uniquely by the functions $\Phi^{+}(z)$ and $\Phi^{-}(z)$ and vice versa, so with the help of the given function $\rho(x) \in \mathbf{L}_{2}$ both functions $\Phi^{+}(z)$ and $\Phi^{-}(z)$ are constructing uniquely. According to the work [4] the following representations take place:

$$
\begin{align*}
& \Phi^{+(p)}(z)=(2 \pi \imath)^{-1} \int_{\mathbf{R}}(z+\imath)^{-p}(x-z)^{-1} \rho(x) d x, z \in D^{+}, \\
& \Phi^{-q)}(z)=(2 \pi \imath)^{-1} \int_{\mathbf{R}}(z-\imath)^{-q}(x-z)^{-1} \rho(x) d x, z \in D^{-} . \tag{5}
\end{align*}
$$

We consider the case, when $m=n=s$. Using the properties [4] of partial derivatives of functions $P^{ \pm}(x, z)$ with respect to $z$ and Sohotski formulas for derivatives from
[7, p. 42], with the help of the representations (4), (5), we will transform the differential boundary problem (2) into the following singular integral equation and later on investigate it. The singular integral equation is

$$
\begin{equation*}
A(x) \rho(x)+B(x)(\pi \imath)^{-1} \int_{\mathbf{R}}(t-x)^{-1} \rho(t) d t+(T \rho)(x)=H(x), x \in \mathbf{R} \tag{6}
\end{equation*}
$$

where

$$
\begin{gather*}
A(x)=0,5(-1)^{m}\left\{\left[A_{m}+K_{m}(x)\right](x+\imath)^{-m}+\left[A_{m}+N_{m}(x)\right](x-\imath)^{-m}\right\}, \\
B(x)=0,5(-1)^{m}\left\{\left[A_{m}+K_{m}(x)\right](x+\imath)^{-m}-\left[A_{m}+N_{m}(x)\right](x-\imath)^{-m}\right\},  \tag{7}\\
(T \rho)(x)=\int_{\mathbf{R}} K(x, t) \rho(t) d t, x \in \mathbf{R},  \tag{8}\\
K(x, t)=\frac{1}{2 \pi \imath}\left[\sum_{j=0}^{m-1}(-1)^{j}\left[\left[A_{j}+K_{j}(x)\right] \frac{\partial^{j} P^{+}(t, x)}{\partial x^{j}}-\left[A_{j}+N_{j}(x)\right] \frac{\partial^{j} P^{-}(t, x)}{\partial x^{j}}\right]\right], \tag{9}
\end{gather*}
$$

and $\frac{\partial^{j} P^{ \pm}(t, x)}{\partial x^{j}}$ is a limiting value at $\mathbf{R}$ of the function $\frac{\partial^{j} P^{ \pm}(t, z)}{\partial z^{j}}, j=\overline{0, m-1}$.
1 Lemma. If the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, j=\overline{1, n}, \nu=\overline{1, s}$, then the operator

$$
T: \mathbf{L}_{\mathbf{2}}^{(\mathbf{r})} \rightarrow \mathbf{L}_{2}^{(\mathbf{r})}
$$

$r \geq 0$, defined by the formula (8) is a compact operator.
The proof of lemma follows from Frechet-Kolmogorov-Riesz criterion of compactness of integral operators at the real axis in the space $\mathbf{L}_{\mathbf{p}}, \mathbf{p}>\mathbf{1}$, the properties of functions $P^{ \pm}(x, z)$ from [4] and the results of the work [8].

According to the work [9, p. 406], the problem (2) and the singular integral equation (6) are equivalent in such a sense that they are solvable or unsolvable at the same time, and for every solution $\rho(x)$ of the equation (6) there exists maybe unique solution $\Phi^{ \pm}(x)$ of the problem (2) and vice versa. In order to make this accord unique it is necessary to set initial conditions for the problem (2). As its solutions $\Phi^{ \pm}(x)$ are found in spaces of disappearing at infinity functions, then according to the properties of Cauchy type integral the solutions of the problem (2) are such that $\Phi^{ \pm(j)}(\infty)=0, j=\overline{0, m-1}$, that is the initial conditions of (2) are trivial and set automatically. Thus it follows that the differential boundary problem (2) and the singular integral equation (6) are equivalent in such a sense that they are solvable or unsolvable at the same time, and there is one and only one solution $\rho(x)$ of the equation (6) for every solution $\Phi^{ \pm}(x)$ of the problem (2) and vice versa. By the force of formula (4), the solutions of the problem (2) are expressed over solutions of the equation (6) according to the formula

$$
\begin{equation*}
\Phi^{ \pm}(x)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}} P^{ \pm}(t, x) \rho(t) d t, x \in \mathbf{R}, \tag{10}
\end{equation*}
$$

where $p=q=m ; P^{ \pm}(t, x)$ are the boundary values at $x \in \mathbf{R}$ of functions $P^{ \pm}(t, z)$, and $\rho(x)$ is the solution of the equation (6). As the equation (1) and the problem (2) are equivalent, the problem (2) and the singular integral equation (6) are equivalent, too, it follows that the equation (1) and the equation (6) are equivalent in such a sense that they are solvable or unsolvable at the same time, and there is one and only one solution $\varphi(x)$ of the equation (1) for every solution $\rho(x)$ of the equation (6) and vice versa. Thus the solutions of the equation (1) are expressed over solutions of the equation (6) according to the formulas (10), (3). That is why the equation (1) we will call a Noetherian if the equation (6) is a Noetherian one.

2 Theorem. The equation (1) is not a Noetherian one.
Proof. According to the work [7, p. 208-212] the equation (6) is a Noetherian one if and only if when $A(x)+B(x) \neq 0, A(x)-B(x) \neq 0$ at $x \in \mathbf{R}$. From the formula (7) it follows that

$$
\begin{aligned}
& A(x)+B(x)=(-1)^{m}\left[A_{m}+K_{m}(x)\right](x+\imath)^{-m} \\
& A(x)-B(x)=(-1)^{m}\left[A_{m}+N_{m}(x)\right](x-\imath)^{-m}
\end{aligned}
$$

So we have got that the functions $A(x)+B(x), A(x)-B(x)$ have a null at least with order $m$ in infinity. It means that the equation (6) is not a Noetherian one. Then as the equations (1) and (6) are equivalent, the equation (1) is not a Noetherian one, too. The theorem is proved.

Firstly we consider the case when $A_{m}+K_{m}(x) \neq 0, A_{m}+N_{m}(x) \neq 0$ at $\mathbf{R}$. Let determine $\varkappa=i n d \frac{A_{m}+N_{m}(x)}{A_{m}+K_{m}(x)}$.

3 Theorem. Let the functions $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j, \nu=\overline{1, m}, h(x) \in \mathbf{L}_{2}$; the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, j, \nu=\overline{1, m}, H(x) \in \mathbf{L}_{2}^{(r)}, r \geq m ; A_{m}+K_{m}(x) \neq 0$, $A_{m}+N_{m}(x) \neq 0$ at $\mathbf{R}$. If $\varkappa-m \geq 0$, then the homogeneous equation (1) has not less than $\varkappa-m$ linearly independent solutions; the heterogeneous equation (1) is an unconditionally solvable one and its general solution depends upon not less than $\varkappa-m$ arbitrary constants. If $\varkappa-m<0$, then generally speaking the heterogeneous equation (1) is an unsolvable one. It will be a solvable one when not less than $m-\varkappa$ conditions of solvability

$$
\begin{equation*}
\int_{\mathbf{R}} H(x) \psi_{j}(x) d t=0 \tag{11}
\end{equation*}
$$

will be executed. Here $H(x)$ is a right part of the equation (6), and $\psi_{j}(x)$ are linearly independent solutions of the homogeneous equation

$$
A(x) \psi(x)-(\pi \imath)^{-1} \int_{\mathbf{R}}(t-x)^{-1} B(t) \psi(t) d t+\int_{\mathbf{R}} K(t, x) \psi(t) d t=0
$$

allied to the equation (6), where the functions $A(x), B(x), K(x, t)$ are defined by the formulas (7), (9) accordingly.

Proof. According to the work [7, p. 208-212] if $\varkappa-m \geq 0$, then the homogeneous equation (6) has not less than $\varkappa-m$ linearly independent solutions; the heterogeneous equation (6) is an unconditionally solvable one and its general solution depends upon not less than $\varkappa-m$ arbitrary constants. If $\varkappa-m<0$, then generally speaking the heterogeneous equation (6) is an unsolvable one. It will be a solvable one when not less than $m-\varkappa$ conditions of solvability (11) will be executed. As the equations (6) and (1) are equivalent, then theorem is proved.

According to the work [2, p. 262], let define by $\mathbf{L}_{2}[-\mu ; 0]$ the space of functions $\varphi(x) \in \mathbf{L}_{2}$ which satisfy such condition as $(x+\imath)^{\mu} \varphi(x) \in \mathbf{L}_{2}$.

4 Theorem. Let the functions $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j, \nu=\overline{1, m}, h(x) \in \mathbf{L}_{2}$; the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, j, \nu=\overline{1, m}, H(x) \in \mathbf{L}_{2}^{(r)}, r \geq m ; A_{m}+K_{m}(x) \neq 0$, $A_{m}+N_{m}(x) \neq 0$ at $\mathbf{R}$ and the equation (1) is a solvable one. Then its solutions belong the space $\mathbf{L}_{2}[-r ; 0], r \geq m$.

Proof. According to the work [3, p. 139] the solutions of the equation (6) $\rho(x) \in$ $\mathbf{L}_{2}^{(r-m)}, r \geq m$ in conditions of the theorem. Then in virtue of the representations (5) and the properties of Cauchy type integral the limiting values $\Phi^{ \pm(m)}(x)$ at $\mathbf{R}$ of functions $\Phi^{ \pm(m)}(z)$ belong the space $\mathbf{L}_{2}^{(r-m)}, r \geq m$. From the properties of Fourier transformation [2, p. 262] we have that the solutions of the equation (1) given by the formula (3) belong the space $\mathbf{L}_{2}[-r ; 0], r \geq m$. The theorem is proved.

Let the conditions $A_{m}+K_{m}(x) \neq 0, A_{m}+N_{m}(x) \neq 0$ at $\mathbf{R}$ are not executed. Then we suppose that the functions $A_{m}+K_{m}(x), A_{m}+N_{m}(x)$ go to zero at the real axis in such points as $a_{1}, a_{2}, \ldots, a_{u}$ and $b_{1}, b_{2}, \ldots, b_{\omega}$ with accordingly integer orders $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}$. Then in virtue of the work [3, p. 199] the following representations take place

$$
\begin{equation*}
A(x)+B(x)=(x+\imath)^{-m} M(x) \rho_{+}(x), A(x)-B(x)=(x-\imath)^{-m} N(x) \rho_{-}(x), \tag{12}
\end{equation*}
$$

where the functions $M(x) \neq 0, N(x) \neq 0$ at $\mathbf{R}, M(x), N(x) \in \mathbf{H}_{\alpha}^{(r)}$ and the functions $\rho_{+}(x), \rho_{-}(x)$ look as

$$
\begin{equation*}
\rho_{+}(x)=\prod_{k=1}^{u}\left(\frac{x-a_{k}}{x+\imath}\right)^{\gamma_{k}}, \rho_{-}(x)=\prod_{k=1}^{\omega}\left(\frac{x-b_{k}}{x-\imath}\right)^{\mu_{k}} . \tag{13}
\end{equation*}
$$

Let

$$
\begin{gather*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}, m\right\},  \tag{14}\\
\gamma=\sum_{k=1}^{u} \gamma_{k}, \mu=\sum_{j=1}^{\omega} \mu_{k}, \varkappa=\operatorname{ind} \frac{N(x)}{M(x)} . \tag{15}
\end{gather*}
$$

5 Theorem. Let the functions $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j, \nu=\overline{1, m}, h(x) \in \mathbf{L}_{2}$; the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, j, \nu=\overline{1, m}, H(x) \in \mathbf{L}_{2}^{(r)}, r \geq r_{0}$, where the number $r_{0}$ is defined by the formula (14) and the representations (12) take place. If
$\varkappa-m-\gamma-\mu \geq 0$, where the numbers $\varkappa, \gamma, \mu$ are defined by the formulas (15), then the homogeneous equation (1) has not less than $\varkappa-m-\gamma-\mu$ linearly independent solutions; the heterogeneous equation (1) is an unconditionally solvable one and its general solution depends upon not less than $\varkappa-m-\gamma-\mu$ arbitrary constants. If $\varkappa-m-\gamma-\mu<0$, then generally speaking the heterogeneous equation (1) is an unsolvable one. It will be a solvable one when not less than $m+\gamma+\mu-\varkappa$ conditions of solvability (11) will be executed.

Proof. According to the work [3, p. 248-278] if $\varkappa-m-\gamma-\mu \geq 0$, then the homogeneous equation (6) has not less than $\varkappa-m-\gamma-\mu$ linearly independent solutions; the heterogeneous equation (6) is an unconditionally solvable one and its general solution depends upon not less than $\varkappa-m-\gamma-\mu$ arbitrary constants. If $\varkappa-m-\gamma-\mu<0$, then generally speaking the heterogeneous equation (6) is an unsolvable one. It will be a solvable one when not less than $m+\gamma+\mu-\varkappa$ conditions of solvability (11) will be executed. As the equations (6) and (1) are equivalent, then theorem is proved.

6 Theorem. Let the functions $k_{j}(x), n_{\nu}(x) \in \mathbf{L}, j, \nu=\overline{1, m}, h(x) \in \mathbf{L}_{2}$; the functions $K_{j}(x), N_{\nu}(x) \in \mathbf{H}_{\alpha}^{(r)}, j, \nu=\overline{1, m}, H(x) \in \mathbf{L}_{2}^{(r)}, r \geq r_{0}$, where the number $r_{0}$ is defined by the formula (14). Besides the representations (12) take place and the equation (1) is a solvable one. Then its solutions belong the space $\mathbf{L}_{2}\left[-r-m+r_{0} ; 0\right]$, $r \geq r_{0}$.

The proof follows from the work [3, p. 248-298] because the equation's (6) solutions belong the space $\mathbf{L}_{2}\left[r-r_{0} ; 0\right]$ at that case.

Let consider the other cases of numbers' $m, n, s$ correlation.
If $m>n, m>s$, then it will be $p=q=m$ in formulas (4), (5). So we have $A(x)+B(x)=(-1)^{m} A_{m}(x+\imath)^{-m}, A(x)-B(x)=(-1)^{m} A_{m}(x-\imath)^{-m}$ and theorems like 3,4 take place.

If $m<n=s$, then it will be $p=q=n$ in formulas (4), (5). The representations

$$
\begin{equation*}
A(x)+B(x)=(x+\imath)^{-n} M(x) \rho_{+}(x), A(x)-B(x)=(x-\imath)^{-n} N(x) \rho_{-}(x) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{+}(x)=(x+\imath)^{-\gamma_{0}} \prod_{k=1}^{u}\left(\frac{x-a_{k}}{x+\imath}\right)^{\gamma_{k}}, \rho_{-}(x)=(x-\imath)^{-\mu_{0}} \prod_{k=1}^{\omega}\left(\frac{x-b_{k}}{x-\imath}\right)^{\mu_{k}} \tag{17}
\end{equation*}
$$

take place. Besides,

$$
\begin{equation*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \gamma_{0}+n, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}, \mu_{0}+n\right\}, \gamma=\sum_{k=0}^{u} \gamma_{k}, \mu=\sum_{j=0}^{\omega} \mu_{k} \tag{18}
\end{equation*}
$$

The numbers $\gamma_{0}, \mu_{0}$ are integer orders of nulls in infinity of functions $K_{n}(x)$ and $N_{n}(x)$ accordingly.

Thus theorems like 5, 6 take place.

If $m<n<s$, then it will be $p=n, q=s$ in formulas (4), (5). The representations (16) take place where $\rho_{+}(x), \rho_{-}(x)$ are like in (17). The numbers $\gamma, \mu$ are defined by (18) and the number $r_{0}$ is

$$
\begin{equation*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \gamma_{0}+n, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}, \mu_{0}+s\right\} . \tag{19}
\end{equation*}
$$

Theorems like 5, 6 take place there.
If $m=n<s$, then it will be $p=n, q=s$ in formulas (4), (5). The representations (16) take place where $\rho_{+}(x)$ is like in (13) and $\rho_{-}(x)$ is like in (17). The number $r_{0}$ is:

$$
\begin{equation*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}, \mu_{0}+s\right\} . \tag{20}
\end{equation*}
$$

The number $\mu$ we define by the formula (18), and the number $\gamma$ - by the formula (15). Theorems like 5, 6 take place there.

If $m<s<n$, then it will be $p=s, q=n$ in formulas (4), (5). The representations

$$
\begin{equation*}
A(x)+B(x)=(x+\imath)^{-s} M(x) \rho_{+}(x), A(x)-B(x)=(x-\imath)^{-n} N(x) \rho_{-}(x) \tag{21}
\end{equation*}
$$

take place, where $\rho_{+}(x), \rho_{-}(x)$ are like in (17). The numbers $\gamma, \mu$ are defined by (18) and the number $r_{0}$ - by the formula

$$
\begin{equation*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \gamma_{0}+s, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}, \mu_{0}+n\right\} . \tag{22}
\end{equation*}
$$

Theorems like 5, 6 take place there.
If $m=s<n$, then it will be $p=n, q=s$ in formulas (4), (5). The representations (16) take place where $\rho_{+}(x) 1$ s like in (17), and $\rho_{-}(x)$ is like in (13). The number $r_{0}$ is defined by the formula

$$
\begin{equation*}
r_{0}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{u}, \gamma_{0}+n, \mu_{1}, \mu_{2}, \ldots, \mu_{\omega}\right\} . \tag{23}
\end{equation*}
$$

The number $\mu$ is defined by (15) and the number $\gamma$ - by the formula (18). Theorems like 5,6 take place there.
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# On commutative Moufang loops with some restrictions for subgroups of its multiplication groups 
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#### Abstract

Let $\mathfrak{M}$ be the multiplication group of a commutative Moufang loop $Q$. In this paper it is proved that if all infinite abelian subgroups of $\mathfrak{M}$ are normal in $\mathfrak{M}$, then $Q$ is associative. If all infinite nonabelian subgroups of $\mathfrak{M}$ are normal in $\mathfrak{M}$, then all nonassociative subloops of $Q$ are normal in $Q$, all nonabelian subgroups of $\mathfrak{M}$ are normal in $\mathfrak{M}$ and the commutator subgroup $\mathfrak{M}^{\prime}$ is a finite 3 -group.
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While considering different classes of algebras (groups, rings, loops) it is of crucial importance to analyze the existence of their subalgebras with certain predefined features. To this end, it is advisable to consider the construction of algebras under condition that they don't have any subalgebras with predefined features. Before providing the findings that we'll need further, we will remind some notions from group's theory and commutative Moufang loops (abbreviated CMLs), found in [1] and [2] respectively.

A finite nonabelian group is called a Miller-Moreno's group if all its proper subgroups are abelian. An $I P$-group (respect. $\overline{I H}$-group) is an infinite group if all its proper infinite abelian (respect. nonabelian) groups are normal within. But if all its nonabelian subgroups are normal, then such a group is called a metagamiltonian group.

In [1] the construction of $I H$-groups is described, elements of infinite order and periodic $I H$-group, which does not satisfy the minimum condition for abelian subgroups. It also describes the solvable $\overline{I H}$-groups with finite or infinite commutator subgroup and the (solvable) metagamiltonian or the non-metagamiltonian $\overline{I H}$ groups are characterized.

A commutative Moufang loop (abbreviated CMLs) is characterized by the identity $x^{2} \cdot y z=x y \cdot x z$.

The multiplicative group $\mathfrak{M}(Q)$ of the CML $Q$ is the group generated by all the translations $L(x)$, where $L(x) y=x y$. The subgroup $I(Q)$ of the group $\mathfrak{M}(Q)$, generated by all the inner mappings $L(x, y)=L^{-1}(x y) L(x) L(y)$ is called the inner mapping group of the CLM $Q$. The inner mappings are automorphisms in the CML. A subloop $H$ of the CML $Q$ is called normal in $Q$ if $x \cdot y H=x y$. for all $x, y \in Q$. The subloop $H$ is normal in $Q$ if $\mathfrak{J}(Q) H=H$.

[^6]The associator $(a, b, c)$ of the elements $a, b, c$ of the CML $Q$ is defined by the equality $a b \cdot c=(a \cdot b c)(a, b, c)$. The associator subloop $Q^{\prime}$ of CML $Q$ is generated by all associators $(x, y, z), x, y, z \in Q$. The centre $Z(Q)$ of the CML $Q$ is a normal subloop $Z(Q)=\{x \in Q \mid(x, y, z)=1 \forall y, z \in Q\}$.

Let $Q$ be an arbitrary CML and let $H$ be a subset of the set $Q$. Let $\mathbf{M}(H)$ denote a subgroup of the multiplicative group $\mathfrak{M}(Q)$ of the CML $Q$, generated by the set $\{L(x) \mid \forall x \in H\}$. Takes place

Lemma 1 [3]. Let the commutative Moufang loop $Q$ with the multiplicative group $\mathfrak{M}, Z(\mathfrak{M})$, which is the centre of the group $\mathfrak{M}$ and the centre $Z(Q)$ decompose into a direct product $Q=D \times H$, moreover, $D \subseteq Z(Q)$. Then $\mathfrak{M}=\boldsymbol{M}(D) \times \boldsymbol{M}(H)$, besides, $\boldsymbol{M}(D) \subseteq Z(\mathfrak{M}), \boldsymbol{M}(D) \cong D$.

Further, in papers [3-5] the CML is characterized with the help of various systems of subloops of CML, and also various systems of multiplication groups of CML. In particular, is proved

Lemma 2. The following statements are equivalent for an arbitrary non-associative CML $Q$ with the multiplication group $\mathfrak{M}$ :

1) $Q$ satisfies the minimum condition for subloops;
2) $\mathfrak{M}$ satisfies the minimum condition for subgroups;
3) $Q$ is a direct product of a finite number of quasicyclic groups, lying in the centre of $Q$, and a finite loop;
4) $\mathfrak{M}$ is a direct product of a finite number of quasicyclic groups, lying in the centre of $\mathfrak{M}$, and a finite group;
5) $Q$ satisfies the minimum condition for non-normal subloops;
6) $\mathfrak{M}$ satisfies the minimum condition for non-normal subgroups;
7) $\mathfrak{M}$ satisfies the minimum condition for nonabelian subgroups;
8) $\mathfrak{M}$ satisfies the minimum condition for abelian subgroups.

The following are a natural reducing of statements 5) and 6):
i) all infinite associative subloops of $Q$ are normal in $Q$;
ii) all infinite nonassociative subloops of $Q$ are normal in $Q$;
iii) $\mathfrak{M}$ is an $I H$-group;
iv) $\mathfrak{M}$ is an $\overline{I H}$-group;

The structure of CML with conditions i), ii) is examined in [5]. It is proved that the CML with condition i) is associative, the CML with condition ii) has a finite associator subloop and in such a CML any nonassociative (finite or infinite) subloops are normal. In this paper it is proved that the CML with condition iii) is associative. It is proved also that the CML with condition iv) satisfies the condition ii), its multiplication group $\mathfrak{M}$ is metagamiltonian and it commutators subgroup $\mathfrak{M}^{\prime}$ is a finite 3 -group.

Lemma 3. If the element a of an infinite order or of order three of the multiplication group $\mathfrak{M}$ of arbitrary CML generates a normal subgroup, then it belongs to the centre $Z(\mathfrak{M})$ of the group $\mathfrak{M}$.

Proof. We denote $(x, y)=x^{-1} y^{-1} x y, x^{y}=y^{-1} x y$. Then $x^{y}=x(x, y)$. If the element $1 \neq a \in \mathfrak{M}$ generates a normal subgroup, then $a^{b}=a^{k}$ for a certain natural number $k$ and for arbitrary fixed element $b \in \mathfrak{M}$. We have $a(a, b)=a^{k},(a, b)=a^{k-1}$. If $k=1$, then $(a, b)=1$. Hence $a \in Z(\mathfrak{M})$. Let us now suppose that $k>1$. Let $a^{3}=1$. Then $k=2$ and $a=(a, b)$. The multiplication group $\mathfrak{M}$ is locally nilpotent [3]. Then $a=(a, b)=((a, b), b)=(((a, b), b), b)=\ldots=1$. We have obtained a contradiction, as $a \neq 1$. By [2, Theorem 11.4] the commutator subgroup of the group $\mathfrak{M}$ is locally finite 3 -group. If $a$ has an infinite order, then for a certain natural number $n\left(a^{k-1}\right)^{3^{n}}=(a, b)^{3^{n}}=1, a=1$. We have obtained a contradiction again. Therefore the case of $k>1$ is impossible. This completes the proof of Lemma 3.

Theorem 1. If the multiplication group $\mathfrak{M}$ of $C M L Q$ is a IH-group, then $\mathfrak{M}$ is abelian and, consequently, the CML $Q$ is associative.
Proof. We suppose that the group $\mathfrak{M}$ is nonabelian. In this cases $\mathfrak{M}$ must be periodic. We suppose the contrary, that the group $\mathfrak{M}$, then the CML $Q$, is not periodic as well. Let $a$ be an element of infinite order in $Q$. By [2] the element $a^{3}$ belongs to the centre $Z(Q)$ of CML $Q$. Then it is easy to show, considering the definition of group $\mathfrak{M}$, that the element $\alpha=L\left(a^{3}\right)$ belongs to the centre $Z(\mathfrak{M})$ of group $\mathfrak{M}$. Hence, the group $A=\langle\alpha>$ is an infinite abelian normal subgroup of group $\mathfrak{M}$. Let $\beta$ be an arbitrary periodic element of group $\mathfrak{M}$ and let $B=<\beta>$. As $A \subseteq Z(\mathfrak{M})$, then it is easy to show that the product $A B$ will be an infinite abelian subgroup of the group $\mathfrak{M}$. By supposition the subgroup $A B$ is normal in $\mathfrak{M}$, hence if $\varphi$ is an inner automorphism of group $\mathfrak{M}$, then $A B=\varphi(A B)=\varphi(A) \cdot \varphi(B)=$ $A \cdot \varphi(B)$. Consequently, $A B=A \cdot \varphi(B)$. Let $\beta_{1}$ be an arbitrary element in $B$. Then there exists such elements $\alpha_{1} \in A, \beta_{2} \in B$ that $\varphi\left(\beta_{1}\right)=\alpha_{1} \beta_{2}$ or $\varphi\left(\beta_{1}\right) \beta_{2}^{-1}=\alpha_{1}$. As $\beta_{1}$ is a periodic element then $\varphi\left(\beta_{1}\right)$ also is a periodic element and $\alpha_{1}$ as an element of infinite cyclic group is not periodic. Further, as $\varphi\left(\beta_{1}\right), \beta_{2} \in \mathfrak{M}$, then let $\varphi\left(\beta_{1}\right)=L\left(u_{1}\right) \ldots L\left(u_{k}\right), \beta_{2}^{-1}=L\left(v_{1}\right) \ldots L\left(v_{n}\right)$, where $u_{i}, v_{j} \in Q$. We denote by $H$ the subloop of CML $Q$ generated by the set $\left\{a, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{n}\right\}$. The CML $H$ is finitely generated, then by Bruck-Slaby's Theorem [2, Theorem 10.1] it is centrally nilpotent. Again by [2, Theorem 11.5] its multiplication group $\mathfrak{M}(H)$ is nilpotent. Further, we denote by $\varphi\left(\bar{\beta}_{1}\right), \bar{\beta}_{2}^{-1}, \bar{\alpha}_{1}$ the restriction on $H$ of mappings $\varphi\left(\beta_{1}\right), \beta_{2}^{-1}, \alpha_{1}$ of set $Q$. It is obvious that $\varphi\left(\bar{\beta}_{1}\right), \bar{\beta}_{2}^{-1}, \bar{\alpha}_{1} \in \mathfrak{M}(H)$, that $\varphi\left(\bar{\beta}_{1}\right), \bar{\beta}_{2}^{-1}$ are periodic elements and $\bar{\alpha}_{1}$ is an element of infinite order. The periodic elements form a subgroup in nilpotent groups, hence the product $\varphi\left(\bar{\beta}_{1}\right) \cdot \bar{\beta}_{2}^{-1}$ is a periodic element. From the equality $\varphi\left(\beta_{1}\right) \beta_{2}^{-1}=\alpha_{1}$ follows the equality $\varphi\left(\bar{\beta}_{1}\right) \cdot \bar{\beta}_{2}^{-1}=\bar{\alpha}_{1}$ and further $\bar{\alpha}_{1}=1, \varphi\left(\overline{\beta_{1}}\right)=\bar{\beta}_{2}, \varphi(B)=B$. We get that any element in $\mathfrak{M}$ generates a normal subgroup. Hence any subgroup from $\mathfrak{M}$ is normal in $\mathfrak{M}$. Then $\mathfrak{M}$ is a hamiltonian group.

Indeed, arbitrary hamiltonian groups are described by the next theorem. A hamiltonian group can be decomposed into a direct product of the group of quaternions and abelian groups, whose each element's order is not higher than 2. Conversely, a group that has such a decomposition is hamiltonian. A group of quaternions is the group generated by the generators $a, b$ and that satisfies the identical
relations $\alpha^{4}=1, \alpha^{2}=\beta^{2}, \beta^{-1} \alpha \beta=\alpha^{-1}$. In [2, Theorem 11.4] it is proved that the quotient group $\mathfrak{M} / Z(\mathfrak{M})$ is a locally finite 3 -group. Then from $\alpha^{4}=1$ it follows $\alpha \in Z(\mathfrak{M})$, from $\beta^{-1} \alpha \beta=\alpha^{-1}$ it follows $\alpha^{2}=1$, from $\alpha^{2}=\beta^{2}$ it follows $\beta^{2}=1$ and, finally, from $\beta^{2}=1$ it follows $\beta \in Z(\mathfrak{M})$. We get that the hamiltonian subgroup of multiplication group of CML is abelian.

It follows from the aforementioned that the multiplication group $\mathfrak{M}$ of CML $Q$ is abelian. But this contradicts our supposion about the nonabelian group $\mathfrak{M}$. Consequently, the group $\mathfrak{M}$ is periodic.

From Lemmas 1.4 and 3.1 of [3] it follows that the periodic multiplication group $\mathfrak{M}$ of CML $Q$ decomposes into a direct product of its maximal $p$-subgroups $\mathfrak{M}_{p}$, in addition $\mathfrak{M}_{p}$ belongs to the centre $Z(\mathfrak{M})$ for $p \neq 3$. We denote $\mathfrak{M}=\mathfrak{N} \times \mathfrak{M}_{3}$, where $\mathfrak{N}=\prod_{p \neq 3} \mathfrak{M}_{p}$. We suppose that $\mathfrak{N}$ is an infinite group and let $\alpha$ be an arbitrary element in $\mathfrak{M}_{3}$. If $\mathfrak{A}=<\alpha>$ then by supposition the infinite abelian group $\mathfrak{N} \times \mathfrak{A}$ is normal in $\mathfrak{M}$. Let $\varphi$ be an inner automorphism of $\mathfrak{M}$. Then $\mathfrak{N} \times \mathfrak{A}=\varphi(\mathfrak{N} \times \mathfrak{A})=\varphi \mathfrak{N} \times \varphi \mathfrak{A}=\mathfrak{N} \times \varphi \mathfrak{A}$, i.e. $\mathfrak{N} \times \mathfrak{A}=\mathfrak{N} \times \varphi \mathfrak{A}$. Then for a certain $\alpha_{1} \in \mathfrak{A}$ there exist such elements $\alpha_{2} \in \mathfrak{A}, \beta \in \mathfrak{N}$ that $\beta \alpha_{2}=\varphi \alpha_{1}$. Further, $\beta^{3} \alpha_{2}^{3}=\varphi \alpha_{1}^{3}, \beta^{3^{k}} \alpha_{2}^{3^{k}}=\varphi \alpha_{1}^{3^{k}}$ and for a certain integer $n \alpha_{2}^{3^{n}}=\varphi \alpha_{1}^{3^{n}}=1$. Hence $\beta^{3^{k}}=1$. But the order of $\beta$ doesn't divide 3 . Hence $\beta=1$ and we get $\varphi \alpha_{1}=\alpha_{2}, \varphi A=A$. From here it follows that the subgroup $\mathfrak{M}_{3}$ is hamiltonian. Hence, as in the above case, $\mathfrak{M}_{3}$, then also $\mathfrak{M}$, are abelian groups. Consequently, in the decomposition $\mathfrak{M}=\mathfrak{N} \times \mathfrak{M}_{3}$ we should consider the case when the subgroup $\mathfrak{N}$ is finite. Further, without breaking the generality, we will consider that $\mathfrak{M}$ is a 3 -group.

We suppose that the CML $\mathfrak{M}$ doesn't satisfy the minimum condition for subgroups. Then by 8 ) of Lemma $2 \mathfrak{M}$ contains an abelian subgroup that doesn't satisfy the minimum condition for subgroups. Then it contains an infinite elementary abelian group $\mathfrak{H}$. Let $\mathfrak{H}=\mathfrak{H}_{1} \times \mathfrak{H}_{2} \times \ldots \times \mathfrak{H}_{n} \times \ldots$ be a decomposition of $\mathfrak{H}$ into a direct product of cyclic groups of order 3 . For any element $\alpha \in \mathfrak{H}$ there will be such an infinite subgroup $\mathfrak{H}(\alpha) \subseteq \mathfrak{H}$ that $\langle\alpha\rangle \cap \mathfrak{H}(x)=1$. Let $\mathfrak{H}(\alpha)=\mathfrak{H}^{1}(\alpha) \times \mathfrak{H}^{2}(\alpha)$ be a certain decomposition of group $\mathfrak{H}(\alpha)$ in direct product of two infinite factors. As the cyclic group $\langle\alpha\rangle$ is, obvious, the intersection of two infinite associative subgroups $\left\langle\alpha>\mathfrak{H}^{1}(\alpha)\right.$ and $\left\langle\alpha>\mathfrak{H}^{2}(\alpha)\right.$, then it is normal in $\mathfrak{M}$. Given the arbitrary element $\alpha \in \mathfrak{H}$ it follows that all factors $\mathfrak{H}_{n}$ are normal in $\mathfrak{M}$. Every factor $\mathfrak{H}_{n}$ is a cyclic group of order 3 and by Lemma 3 belongs to the centre $Z(\mathfrak{M})$. Hence $\mathfrak{H} \subseteq Z(\mathfrak{M})$. Let now $\beta$ be an arbitrary element from $\mathfrak{M}$, let $\mathfrak{H}(\beta)$ be an infinite subgroup of $\mathfrak{H}$ such that $\langle\beta\rangle \cap \mathfrak{H}(\beta)=1$, and let $\mathfrak{H}(\beta)=\mathfrak{H}^{1}(\beta) \times \mathfrak{H}^{2}(\beta)$ be a certain decomposition of group $\mathfrak{H}(\beta)$ into a direct product of two infinite factors. As $\mathfrak{H}(\beta) \subseteq Z(\mathfrak{M})$, then $\mathfrak{H}^{1}(\beta), \mathfrak{H}^{2}(\beta)$ are normal in $\mathfrak{M}$ and the products $\beta \mathfrak{H}^{1}(\beta), \beta \mathfrak{H}^{2}(\beta)$ are infinite abelian subgroups. Then $\beta \mathfrak{H}^{1}(\beta), \beta \mathfrak{H}^{2}(\beta)$ are normal subgroups, hence also $\langle\beta\rangle=<\beta>\mathfrak{H}^{1}(y) \cap \beta \mathfrak{H}^{2}(\beta)$ is also normal subgroup. We get that any element in $\mathfrak{M}$ generates a normal subgroup in $\mathfrak{M}$. Consequently, $\mathfrak{M}$ is a hamiltonian group and, as proved above, it is abelian. This contradicts our assumption about nonabelian group $\mathfrak{M}$. Hence $\mathfrak{M}$ satisfies the minimum condition for subgroups.

From minimum condition for subgroups for $\mathfrak{M}$ it follows by Lemma 2 that $\mathfrak{M}=$ $\mathfrak{B} \times \mathfrak{C}$, where $\mathfrak{C} \subseteq Z(\mathfrak{M})$ and $\mathfrak{B}$ is a finite group. If $\gamma$ is an arbitrary element in $\mathfrak{M}$ then $<\gamma>\mathfrak{C}$ is an infinite abelian subgroup. Further, from the normality of $<\gamma>\mathfrak{C}$ in $\mathfrak{M}$ follows the normality of $<\gamma>$ in $\mathfrak{M}$. Hence $\mathfrak{M}$ is a hamiltonian group. According to the above proofs $\mathfrak{M}$ is an abelian group. This completes the proof of Theorem 1.

Let us now consider a CML with certain restriction on nonabelian subgroups of it multiplication group. We suppose that the multiplication group $\mathfrak{M}$ of the CML $Q$ doesn't have proper infinite nonabelian subgroups. Then by Lemma $2 \mathfrak{M}$ satisfies the minimum condition for subgroups and $\mathfrak{M}=\mathfrak{K} \times \mathfrak{G}$, where $\mathfrak{K}$ is a direct product of a finite number of quasicyclic groups, lying in the centre $Z(\mathfrak{M})$ of the group $\mathfrak{M}$, $\mathfrak{G}$ is a finite group. But as $\mathfrak{M}$ doesn't have proper infinite nonabelian subgroups then $\mathfrak{K}$ is a quasicyclic group, $\mathfrak{G}$ is a Miller-Moreno group.

By Lemma 2 the CML $Q$ satisfies the minimum condition for sublooops and $Q=D \times H$, where $D$ is a direct product of a finite number of quasicyclic groups, lying in the centre $Z(Q)$ of the CML $Q, H$ is a finite loop. Further, by Lemma 1 $\mathfrak{M}=M(D) \times M(H)$ and $M(D) \cong D$. Consequently, $M(H) \cong \mathfrak{G}$. Further, if for certain $a, b, c \in H a b \cdot c \neq a \cdot b c$ then $L(c) L(a) b \neq L(a) L(c) b, L(c) L(a) \neq L(a) L(c)$. Hence if the CML $H$ contains proper nonassiciative subloops, then the group $M(H)$ contains proper nonabelian subgroups. A CML is diassociative [2]. Then from the relation $M(H) \cong \mathfrak{G}$ it follows that the CML $H$ is generated by three elements. Consequently, we proved.

Proposition 1. A multiplication group $\mathfrak{M}$ of infinite nonassociative CML $Q$ does not contain proper infinite nonabelian subgroups if and only if $Q=D \times H$, where $D$ is a quasicyclic group, $H$ is a nonassociative 3 -generate loop or $\mathfrak{M}=D \times \mathfrak{G}$, where $\mathfrak{G}$ is a Miller-Moreno group.

Theorem 2. If the multiplication group $\mathfrak{M}$ of the $C M L Q$ is an $\overline{I H}$-group, then:

1) $\mathfrak{M}$ is a metagamiltonian group;
2) all nonassociative sibloops of CML $Q$ are normal in it;
3) if $\mathfrak{M}$ is non-periodic, then the commutator subgroup $\mathfrak{M}^{\prime}$ of group $\mathfrak{M}$ is a finite abelian 3-group;
4) if $\mathfrak{M}$ is periodic, then the commutator subgroup $\mathfrak{M}^{\prime}$ of group $\mathfrak{M}$ is solvable of a class not greater tha three finite 3-group;

Proof. By [3] the multiplication group $\mathfrak{M}$ of an arbitrary CML is locally nilpotent. Then by [1, Theorem 1.18$] \mathfrak{M}$ posed a centrally system with cyclic factors of simple orders. In this cases, if $\mathfrak{M}$ is an $\overline{I H}$-group, then by [1, Proposition 6.5] $\mathfrak{M}$ is solvable. Corollary 6.11 from [1] stipulated that a non-metagamiltonian solvable $\overline{I H}$-group satisfies the minimum condition for subgroups. Then from Lemma 2 it follows that the multiplication $\overline{I H}$-group $\mathfrak{M}$ is metagamiltonian. Consequently, the item 1 ) is proved.

Now let $H$ be an arbitrary nonassociative subloop of the CML $Q$ and let its multiplication group $\mathfrak{M}$ be an $\overline{I H}$-group. Then the subgroup $\mathfrak{N}$, generated by mappings $L(a), a \in Q$, is nonabelian and by item 1) is normal in $\mathfrak{M}$. The set $\mathfrak{N} a, a \in Q$, partitions $Q$ and

$$
\begin{aligned}
& \mathfrak{N} a \cdot \mathfrak{N} b=L(\mathfrak{N} b) \mathfrak{N} a=\mathfrak{N} L(\mathfrak{N} b) a=\mathfrak{N}(\mathfrak{N} b \cdot a)= \\
& =\mathfrak{N}(L(a) \mathfrak{N} b)=\mathfrak{N}(\mathfrak{N} L(a) b)=\mathfrak{N} L(a) b=\mathfrak{N}(a b) .
\end{aligned}
$$

If $\mathfrak{N}(b a)=\mathfrak{N}(c a)$, then

$$
\mathfrak{N} b \cdot a=L(a) \mathfrak{N} b=\mathfrak{N} L(a) b=\mathfrak{N}(b a)=\mathfrak{N}(c a)=\mathfrak{N} L(a) c=L(a) \mathfrak{N} c=\mathfrak{N} c \cdot a,
$$

so $\mathfrak{N} b=\mathfrak{N} c$. Hence the mapping $\varphi$ defined by $\varphi a=\mathfrak{N} a$ is a homomorphism of the CML $Q$ upon a loop $\varphi Q$ and the kernel $\mathfrak{N} 1=H$, of $\varphi$, is a normal subloop of $Q$. Consequently, any nonassociative subloop $H$ of $Q$ is normal in $Q$, i.e. the item 2) is proved.

By Theorem 6.3 from [1] the commutator subgroup $\mathfrak{M}^{\prime}$ of non-periodic $\overline{I H}$-group is a finite abelian $p$-group. But the commutator subgroup of multiplication group of arbitrary CML is a 3 -group [2, Theorem 11.4]. Hence the commutator subgroup $\mathfrak{M}^{\prime}$ is a finite abelian 3 -group, i.e. the item 3) is proved.

By Theorem 6.7 from [1] all solvable $\overline{I H}$-groups with infinite commutator subgroup satisfy the minimum condition for subgroups. But from 4) of Lemma 2 it follows that in these cases the commutator subgroup $\mathfrak{M}^{\prime}$ of $\mathfrak{M}$ is finite. Hence the commutator subgroup $\mathfrak{M}^{\prime}$ of $\overline{I H}$-group $\mathfrak{M}$ is finite and by [2, Theorem 11.4] is a finite 3 -group.

Now let us suppose that the second commutator subgroup $\mathfrak{M}^{(2)}$ of the group $\mathfrak{M}$ is nonabelian. Then any subgroup that contains $\mathfrak{M}^{(2)}$ is nonabelian, and by item 2), it is normal in $\mathfrak{M}$. Obviously, the group $\mathfrak{M} / \mathfrak{M}^{(2)}$ is hamiltonian and as shown during the proof of Theorem 1 , it is an abelian group. Therefore, $\mathfrak{M}^{\prime} \subseteq \mathfrak{M}^{(2)}$, i.e. $\mathfrak{M}^{\prime}=\mathfrak{M}^{(2)}$. But the commutator subgroup $\mathfrak{M}^{\prime}$ is a finite 3 -group, hence it is nilpotent. Therefore $\mathfrak{M}^{\prime} \neq \mathfrak{M}^{(2)}$. Contradiction. Consequently, $\mathfrak{M}^{(2)}$ is an abelian subgroup, and the group $\mathfrak{M}$ is solvable of class not greater than three. This completes the proof of Theorem 2.

As by Theorem 2 the commutator subgroup $\mathfrak{M}^{\prime}$ of the multiplication $\overline{I H}$-group is finite, then from $[6,7]$ it follows that $\mathfrak{M}$ is a group with finite classes of conjugate elements and the number of elements in each class doesn't exceed the number $\left|\mathfrak{M}^{\prime}\right|$. Further, in [3] it is proved that the quotient group $\mathfrak{M} / Z(\mathfrak{M})$ of an arbitrary multiplication group $\mathfrak{M}$ by it centre $Z(\mathfrak{M})$ is a locally finite 3 -group. Thus from $[6,8]$ it follows that if $\mathfrak{M}$ is an $\overline{I H}$-group, then any element in $\mathfrak{M} / Z(\mathfrak{M})$ is contained in a normal finite 3 -group.
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# The property of universality for some monoid algebras over non-commutative rings 

Elena P. Cojuhari


#### Abstract

We define on an arbitrary ring $A$ a family of mappings ( $\sigma_{x, y}$ ) subscripted with elements of a multiplicative monoid $G$. The assigned properties allow to call these mappings derivations of the ring $A$. A monoid algebra of $G$ over $A$ is constructed explicitly, and the universality property of it is shown.
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In this note we consider monoid algebras over non-commutative rings. First, we introduce axiomatically a family of mappings $\sigma=\left(\sigma_{x, y}\right)$ defined on a ring $A$ and subscripted with elements of a multiplicative monoid $G$. Due to their assigned properties these mappings can be called derivations of $A$. Next, we construct a monoid algebra $A\langle G\rangle$ by means of the family $\sigma$, and the universality of it is shown.

1. Let $A$ be a ring (in general non-commutative) and $G$ a multiplicative monoid. Throughout the paper we consider $1 \neq 0$ (where 0 is the null element of $A$, and 1 is the unit element for multiplication), the unit element of $G$ is denoted by $e$. We introduce a family of mappings of $A$ into itself by the following assumption.
(A) For each $x \in G$ there exists a unique family $\sigma_{x}=\left(\sigma_{x, y}\right)_{y \in G}$ of mappings $\sigma_{x, y}: A \longrightarrow A$ such that $\sigma_{x, y}=0$ for almost all $y \in G$ (here and thereafter, almost all will mean all but a finite number, that is, $\sigma_{x, y} \neq 0$ only for a finite set of $y \in G$ ) and for which the following properties are fulfilled:
(i) $\sigma_{x, y}(a+b)=\sigma_{x, y}(a)+\sigma_{x, y}(b)(a, b \in A ; x, y \in G)$;
(ii) $\sigma_{x, y}(a b)=\sum_{z \in G} \sigma_{x, z}(a) \sigma_{z, y}(b)(a, b \in A ; x, y \in G)$;
(iii) $\sigma_{x y, z}=\sum_{u v=z} \sigma_{x, u} \circ \sigma_{y, v}(x, y, z \in G)$;
(iv $) \sigma_{x, y}(1)=0(x \neq y ; x, y \in G) ; \quad$ (iv2) $\sigma_{x, x}(1)=1(x \in G)$;
$\left(i v_{3}\right) \sigma_{e, x}(a)=0(x \neq e ; x \in G)$;
$\left(i v_{4}\right) \sigma_{e, e}(a)=a(a \in A)$.
In (ii) the elements are multiplied as in the ring $A$, but in (iii) the symbol $\circ$ means the composition of maps.

Examples. 1. Let $A$ be a ring and let $G$ be a multiplicative monoid, and let $\sigma$ be a monoid-homomorphism of $G$ into $\operatorname{End}(A)$, i.e. $\sigma(x y)=\sigma(x) \circ \sigma(y)(x, y \in G)$ and $\sigma(e)=1_{A}$. We define $\sigma_{x, y}: A \longrightarrow A$ such that $\sigma_{x, x}=\sigma(x)$ for $x \in G$ and $\sigma_{x, y}=0$ for $y \neq x$. The properties $(i)-\left(i v_{4}\right)$ of (A) are verified at once.
(C) Elena P. Cojuhari, 2006
2. Let $A$ be a ring, and let $\alpha$ be an endomorphism of $A$ and $\delta$ be an $\alpha$-differentiation of $A$, i.e.

$$
\delta(a+b)=\delta(a)+\delta(b), \delta(a b)=\delta(a) b+\alpha(a) \delta(b)
$$

for every $a, b \in A$. Denote by $G$ the monoid of elements $x_{n}(n=0,1, \ldots)$ endowed with the law of composition defined by $x_{n} x_{m}=x_{n+m}\left(n, m=0,1, \ldots ; x_{0}:=e\right)$. We write $\sigma_{n m}$ instead of $\sigma_{x_{n}, x_{m}}$ by defining $\sigma_{n m}: A \longrightarrow A$ as the following mappings $\sigma_{00}=1_{A}, \sigma_{10}=\delta, \sigma_{11}=\alpha, \sigma_{n m}=0$ for $m>n$ and $\sigma_{n m}=\sum_{j_{1}+\ldots+j_{n}=m} \sigma_{1 j_{1}} \circ$ $\ldots \circ \sigma_{1 j_{n}}(m=0,1, \ldots, n ; n=1,2, \ldots)$, where $j_{k}=0,1(k=1, \ldots, n)$. The family $\sigma=\left(\sigma_{n m}\right)$ satisfies the axioms $(i)-\left(i v_{4}\right)$ of (A).
2. Next, we consider an algebra $A\langle G\rangle$ connected with the structure of differentiation $\sigma=\left(\sigma_{x, y}\right)$. Let $A\langle G\rangle$ be the set of all mappings $\alpha: G \longrightarrow A$ such that $\alpha(x)=0$ for almost all $x \in G$. We define the addition in $A\langle G\rangle$ to be the ordinary addition of mappings into the additive group of $A$ and define the operation of $A$ on $A\langle G\rangle$ by the map $(a, \alpha) \longrightarrow a \alpha(a \in A)$, where $(a \alpha)(x)=a \alpha(x)(x \in G)$. Note that, in respect to these operations, $A\langle G\rangle$ forms a left module over $A$. Following notations made in [1] we write an element $\alpha \in A\langle G\rangle$ as a sum $\alpha=\sum_{x \in G} a_{x} \cdot x$, where by $a \cdot x(a \in A, x \in G)$ is denoted the mapping whose value at $x$ is $a$ and 0 at elements different from $x$. Certainly, the above sum is taken over almost all $x \in G$. $A\langle G\rangle$ becomes a ring if for elements of the form $a \cdot x(a \in A ; x \in G)$ we define their product by the rule

$$
(a \cdot x)(b \cdot y)=\sum_{z \in G} a \sigma_{x, z}(b) \cdot z y(a, b \in A ; x, y \in G)
$$

and then extend for $\alpha, \beta \in A\langle G\rangle$ by the property of distributivity. We let

$$
\alpha a=\sum_{x \in G}\left(\sum_{y \in G} a_{y} \sigma_{y, x}(a)\right) \cdot x, \quad(a \in A, a l p h a \in A\langle G\rangle)
$$

for $a \in A$ and $\alpha \in A\langle G\rangle$, and thus we obtain an operation of $A$ on $A\langle G\rangle$ and in such a way we make $A\langle G\rangle$ into a right $A$-module. Thus, we may view $A\langle G\rangle$ as an algebra over $A$.

Remark. Let us consider the situation described in Example 1. Then the law of multiplication in $A\langle G\rangle$ is given as follows

$$
\left(\sum_{x \in G} a_{x} \cdot x\right)\left(\sum_{x \in G} b_{x} \cdot x\right)=\sum_{x \in G} \sum_{y \in G} a_{x} \sigma_{x, x}\left(b_{y}\right) \cdot x y .
$$

In this case, the monoid algebra $A\langle G\rangle$ represents a crossed product [2,3] of the multiplicative monoid $G$ over the ring $A$ with respect to the factors $\rho_{x, y}=1$ $(x, y \in G)$. If $G$ is a group, and $\sigma: G \longrightarrow \operatorname{End}(A)$ is such that $\sigma(x)=1_{A}$ for all $x \in G$, we evidently obtain an ordinary group ring [4] (the commutative case see also [5]).
3. In this subsection we show that $A\langle G\rangle$ is a free $G$ - algebra over $A$. Let $B$ be another ring. Given a ring-homomorphism $f: A \longrightarrow B$ it can be defined on the ring $B$ a structure of $A$-module, defining the operation of $A$ on $B$ by the $\operatorname{map}(a, b) \longrightarrow f(a) b$ for all $a \in A$ and $b \in B$. We denote this operation by $a * b$. The axioms for a module are trivially verified. Let now $\varphi: G \longrightarrow B$ be a multiplicative monoid-homomorphism. Denote by $\langle B ; f, \varphi\rangle$ the module formed by all linear combinations of elements $\varphi(x)(x \in G)$ over $A$ in respect to the operation *. The axioms for a left $A$-module are trivially verified.

We assume that the homomorphisms $f$ and $\varphi$ satisfy the following assumption.
(B) $\varphi(G) f(A) \subset\langle B ; f, \varphi\rangle$.

Thus, it is postulated that an element $\varphi(x) f(a)(a \in A, x \in G)$ can be written as a linear combination of the form $\sum_{b \in B, y \in G} b \varphi(y)$. The coefficients $b$ depend on $\varphi(x), \varphi(y)$ and $f(a)$. To designate this fact we denote the corresponding coefficients by $\sigma_{\varphi(x), \varphi(y)}(f(a))$. Therefore, it can be considered that there are defined a family of mappings $\sigma_{\varphi(x), \varphi(y)}: B \longrightarrow B$ such that

$$
\varphi(x) f(a)=\sum_{y \in G} \sigma_{\varphi(x), \varphi(y)}(f(a)) \varphi(y)(a \in A, x \in G)
$$

By these considerations, we may view $\langle B ; f, \varphi\rangle$ as a right $A$-module. In order to make the module $\langle B ; f, \varphi\rangle$ to be a ring we require the following additional assumption.
(C) The homomorphisms $f$ and $\varphi$ are such that the following diagram

$$
\begin{array}{lllll} 
& A & \xrightarrow{f} & B & \\
\sigma_{x, y} & \uparrow & & \uparrow & \sigma_{\varphi(x), \varphi(y)} \\
& A & \xrightarrow{f} & B &
\end{array}
$$

is commutative for every $x, y \in G$, i.e. $\sigma_{\varphi(x), \varphi(y)} \circ f=f \circ \sigma_{x, y}(x, y \in G)$.
We define multiplication in $\langle B ; f, \varphi\rangle$ by the rules

$$
\begin{gathered}
\left(\sum_{x \in G} a_{x} * \varphi(x)\right)\left(\sum_{x \in G} b_{x} * \varphi(x)\right)=\sum_{x \in G} \sum_{y \in G}\left(a_{x} * \varphi(x)\right)\left(b_{y} * \varphi(y)\right) \\
\left(a_{x} * \varphi(x)\right)\left(b_{y} * \varphi(y)\right)=f\left(a_{x}\right) \sum_{z \in G} \sigma_{\varphi(x), \varphi(z)}\left(f\left(b_{y}\right)\right) \varphi(z y)
\end{gathered}
$$

The verification that $\langle B ; f, \varphi\rangle$ is a ring under the above laws of composition is direct. Thus, we have made $\langle B ; f, \varphi\rangle$ into an algebra over $A$ (in general, non-commutative).

Next, we define a category $\mathcal{C}$ whose objects are algebras $\langle B ; f, \varphi\rangle$ constructed as above, and whose morphisms between two objects $\langle B ; f, \varphi\rangle$ and $\left\langle B^{\prime} ; f^{\prime}, \varphi^{\prime}\right\rangle$ are ring-homomorphisms $h: B \longrightarrow B^{\prime}$ making the diagrams commutative:


The axioms for a category are trivially satisfied. We call a universal object in the category $\mathcal{C}$ a free $G$-algebra over $A$, or a free $(A, G)$-algebra. It turns out that the monoid algebra $A\langle G\rangle$ represents a free $(A, G)$-algebra. To this end, we observe that the mapping $\varphi_{0}: G \longrightarrow A\langle G\rangle$ given by $\varphi_{0}(x)=1 \cdot x(x \in G)$ is a monoidhomomorphism. The mapping $\varphi_{0}$ is embedding of $G$ into $A\langle G\rangle$. In addition, we have a ring-homomorphism $f_{0}: A \longrightarrow A\langle G\rangle$ given by $f_{0}(a)=a \cdot e(a \in A)$. Obviously, $f_{0}$ is also an embedding. We identify $A\langle G\rangle$ with the triple $\left\langle A\langle G\rangle ; f_{0}, \varphi_{0}\right\rangle$ and in this sense we treat $A\langle G\rangle$ as an object of the category $\mathcal{C}$. The property of the universality of $A\langle G\rangle$ is formulated by the following assertion.

Theorem 1. Let $A$ be a ring, and $G$ a multiplicative monoid for which the assumptions $(A),(B)$ and $(C)$ are satisfied. Then for every object $\langle B ; f, \varphi\rangle$ of the category $\mathcal{C}$ there exists a unique ring-homomorphism $h: A\langle G\rangle \longrightarrow B$ making the following diagram commutative


The relation with the theory of skew polynomial rings [6-8] and with those obtained by Yu. M. Ryabukhin [9] (see also [10]), and further properties of the general derivation mappings $\sigma_{x, y}(x, y \in G)$ will be given in a subsequent publication.
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# Junior spatial groups of (22'1)-symmetry 

A.A. Shenesheutskaia


#### Abstract

All junior space groups of (22'1)-symmetry are obtained with the help of junior space groups of the three-fold antisymmetry. Mathematics subject classification: 52C20, 05B45. Keywords and phrases: $P$-symmetry, symmetry, coloursymmetry, antisymmetry.


I. The problem of generalization of 230 spatial Fedorov symmetry groups $G_{3}$ with 32 crystallographic $P$-symmetries ( $P \cong G_{30}$ ) includes junior and middle groups. All the junior groups have already been obtained [1]. Only 2 - and 3 -middle groups of (421)- and (621)-symmetries, respectively, are not known.

Consider the generalization of $k$ symmetry groups of any category $G_{r . .}$ with 32 crystallographic $P$-symmetries in geometric classification. Groups $G_{r . . .}^{P}$ are divided in senior ones, among which for 1 -symmetry $k$ groups are symmetry groups of the category $G_{r_{\text {... }}}$ (generating groups), junior and $Q$-middle groups. The derivation of senior groups is trivial, as $G=S \times P$, where $S$ is a classical (generating) group, $P$ is the permutation group of indices that characterizes the $P$-symmetry under consideration, and $\times$ is the symbol of the direct product of groups. The derivation of junior groups of $P$-symmetry in the case when $S$ has a normal divisor $H$ such that the factor group $P / H \cong P$ must be realized in detail. The calculation of $Q$-middle groups can be done using the relation between the number of $Q$-middle groups of some $P$-symmetries and the number of junior groups of others $P$-symmetries. To make this relation more precise A. M. Zamorzaev [1] introduced the concept of the strong isomorphism of groups.

Two transformations of a symmetry group $S$ are called undistinguishable if they are of the same geometric type and generate groups of the same order. So, in the symmetry group of a rectangular $2 \cdot m=\left(1,2, m_{1}, m_{2}\right)$ the elements $m_{1}$ and $m_{2}$ are undistinguishable and distinct from the element 2 . In the symmetry group of a right parallelepiped $2: m=(1,2, m, \widetilde{2})$ all elements are distinct. In the permutation group of indices or indices with signs two elements are called undistinguishable if one of them can go over into the other by means of reindexing. For example, in the group $P_{1}=\{(1,2)(3,4),(1,3)(2,4)\}=(I,(1,2)(3,4),(1,3)(2,4),(1,4)(2,3))$, which defines (22)-symmetry, all three non-identical permutations, going over into each other cyclically by a cyclic change of the indices $2,3,4$ (or other three of indices) undistinguishable are, and in the permutation group $P_{2}=$ $\{(1+, 2+)(1-, 2-),(1+, 1-)(2+, 2-)\}=(I,(1+, 2+)(1-, 2-),(1+, 1-)(2+, 2-)$,

[^7]$(1+, 2-)(1-, 2+))$, which defines (21)-symmetry, there are no undistinguishable elements, as from one of non-identical permutations changes only indices, the other one - only signs, and the third one - both indices and signs. In the factor group $S / H$ or $P / Q$ cosets are undistinguishable (as factor group elements) if they contain undistinguishable elements, respectively. So, in the rotation group of a regular quadrangular prism $S=4: 2=\left(1,4,2\left(=4^{2}\right), 4^{-1}, 2_{1}, 2_{2}, 2_{3}, 2_{4}\right)$ the subgroup $H=2=(1,2)$ is the normal divisor; in the factor group $S / H=\left(H, 4 \cdot H, 2_{1} \cdot H 1,2_{2} \cdot H\right)$ (which is isomorphic to 2:2) the cosets $2_{1} \cdot H=\left(2_{1}, 2_{3}\right)$ and $2_{2} \cdot H=\left(2_{2}, 2_{4}\right)$ are undistinguishable and distinct from the coset $4 \cdot H=\left(4,4^{-1}\right)$.

Two elements of a group are called equally included in this group if there exists an automorphism of the group that maps one element into the other. So, in the group 4: 2 though the elements $2\left(=4^{2}\right)$ and $2_{1}$ are undistinguishable, they are not equally included in this group, and the elements $2_{1}, 2_{2}, 2_{3}, 2_{4}$ are undistinguishable and are equally included in $4: 2$. Equally included elements not necessarily are undistinguishable; so, the elements $2, m$ and $\widetilde{2}$ are equally included in the group $2: m$, but all these elements are distinct.

An isomorphism of the group $G_{1}$ onto $G_{2}$ is called strong if under this isomorphism to any undistinguishable and equally included in $G_{1}$ elements undistinguishable elements correspond, and to distinct and equally included in $G_{1}$ elements distinct elements correspond. In this case the groups $G_{1}$ and $G_{2}$ are called strong isomorphic (the designation: $G_{1} \cong G_{2}$ ).
$P_{1}$-symmetry and $P_{2}$-symmetry are called isomorphic if the permutation groups $P_{1}$ and $P_{2}$, defining these $P$-symmetries, are strong isomorphic (the designation: $P_{1} \cong P_{2}$ ).

Among 32 crystallographic $P$-symmetries in geometric classification only 22 are not isomorphic. Let enumerate permutation groups that define these $P$-symmetries, grouping them by strong isomorphism: 1) $1 ; 2) 2 \cong \underline{1} \cong \underline{2} ; 3) 3 ; 4) 4 \cong \underline{4}$; 5) $6 \cong 3 \underline{1} \cong \underline{6} ; ~ 6) 22 ; ~ 7) 2 \underline{1} ; ~ 8) 2 \underline{2} ; 9) 32 \cong 3 \underline{2} ; \quad 10) 42 \cong 4 \underline{2} ; \quad 11) \underline{4} 2 ; \quad 12) 62 \cong 6 \underline{2}$; 13) $32 \underline{1} \cong \underline{6} 2$; 14) $4 \underline{1} ; \quad 15) 6 \underline{1} ; \quad 16) 22 \underline{1} ; \quad 17) 42 \underline{1} ; 18) 62 \underline{1} ; \quad 19) 23 ; \quad 20) 43 \cong \underline{4} 3$; 21)231; 22)431.

In [1] the following affirmations are proved: 1) The number of different $Q$ middle groups of $P$-symmetry in the family is equal to the number of different junior groups of $P^{\prime}$-symmetry with the same generating group if $P / Q \cong P^{\prime} ; 2$ ) If $P_{1} \cong P_{2}$, then the numbers of different junior groups of $P_{1}$-symmetry and $P_{2^{-}}$ symmetry with the same generating group are equal. Hence, to calculate the number of junior and $Q$-middle groups of all 32 crystallographic $P$-symmetries by the generalization of any category of classical groups it is enough to study the groups of $2-, 3-, 4-, 6-,(22)-,(2 \underline{1})-,(2 \underline{2})-,(32)-,(\underline{4} 2)-,(42)-,(62)-,(\underline{6} 2)-,(4 \underline{1})-,(6 \underline{1})-$, (221) -, (421)-, (621)-, (23)-, (43), (231)- and (431)-symmetry.

To finish this task it is necessary to study different junior groups of hypercrystallographic $\left(22^{\prime} \underline{1}\right)$-symmetry ( $P \cong G_{430}$ ), as by means of these groups we can calculate 2 -middle groups of (421)-symmetry and 3 -middle groups of (621)-symmetry, because $42 \underline{1} / 2 \cong 62 \underline{1} / 3 \cong 22^{\prime} \underline{1}$.
II. The symbol $22^{\prime} \underline{1}$ is a symbol of three-dimensional point group of the CM kind generated by rotations around two two-fold antirotational and one two-fold rotational axes which are pairwise orthogonal and by antiidentical transformation 1. One of the hypercrystallographic $P$-symmetries that models junior symmetry and antisymmetry group $m m^{\prime} m^{\prime}\left(22^{\prime} \underline{1} \approx 22^{\prime} 2^{\prime} \underline{1} \approx m m^{\prime} m^{\prime}\right)$, generated by reflections in three pairwise orthogonal planes (one reflection plane and two antireflection planes), is denoted by this symbol ( 1 is interpreted as reflection in a point, i.e. as an inversion).

The groups $m m^{\prime} m^{\prime}$ and $E_{3}=\{1\} \times\left\{1^{\prime}\right\} \times\left\{{ }^{*} 1\right\}$ are isomorphic, where the group $E_{3}$ is the direct product of three groups of order 2, generated by antiidentical transformations of kind 1 , kind 2 and kind 3 , respectively. The existence of such isomorphism makes it possible to reduce the problem of searching junior space groups of ( $22^{\prime} \underline{1}$ )-symmetry to the problem of searching junior space groups of three-fold antisymmetry.

However, to different received junior space groups of the type $M^{3}$ from one family correspond the same groups of (22'1)-symmetry, as the group $E_{3}=$ $\left(e, \underline{1}, 1^{\prime},{ }^{*} 1, \underline{1}^{\prime},{ }^{*} \underline{1},{ }^{*} 1^{\prime},{ }^{*} \underline{1}^{\prime}\right)$ contains 7 different kinds of antisymmetry transformations, and in the group $m m^{\prime} m^{\prime}=m_{1} m_{2}^{\prime} m_{3}^{\prime}=\left(e, m_{1}, m_{2}^{\prime}, m_{3}^{\prime}, m_{1} m_{2}^{\prime}=2_{12}^{\prime}, m_{1} m_{3}^{\prime}=\right.$ $2_{13}^{\prime}, m_{2}^{\prime} m_{3}^{\prime}=2_{23}, m_{1} m_{2}^{\prime} m_{3}^{\prime}=i_{123}$ ) only five transformations are essentially different, for example, $m_{1}, m_{2}^{\prime}, 2_{12}^{\prime}, 2_{23}, i_{123}$, as the transformations $m_{2}^{\prime}, m_{3}^{\prime}$ and $2_{12}^{\prime}, 2_{13}^{\prime}$ play the same geometric role, respectively.

Consequently, for example, to the group $\{\underline{a}, b, c\}\left(2^{\prime} .^{*} m: 2\right)$ and to five groups, received from this group by all permutations of signs -, /, * (which mean the transformations of antisymmetry of kind 1 , kind 2 and kind 3 , respectively),

$$
\begin{gathered}
\{\underline{a}, b, c\}\left({ }^{*} 2 \cdot m^{\prime}: 2\right) \quad\left\{a^{\prime}, b, c\right\}\left(\underline{2} \cdot{ }^{*} m: 2\right) \\
\left\{a^{\prime}, b, c\right\}\left({ }^{*} 2 \cdot \underline{m}: 2\right) \quad\left\{{ }^{*} a, b, c\right\}\left(\underline{2} \cdot m^{\prime}: 2\right) \quad\left\{{ }^{*} a, b, c\right\}\left(2^{\prime} \cdot \underline{m}: 2\right),
\end{gathered}
$$

i.e. to six different junior groups of three-fold antisymmetry from family $18 s$ correspond three different groups of $\left(22^{\prime} \underline{1}\right)$-symmetry:

$$
\left\{a^{1}, b, c\right\}\left(2^{3} \cdot m^{2}: 2\right) \quad\left\{a^{3}, b, c\right\}\left(2^{1} \cdot m^{2}: 2\right) \quad\left\{a^{3}, b, c\right\}\left(2^{2} \cdot m^{1}: 2\right)
$$

To the group $\{\underline{a}, b, c\}\left({ }^{*} 2 \cdot m:{ }^{*} 2^{\prime}\right)$ and to two groups, received from this group by all even permutations of signs,$- /, *$ (which mean the transformations of antisymmetry of kind 1 , kind 2 and kind 3 , respectively),

$$
\left\{a^{\prime}, b, c\right\}\left(\underline{2} \cdot m:{ }^{*} \underline{2}\right) \quad\left\{{ }^{*} a, b, c\right\}\left(2^{\prime} \cdot m: \underline{2}^{\prime}\right)
$$

i.e. to three different junior groups of three-fold antisymmetry from family $18 s$ correspond two different groups of ( $22^{\prime} \underline{1}$ )-symmetry:

$$
\left\{a^{1}, b, c\right\}\left(2^{3} \cdot m: 2^{23}\right) \quad\left\{a^{2}, b, c\right\}\left(2^{1} \cdot m: 2^{13}\right) .
$$

To the groups

$$
\left\{a, b, \frac{a+b+c}{2}\right\}\left(\frac{c}{2} * \underline{2} \cdot \frac{b}{2} \underline{m}: \frac{a}{2} 2^{\prime} 2_{\frac{b}{4}}\right)
$$

and

$$
\left\{a, b, \frac{a+b+c}{2}\right\}\left(\frac{c}{2} * \underline{2} \cdot \frac{b}{2} * m: \frac{a}{2} \underline{2}_{\frac{b}{4}}^{\prime}\right),
$$

i.e. to two different junior groups of three-fold antisymmetry from family $21 a$ there corresponds one group of ( $22^{\prime} \underline{1}$ )-symmetry:

$$
\left\{a, b, \frac{a+b+c}{2}\right\}\left(\frac{c}{2} 2^{13} \cdot \frac{b}{2} m^{1}: \frac{a}{2} 2^{12} \frac{b}{4}\right) .
$$

Consequently, to receive all different junior groups of ( $\left.22^{\prime} \underline{1}\right)$-symmetry it is necessary to receive all different junior groups of three-fold antisymmetry, to collect them in nests and to replace 6 by 3,3 by 2,2 by 1 and 1 by 1 .

Hence, as the number of different junior groups of three-fold antisymmetry is equal to $16937 * 6+2490 * 3+5 * 2+37 * 1=109139$, then the number of different junior space groups of ( $22^{\prime} \underline{1}$ )-symmetry is equal to $16937 * 3+2490 * 2+5 * 1+37 * 1=55833$.

To be sure of this result it is enough to use the numeric table from the work [1] in which in the second column the quantity of groups in the corresponding equivalence class (including a group-representative) is given, and in the third column the numeric distribution of groups of type $M^{3}$ (obtained from the given grouprepresentative) in $6,3,2$ and 1 group.

As the number of different junior space groups of ( $22^{\prime} 1$ )-symmetry gives us the number of 2 - and 3 -middle groups of (421)- and (621)-symmetries respectively, then we obtain 55833 2-middle groups of (421)-symmetry and 558333 -middle groups of (621)-symmetry.

Thus, for (421)-symmetry $55833+52761=108594$ groups, and for (621)-symmetry $55833+55637=111470$ groups are derived.

So, the number of all possible space groups $G_{3}^{P}$ of complete 32 crystallographic $P$-symmetries in geometric classification is equal to 436011.
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