# On central loops and the central square property 

John Olúsolá Adéníran and Tèmítọ́pé Gbọláhàn Jaiyéọlà


#### Abstract

The representation sets of a central square C-loop are investigated. Isotopes of central square C-loops of exponent 4 are shown to be both C-loops and A-loops.


## 1. Introduction

C-loops are one of the least studied loops. Few publications that have considered C-loops include Fenyves [10], [11], Beg [3], [4], Phillips et. al. [17], [19], [15], [14], Chein [7] and Solarin et. al. [2], [23], [21], [20]. The difficulty in studying them is as a result of the nature of their identities when compared with other Bol-Moufang identities (the element occurring twice on both sides has no other element separating it from itself). Latest publications on the study of C-loops which has attracted fresh interest on the structure include [17], [19], and [15].
$L C$-loops, $R C$-loops and $C$-loops are loops that satisfies the identities

$$
(x x)(y z)=(x(x y)) z, \quad(z y)(x x)=z((y x) x), \quad x(y(y z))=((x y) y) z
$$

respectively. Fenyves' work in [11] was completed in [17]. Fenyves proved that LC-loops and RC-loops are defined by three equivalent identities. In [17] and [18], it was shown that LC-loops and RC-loops are defined by four equivalent identities. Solarin [21] named the fourth identities the left middle ( $L M$ ) and right middle ( $R M$ ) identities and loops that obey them are called $L M$-loops and $R M$-loops, respectively. These terminologies were also used in [22]. Their basic properties are found in [19], [11] and [9].

Definition 1.1. A set $\Pi$ of permutations on a set $L$ is the representation of a loop $(L, \cdot)$ if and only if

[^0](i) $I \in \Pi$ (identity mapping),
(ii) $\Pi$ is transitive on $L$ (i.e., for all $x, y \in L$, there exists a unique $\pi \in \Pi$ such that $x \pi=y$ ),
(iii) if $\alpha, \beta \in \Pi$ and $\alpha \beta^{-1}$ fixes one element of $L$, then $\alpha=\beta$.

The left (right) representation of a loop $L$ is denoted by $\Pi_{\lambda}(L)\left(\right.$ resp. $\left.\Pi_{\rho}(L)\right)$ or $\Pi_{\lambda}$ (resp. $\Pi_{\rho}$ ) and is defined as the set of all left (right) translation maps on the loop i.e., if $L$ is a loop, then $\Pi_{\lambda}=\left\{L_{x}: L \rightarrow L \mid x \in L\right\}$ and $\Pi_{\rho}=\left\{R_{x}: L \rightarrow L \mid x \in L\right\}$, where $R_{x}: L \rightarrow L$ and $L_{x}: L \rightarrow L$ are defined as $y R_{x}=y x$ and $y L_{x}=x y$ are bijections.

Definition 1.2. Let $(L, \cdot)$ be a loop. The left nucleus of $L$ is the set

$$
N_{\lambda}(L, \cdot)=\{a \in L: a x \cdot y=a \cdot x y \forall x, y \in L\} .
$$

The right nucleus of $L$ is the set

$$
N_{\rho}(L, \cdot)=\{a \in L: y \cdot x a=y x \cdot a \forall x, y \in L\} .
$$

The middle nucleus of $L$ is the set

$$
N_{\mu}(L, \cdot)=\{a \in L: y a \cdot x=y \cdot a x \forall x, y \in L\} .
$$

The nucleus of $L$ is the set

$$
N(L, \cdot)=N_{\lambda}(L, \cdot) \cap N_{\rho}(L, \cdot) \cap N_{\mu}(L, \cdot) .
$$

The centrum of $L$ is the set

$$
C(L, \cdot)=\{a \in L: a x=x a \forall x \in L\} .
$$

The center of $L$ is the set

$$
Z(L, \cdot)=N(L, \cdot) \cap C(L, \cdot) .
$$

$L$ is said to be a centrum square loop if $x^{2} \in C(L, \cdot)$ for all $x \in L$. $L$ is said to be a central square loop if $x^{2} \in Z(L, \cdot)$ for all $x \in L . L$ is said to be left alternative if for all $x, y \in L, x \cdot x y=x^{2} y$ and is said to right alternative if for all $x, y \in L, y x \cdot x=y x^{2}$. Thus, $L$ is said to be alternative if it is both left and right alternative. The triple ( $U, V, W$ ) such that $U, V, W \in \operatorname{SYM}(L, \cdot)$ is called an autotopism of $L$ if and only if

$$
x U \cdot y V=(x \cdot y) W \quad \forall x, y \in L
$$

SYM $(L, \cdot)$ is called the permutation group of the loop $(L, \cdot)$. The group of autotopisms of $L$ is denoted by $\operatorname{AUT}(L)$. Let ( $L, \cdot$ ) and ( $G, \circ$ ) be two distinct loops.

The triple $(U, V, W):(L, \cdot) \rightarrow(G, \circ)$ such that $U, V, W: L \rightarrow G$ are bijections is called a loop isotopism if and only if

$$
x U \circ y V=(x \cdot y) W \quad \forall x, y \in L .
$$

In [13], the three identities stated in [11] were used to study finite central loops and the isotopes of central loops. It was shown that in a finite $\operatorname{RC}(\mathrm{LC})$-loop $L, \alpha \beta^{2} \in \Pi_{\rho}(L)\left(\Pi_{\lambda}(L)\right)$ for all $\alpha, \beta \in \Pi_{\rho}(L)\left(\Pi_{\lambda}(L)\right)$ while in a C-loop $L, \alpha^{2} \beta \in \Pi_{\rho}(L)\left(\Pi_{\lambda}(L)\right)$ for all $\alpha, \beta \in \Pi_{\rho}(L)\left(\Pi_{\lambda}(L)\right)$. A C-loop is both an LC-loop and an RC-loop [11], hence it satisfies the formal. Here, it will be shown that LC-loops and RC-loops satisfy the later formula.

Also in [13], under triples of the form $(A, B, B),(A, B, A)$, alternative centrum square loop isotopes of centrum square C-loops were shown to be C-loops.

It is shown that a finite loop is a central square central loop if and only if its left and right representations are closed relative to some left and right translations. Central square C-loops of exponent 4 are groups, hence their isotopes are both C-loops and A-loops.

For other definitions see [5], [22] and [16].

## 2. Preliminaries

Definition 2.1. (cf. [16]) Let $(L, \cdot)$ be a loop and $U, V, W \in S Y M(L, \cdot)$. If $(U, V, W) \in \operatorname{AUT}(L)$ for some $U, V, W$, then $U$ is called an autotopism. If there exists $V \in S Y M(L, \cdot)$ such that $x U \cdot y=x \cdot y V$ for all $x, y \in L$, then $U$ is called $\mu$-regular, while $U^{\prime}=V$ is called its adjoint.

The set of autotopic bijections in a loop $(L, \cdot)$ is denoted by $\Sigma(L, \cdot)$, the set of all $\mu$-regular bijections by $\Phi(L)$, the set of all adjoints by $\Phi^{*}(L)$.

Theorem 2.1. ([16]) Groups of autotopisms of isotopic quasigroups are isomorphic.

Theorem 2.2. ([16]) The set of all $\mu$-regular bijections of a quasigroup $(Q, \cdot)$ is a subgroup of the group $\Sigma(Q, \cdot)$ of all autotopic bijections of $(Q, \cdot)$.

Corollary 2.1. ([16]) If two quasigroups $Q$ and $Q^{\prime}$ are isotopic, then the corresponding groups $\Phi$ and $\Phi^{\prime}\left[\Phi^{*}\right.$ and $\left.\Phi^{* *}\right]$ are isomorphic.

Definition 2.2. A loop $(L, \cdot)$ is called a left inverse property loop or right inverse property loop (L.I.P.L. or R.I.P.L.) if and only if it satisfies the left inverse property (resp. right inverse property): $x^{\lambda}(x y)=y$ (resp. $(y x) x^{\rho}=$ $y$. Hence, it is called an inverse property loop (I.P.L.) if and only if it has the inverse property (I.P.) i.e., it has a left inverse property (L.I.P.) and right inverse property (R.I.P.).

Most of our results and proofs, are written in dual form relative to RCloops and LC-loops. That is, a statement like 'LC(RC)-loop... A(B)' where ' A ' and ' B ' are some equations or expressions means that ' A ' is for LC-loops and ' B ' is for RC -loops.

## 3. Finite central loops

Lemma 3.1. Let $L$ be a loop. $L$ is an $L C(R C)$-loop if and only if $\beta \in \Pi_{\rho}$ $\left(\Pi_{\lambda}\right)$ implies $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for some $\alpha \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$.

Proof. $L$ is an LC-loop if and only if $x \cdot(y \cdot y z)=(x \cdot y y) z$ for all $x, y, z \in L$. $L$ is an RC-loop if and only if $(z y \cdot y) x=z(y y \cdot x)$ for all $x, y, z \in L$. Thus, $L$ is an LC-loop if and only if $x R_{y \cdot y z}=x R_{y^{2}} R_{z}$ if and only if $R_{y^{2}} R_{z}=R_{y \cdot y z}$ for all $y, z \in L$ and $L$ is an RC-loop if and only if $x L_{z y \cdot y}=x L_{y^{2}} L_{z}$ if and only if $L_{z y \cdot y}=L_{y^{2}} L_{z}$. With $\alpha=R_{y^{2}}\left(L_{y^{2}}\right)$ and $\beta=R_{z}\left(L_{z}\right), \alpha \beta \in \Pi_{\rho}$ $\left(\Pi_{\lambda}\right)$.

Lemma 3.2. A loop $L$ is an $L C(R C)$-loop if and only if $\alpha^{2} \beta=\beta \alpha^{2}$ for all $\alpha \in \Pi_{\lambda}\left(\Pi_{\rho}\right)$ and $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$.

Proof. $L$ is an LC-loop if and only if $x(x \cdot y z)=(x \cdot x y) z$ while $L$ is an RC-loop if and only if $(z y \cdot x) x=z(y x \cdot x)$. Thus, when $L$ is an LC-loop, $y R_{z} L_{x}^{2}=y L_{x}^{2} R_{z}$ if and only if $R_{z} L_{x}^{2}=L_{x}^{2} R_{z}$, while when $L$ is an RC-loop, $y L_{z} R_{x}^{2}=y R_{x}^{2} L_{z}$ if and only if $L_{z} R_{x}^{2}=R_{x}^{2} L_{z}$. Thus, replacing $L_{x}\left(R_{x}\right)$ and $R_{z}\left(L_{z}\right)$ respectively by $\alpha$ and $\beta$, We obtain our result. The converse statement can be proved analogously.

Theorem 3.1. A loop $L$ is an $L C(R C)$-loop if and only if $\alpha, \beta \in \Pi_{\lambda}\left(\Pi_{\rho}\right)$ implies $\alpha^{2} \beta \in \Pi_{\lambda}\left(\Pi_{\rho}\right)$.

Proof. $L$ is an LC-loop if and only if $x \cdot(y \cdot y z)=(x \cdot y y) z$ for all $x, y, z \in L$ while $L$ is an RC-loop if and only if $(z y \cdot y) x=z(y y \cdot x)$ for all $x, y, z \in L$. Thus when $L$ is an LC-loop, $z L_{x \cdot y y}=z L_{y}^{2} L_{x}$ if and only if $L_{y}^{2} L_{x}=L_{x \cdot y y}$ while when $L$ is an RC-loop, $z R_{y}^{2} R_{x}=z R_{y y \cdot x}$ if and only if $R_{y}^{2} R_{x}=R_{y y \cdot x}$. Replacing $L_{y}\left(R_{y}\right)$ and $L_{x}\left(R_{x}\right)$ with $\alpha$ and $\beta$ respectively, we have $\alpha^{2} \beta \in$ $\Pi_{\lambda}\left(\Pi_{\rho}\right)$ when $L$ is an LC(RC)-loop. The converse follows by reversing the procedure.

Theorem 3.2. Let $L$ be an $L C(R C)$-loop. $L$ is centrum square if and only if $\alpha \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ implies $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for some $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$.
Proof. By Lemma 3.1, $R_{y^{2}} R_{z}=R_{y \cdot y z}\left(L_{y^{2}} L_{z}=L_{z y \cdot y}\right)$. Using Lemma 3.2, if $L$ is centrum square, $R_{y^{2}}=L_{y^{2}}\left(L_{y}^{2}=R_{y^{2}}\right)$. So, when $L$ is an LC-loop, $R_{y^{2}} R_{z}=L_{y}^{2} R_{z}=R_{z} L_{y}^{2}=R_{z} R_{y^{2}}=R_{y \cdot y z}$, while when $L$ is an RC-loop, $L_{y^{2}} L_{z}=R_{y}^{2} L_{z}=L_{z} R_{y^{2}}=L_{z} L_{y^{2}}=L_{z y \cdot y}$. Let $\alpha=R_{z}\left(L_{z}\right)$ and $\beta=R_{y^{2}}$ $\left(L_{y^{2}}\right)$, then $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for some $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$.

Conversely, if $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for some $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ such that $\alpha=R_{z}\left(L_{z}\right)$ and $\beta=R_{y^{2}}\left(L_{y^{2}}\right)$ then $R_{z} R_{y^{2}}=R_{y \cdot y z}\left(L_{z} L_{y^{2}}=L_{z y \cdot y}\right)$. By Lemma 3.1, $R_{y^{2}} R_{z}=R_{y \cdot y z}\left(L_{z y \cdot y}=L_{y^{2}} L_{z}\right)$, thus $R_{z} R_{y^{2}}=R_{y^{2}} R_{z}\left(L_{z} L_{y^{2}}=L_{y^{2}} L_{z}\right)$ if and only if $x z \cdot y^{2}=x y^{2} \cdot z\left(y^{2} \cdot z x=z \cdot y^{2} x\right)$. Let $x=e$, then $z y^{2}=y^{2} z$ $\left(y^{2} z=z y^{2}\right)$ implies $L$ is centrum square.

Corollary 3.1. Let $L$ be a loop. $L$ is a centrum square $L C(R C)$-loop if and only if

1. $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for all $\alpha \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ and for some $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$,
2. $\alpha \beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ for all $\beta \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$ and for some $\alpha \in \Pi_{\rho}\left(\Pi_{\lambda}\right)$.

Proof. This follows from Lemma 3.1 and Theorem 3.2.

## 4. Isotopes of central loops

In [23] is concluded that central loops are not CC-loops. This means that the study of the isotopic invariance of C-loops will be trivial. This is, because if C-loops are CC-loops, then commutative C-loops would be groups since commutative CC-loops are groups. But from the constructions in [19], it follows that there are commutative C-loops which are not groups. The conclusion in [23] is based on the fact that the authors considered a loop of units in a central algebra.

Theorem 4.1. A loop $L$ is an $L C(R C)$-loop if and only if $\left(R_{y^{2}}, L_{y}^{-2}, I\right) \in$ $\operatorname{AUT}(L)\left(\right.$ resp. $\left.\left(R_{y}^{2}, L_{y^{2}}^{-1}, I\right) \in \operatorname{AUT}(L)\right)$ for all $y \in L$.

Proof. According to [19], $L$ is an LC-loop if and only if $x \cdot(y \cdot y z)=(x \cdot y y) z$ for all $x, y, z \in L$, while $L$ is an RC-loop if and only if $(z y \cdot y) x=z(y y \cdot x)$ for all $x, y, z \in L \cdot x \cdot(y \cdot y z)=(x \cdot y y) z$ if and only if $x \cdot z L_{y}^{2}=x R_{y^{2}} \cdot z$ if and only if $\left(R_{y^{2}}, L_{y}^{-2}, I\right) \in \operatorname{AUT}(L)$ for all $y \in L$, while $(z y \cdot y) x=z(y y \cdot x)$ if and only if $z R^{2} \cdot x=z \cdot x L_{y^{2}}$ if and only if $\left(R_{y}^{2}, L_{y^{2}}^{-1}, I\right) \in A U T(L)$ for all $y \in L$.

Corollary 4.1. Let $(L, \cdot)$ be an $L C(R C)$-loop, then $\left(R_{y^{2}} L_{x}^{2}, L_{y}^{-2}, L_{x}^{2}\right)$ (resp. $\left.\left(R_{y}^{2}, L_{y^{2}}^{-1} R_{x}^{2}, R_{x}^{2}\right)\right)$ belongs to $\operatorname{AUT}(L)$ for all $x, y \in L$.

Proof. In an LC-loop $L,\left(L_{x}^{2}, I, L_{x}^{2}\right) \in A U T(L)$ while in an RC-loop $L$ we have $\left(I, R_{x}^{2}, R_{x}^{2}\right) \in A U T(L)$. Thus, by Theorem 4.1, for any LC-loop, $\left(R_{y^{2}}, L_{y}^{-2}, I\right)\left(L_{x}^{2}, I, L_{x}^{2}\right)=\left(R_{y^{2}} L_{x}^{2}, L_{y}^{-2}, L_{x}^{2}\right) \in \operatorname{AUT}(L)$ and for any RCloop, $\left(R_{y}^{2}, L_{y^{2}}^{-1}, I\right)\left(I, R_{x}^{2}, R_{x}^{2}\right)=\left(R_{y}^{2}, L_{y^{2}}^{-1} R_{x}^{2}, R_{x}^{2}\right) \in \operatorname{AUT}(L)$.

Theorem 4.2. A loop $L$ is a C-loop if and only if $L$ is a right (left) alternative $L C(R C)$-loop.

Proof. If $(L, \cdot)$ is an LC(RC)-loop, then by Theorem 4.1, $\left(R_{y^{2}}, L_{y}^{-2}, I\right)$ (resp. $\left.\left(R_{y}^{2}, L_{y^{2}}^{-1}, I\right)\right) \in A U T(L)$ for all $y \in L$. If $L$ has the right (left) alternative property, then $\left(R_{y}^{2}, L_{y}^{-2}, I\right) \in \operatorname{AUT}(L)$ for all $y \in L$ if and only if $L$ is a C-loop.

Lemma 4.1. A loop $L$ is an $L C(R C, C)$-loop if and only if $R_{y^{2}} \in \Phi(L)$ (resp. $\left.R_{y}^{2}, R_{y}^{2} \in \Phi(L)\right)$ and $\left(R_{y^{2}}\right)^{*}=L_{y}^{2} \in \Phi^{*}(L)\left(\right.$ resp. $\left(R_{y}^{2}\right)^{*}=L_{y^{2}} \in$ $\left.\Phi^{*}(L),\left(R_{y}^{2}\right)^{*}=L_{y}^{2} \in \Phi^{*}(L)\right)$ for all $y \in L$.

Proof. This can be deduced from Theorem 4.1.
Theorem 4.3. Let $(G, \cdot)$ and $(H, \circ)$ be two distinct loops. If $G$ is a central square $L C(R C)$-loop, $H$ an alternative central square loop and the triple $\alpha=(A, B, B)($ resp. $\alpha=(A, B, A))$ is an isotopism of $G$ onto $H$, then $H$ is a $C$-loop.

Proof. $G$ is a LC(RC)-loop if and only if $R_{y^{2}}\left(R_{y}^{2}\right) \in \Phi(G)$ and $\left(R_{y^{2}}\right)^{*}=L_{y}^{2}$ (resp. $\left.\left(R_{y}^{2}\right)^{*}=L_{y^{2}}\right) \in \Phi^{*}(G)$ for all $x \in G$. Using the idea of [6], $L_{x A}^{\prime}=B^{-1} L_{x} B$ and $R_{x B}^{\prime}=A^{-1} R_{x} A$ for all $x \in G$. Using Corollary 2.1, for the case when $G$ is an LC-loop: let $h: \Phi(G) \rightarrow \Phi(H)$ and $h^{*}: \Phi^{*}(G) \rightarrow \Phi^{*}(H)$ be defined as $h(U)=B^{-1} U B$ for all $U \in \Phi(G)$ and $h^{*}(V)=B^{-1} V B$ for all $V \in \Phi^{*}(G)$. This mappings are isomorphisms. Using the hypothesis, $h\left(R_{y^{2}}\right)=h\left(L_{y^{2}}\right)=h\left(L_{y}^{2}\right)=B^{-1} L_{y}^{2} B=$
$B^{-1} L_{y} B B^{-1} L_{y} B=L_{y A}^{\prime} L_{y A}^{\prime}=L_{y A}^{\prime 2}=L_{(y A)^{2}}^{\prime}=R_{(y A)^{2}}^{\prime}=R_{(y A)}^{\prime 2} \in \Phi(H)$. $h^{*}\left[\left(R_{y^{2}}\right)^{*}\right]=h^{*}\left(L_{y}^{2}\right)=B^{-1} L_{y}^{2} B=B^{-1} L_{y} L_{y} B=B^{-1} L_{y} B B^{-1} L_{y} B=$ $L_{y A}^{\prime} L_{y A}^{\prime}=L_{y A}^{\prime 2} \in \Phi^{*}(H)$. So, $R_{y}^{\prime 2} \in \Phi(H)$ and $\left(R_{y}^{\prime 2}\right)^{*}=L_{y}^{\prime 2} \in \Phi^{*}(H)$ for all $y \in H$ if and only if $H$ is a C-loop.

For the case of RC-loops, using $h$ and $h^{*}$ as above, but now defined as: $h(U)=A^{-1} U A$ for all $U \in \Phi(G)$ and $h^{*}(V)=A^{-1} V A$ for all $V \in \Phi^{*}(G)$. This mappings are still isomorphisms. Using the hypotheses, $h\left(R_{y}^{2}\right)=A^{-1} R_{y}^{2} A=A^{-1} R_{y} A A^{-1} R_{y} A=R_{y B}^{\prime} R_{y B}^{\prime}=R_{y B}^{\prime 2} \in$ $\Phi(H) . \quad h^{*}\left[\left(R_{y}^{2}\right)^{*}\right]=h^{*}\left(L_{y^{2}}\right)=h^{*}\left(R_{y^{2}}\right)=A^{-1} R_{y}^{2} A=A^{-1} R_{y} R_{y} B=$ $B^{-1} R_{y} B B^{-1} R_{y} B=R_{y A}^{\prime} R_{y A}^{\prime}=R_{y A}^{2}=R_{(y A)^{2}}^{\prime}=L_{(y A)^{2}}^{\prime}=L_{y A}^{\prime 2} \in \Phi^{*}(H)$. So, $R_{y}^{\prime 2} \in \Phi(H)$ and $\left(R_{y}^{\prime 2}\right)^{*}=L_{y}^{\prime 2} \in \Phi^{*}(H)$ if and only if $H$ is a C-loop.

Corollary 4.2. Let $(G, \cdot)$ and $(H, \circ)$ be two distinct loops. If $G$ is a central square left (right) $R C(L C)$-loop, $H$ an alternative central square loop and the triple $\alpha=(A, B, B)($ resp. $\alpha=(A, B, A))$ is an isotopism of $G$ onto $H$, then $H$ is a $C$-loop.

Proof. By Theorem 4.2, $G$ is a C-loop in each case. The rest of the proof follows by Theorem 4.3.

Remark 4.1. Corollary 4.2 was proved in [13].

## 5. Central square C-loops of exponent 4

For a loop $(L, \cdot)$, the bijection $J: L \rightarrow L$ is defined by $x J=x^{-1}$.
Theorem 5.1. If for a C-loop $(L, \cdot)\left(I, L_{z}^{2}, J L_{z}^{2} J\right)$ or $\left(R_{z}^{2}, I, J R_{z}^{2} J\right)$ lies in $A U T(L)$, then $L$ is a loop of exponent 4.

Proof. If $\left(I, L_{z}^{2}, J L_{z}^{2} J\right) \in A U T(L)$ for all $z \in L$, then: $x \cdot y L_{z}^{2}=(x y) J L_{z}^{2} J$ for all $x, y, z \in L$ implies $x \cdot z^{2} y=x y \cdot z^{-2}$, whence $z^{2} y \cdot z^{2}=y$. Then $y^{4}=e$. Hence $L$ is a C-loop of exponent 4 .

If $\left(R_{z}^{2}, I, J R_{z}^{2} J\right) \in A U T(L)$ for all $z \in L$, then: $x R_{z}^{2} \cdot y=(x y) J R_{z}^{2} J$ for all $x, y, z \in L \longrightarrow\left(x z^{2}\right) \cdot y=\left[(x y)^{-1} z^{2}\right]^{-1} \longrightarrow\left(x z^{2}\right) \cdot y=z^{-2}(x y) \longrightarrow$ $\left(x z^{2}\right) \cdot y=z^{-2} x \cdot y \longrightarrow x z^{2}=z^{-2} x \longrightarrow z^{4}=e$. Hence $L$ is a C-loop of exponent 4 .

Theorem 5.2. If in a $C$-loop $L$ for all $z \in L\left(I, L_{z}^{2}, J L_{z}^{2} J\right)$ or $\left(R_{z}^{2}, I, J R_{z}^{2} J\right)$ is in $A U T(L)$, then $L$ is a central square C-loop of exponent 4.

Proof. If $\left(I, L_{z}^{2}, J L_{z}^{2} J\right) \in A U T(L)$ for all $z \in L$, then $x \cdot y L_{z}^{2}=(x y) J L_{z}^{2} J$ for all $x, y, z \in L$, whence $x \cdot z^{2} y=x y \cdot z^{-2}$.

If $\left(R_{z}^{2}, I, J R_{z}^{2} J\right) \in A U T(L)$ for all $z \in L$, then $x R_{z}^{2} \cdot y=(x y) J R_{z}^{2} J$ for all $x, y, z \in L$, whence $x z^{2} \cdot y=z^{-2} \cdot x y$.

So, in both these cases we have $x \cdot z^{2} y=x z^{2} \cdot y \longleftrightarrow x y \cdot z^{-2}=z^{-2} \cdot x y$. For $t=x y$, we get $t z^{-2}=z^{-2} t \longleftrightarrow z^{2} t^{-1}=t^{-1} z^{2}$, which implies $z^{2} \in C(L, \cdot)$ for all $z \in L$.

Since C-loops arenuclear square (cf. [19]), we have $z^{2} \in Z(L, \cdot)$. Hence $L$ is a central square C-loop. By Theorem 5.1, $x^{4}=e$.

Remark 5.1. In [19], C-loops of exponent 2 were found. In [19] and [11] i is proved that C-loops are naturally nuclear square. Our Theorem 5.2 gives some conditions under which a C-loop can be naturally central square.

Theorem 5.3. If $A=(U, V, W) \in \operatorname{AUT}(L)$ for a C-loop $(L, \cdot)$, then $A_{\rho}=$ $(V, U, J W J) \notin \operatorname{AUT}(L)$, but $A_{\mu}=(W, J V J, U), A_{\lambda}=(J U J, W, V)$ are in $A U T(L)$.

Proof. The fact that $A_{\mu}, A_{\lambda} \in A U T(L)$ has been shown in [5] and [16] for an I.P.L. $L$. Let $L$ be a C-loop. Since C-loops are inverse property loops, $A_{\mu}=(W, J V J, U), A_{\lambda}=(J U J, W, V) \in A U T(L)$. A C-loop is both an RC-loop and an LC-loop. So, $\left(I, R_{x}^{2}, R_{x}^{2}\right),\left(L_{x}^{2}, I, L_{x}^{2}\right) \in \operatorname{AUT}(L, \cdot)$ for all $x \in L$. Thus, if $A_{\rho} \in A U T(L)$ when $A=\left(I, R_{x}^{2}, R_{x}^{2}\right)$ and $A=\left(L_{x}^{2}, I, L_{x}^{2}\right)$, $A_{\rho}=\left(I, L_{x}^{2}, J L_{x}^{2} J\right) \in A U T(L)$ and $A_{\rho}=\left(R_{x}^{2}, I, J R_{x}^{2} J\right) \in A U T(L)$ hence by Theorem 5.1 and Theorem 5.2, all C-loops are central square and of exponent 4 (in fact it will soon be seen in Theorem 5.4 that central square C-loops of exponent 4 are groups), which is false. So, $A_{\rho}=(V, U, J W J) \notin$ $A U T(L)$.

Corollary 5.1. If $\left(I, L_{z}^{2}, J L_{z}^{2} J\right) \in \operatorname{AUT}(L)$, and $\left(R_{z}^{2}, I, J R_{z}^{2} J\right) \in \operatorname{AUT}(L)$ for all $z \in L$, where $(L, \cdot)$ is a $C$-loop, then

1. L is flexible,
2. $(x y)^{2}=(y x)^{2}$ for all $x, y \in L$,
3. $x \mapsto x^{3}$ is an anti-automorphism.

Proof. This is a consequence of Theorem 5.2, Lemma 5.1 and Corollary 5.2 of [15].

Theorem 5.4. A central square C-loop of exponent 4 is a group.

Proof. To prove this, it shall be shown that $R(x, y)=I$ for all $x, y \in L$.
Using Corollary 5.1 we see that for any $w \in L$ will be $w R(x, y)=$ $w R_{x} R_{y} R_{x y}^{-1}=(w x) y \cdot(x y)^{-1}=(w x)\left(x^{2} y x^{2}\right) \cdot(x y)^{-1}=\left(w x^{3}\right)\left(y x^{2}\right) \cdot(x y)^{-1}=$ $\left(w^{2}\left(w^{3} x^{3}\right)\right)\left(y x^{2}\right) \cdot(x y)^{-1}=\left(w^{2}(x w)^{3}\right)\left(y x^{2}\right) \cdot(x y)^{-1}=w^{2}(x w)^{3} \cdot\left(y x^{2}\right)(x y)^{-1}$ $=w^{2}(x w)^{3} \cdot\left[y \cdot x^{2}(x y)^{-1}\right]=w^{2}(x w)^{3} \cdot\left[y \cdot x^{2}\left(y^{-1} x^{-1}\right)\right]=w^{2}(x w)^{3} \cdot\left[y\left(y^{-1} x^{-1} \cdot x^{2}\right)\right]=$ $w^{2}(x w)^{3} \cdot\left[y\left(y^{-1} x\right)\right]=w^{2}(x w)^{3} \cdot x=w^{2}\left(w^{3} x^{3}\right) \cdot x=w^{2} \cdot\left(w^{3} x^{3}\right) x=$ $w^{2} \cdot\left(w^{3} x^{-1}\right) x=w^{2} w^{3}=w^{5}=w \longleftrightarrow R(x, y)=I \longleftrightarrow R_{x} R_{y} R_{x y}^{-1}=$ $I \longleftrightarrow R_{x} R_{y}=R_{x y} \longleftrightarrow z R_{x} R_{y}=z R_{x y} \longleftrightarrow z x \cdot y=z \cdot x y \longleftrightarrow L$ is a group.

Corollary 5.2. If $\left(I, L_{z}^{2}, J L_{z}^{2} J\right) \in A U T(L)$ and $\left(R_{z}^{2}, I, J R_{z}^{2} J\right) \in A U T(L)$ for all $z \in L$, where $L$ is a C-loop, then $L$ is a group.

Proof. This follows from Theorem 5.2 and Theorem 5.4.
Remark 5.2. Central square C-loops of exponent 4 are A-loops.
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# Intuitionistic (S, T)-fuzzy Lie ideals of Lie algebras 

Muhammad Akram


#### Abstract

In this paper we introduce the notion of an intuitionistic $(S, T)$-fuzzy Lie ideal of a Lie algebra and investigate some related properties. Nilpotency of intuitionistic ( $S, T$ )-fuzzy Lie ideals is introduced. Intuitionistic $(S, T)$ fuzzy of adjoint representation of Lie algebras is introduced and the relation between this representation and nilpotent intuitionistic $(S, T)$-fuzzy Lie ideals is discussed. Killing form in the intuitionistic ( $S, T$ )-fuzzy case is defined and some of its properties are studied.


## 1. Introduction

Lie algebras were first discovered by Sophus Lie (1842-1899) when he attempted to classify certain "smooth" subgroups of general linear groups. The groups he considered are now called Lie groups. By taking the tangent space at the identity element of such a group, he obtained the Lie algebra and hence the problems on groups can be reduced to problems on Lie algebras so that it becomes more tractable. Lie algebra is applied in different domains of physics and mathematics, such as spectroscopy of molecules, atoms, nuclei, hadrons, hyperbolic and stochastic differential equations.

After the introduction of fuzzy sets by L. Zadeh [14], various notions of higher-order fuzzy sets have been proposed. Among them, intuitionistic fuzzy sets, introduced by K. Atanassov [2, 3], have drawn the attention of many researchers in the last decades. This is mainly due to the fact that intuitionistic fuzzy sets are consistent with human behavior, by reflecting and modeling the hesitancy present in real-life situations. In fact, the fuzzy

[^1]sets give the degree of membership of an element in a given set, while intuitionistic fuzzy sets give both a degree of membership and a degree of non-membership. As for fuzzy sets, the degree of membership is a real number between 0 and 1 . This is also the case for the degree of nonmembership, and furthermore the sum of these two degrees is not greater than 1. Fuzzy and anti fuzzy Lie ideals in Lie algebras have been studied in [1, 4, 7, 8, 9, 12].

In this paper, we introduce the notion of an intuitionistic $(S, T)$-fuzzy Lie ideal of a Lie algebra and investigate some of related properties. Nilpotency of intuitionistic ( $S, T$ )-fuzzy Lie ideals is introduced. Intuitionistic $(S, T)$-fuzzy of adjoint representation of Lie algebras is introduced and the relation between this representation and nilpotent intuitionistic ( $S, T$ )-fuzzy Lie ideals is proved. Killing form in the intuitionistic ( $S, T$ )-fuzzy case is defined and some of its properties are studied.

## 2. Preliminaries

A Lie algebra is a vector space $L$ over a field $F$ (equal to $\mathbf{R}$ or $\mathbf{C}$ ) on which $L \times L \rightarrow L$ denoted by $(x, y) \rightarrow[x, y]$ is defined satisfying the following axioms:
$\left(L_{1}\right)[x, y]$ is bilinear,
$\left(L_{2}\right)[x, x]=0$ for all $x \in L$,
( $L_{3}$ ) $[[x, y], z]+[[y, z], x]+[[z, x], y]=0$ for all $x, y, z \in L$ (Jacobi identity).
In this paper by $L$ will be denoted a Lie algebra. We note that the multiplication in a Lie algebra is not associative, i.e., it is not true in general that $[[x, y], z]=[x,[y, z]]$. But it is anti commutative, i.e., $[x, y]=-[y, x]$.

A subspace $H$ of $L$ closed under [, ] will be called a Lie subalgebra. A subspace $I$ of $L$ with the property $[I, L] \subseteq I$ will be called a Lie ideal of $L$. Obviously, any Lie ideal is a subalgebra. Let $\gamma$ be a fuzzy set on $L$, i.e., a map $\gamma: L \rightarrow[0,1]$. A fuzzy set $\gamma: L \rightarrow[0,1]$ is called a fuzzy Lie subalgebra of $L$ if
(a) $\gamma(x+y) \geqslant \min \{\gamma(x), \gamma(y)\}$,
(b) $\gamma(\alpha x) \geqslant \gamma(x)$,
(c) $\gamma([x, y]) \geqslant \min \{\gamma(x), \gamma(y)\}$
hold for all $x, y \in L$ and $\alpha \in F$. A fuzzy subset $\gamma: L \rightarrow[0,1]$ satisfying (a), (b) and
(d) $\gamma([x, y]) \geqslant \gamma(x)$
is called a fuzzy Lie ideal of $L$. The addition and the commutator [, ] of $L$ are extended by Zadeh's extension principle [15], to two operations on $I^{L}$ in the following way:

$$
\begin{gathered}
(\mu \oplus \lambda)(x)=\sup \{\min \{\mu(y), \lambda(z)\} \mid y, z \in L, y+z=x\}, \\
\ll \mu, \lambda \gg(x)=\sup \{\min \{\mu(y), \lambda(z)\} \mid y, z \in L,[y, z]=x\},
\end{gathered}
$$

where $\mu, \lambda$ are fuzzy sets on $I^{L}$ and $x \in L$. The scalar multiplication $\alpha x$ for $\alpha \in F$ and $x \in L$ is extended to an action of the field $F$ on $I^{L}$ denoted by $\odot$ as follows for all $\mu \in I^{L}, \alpha \in F$ and $x \in L$ :

$$
(\alpha \odot \mu)(x)= \begin{cases}\mu\left(\alpha^{-1} x\right) & \text { if } \alpha \neq 0 \\ 1 & \text { if } \alpha=0, x=0 \\ 0 & \text { if } \alpha=0, x \neq 0\end{cases}
$$

The two operations of the field $F$ can be extended to two operations on $I^{F}$ in the same way. The operations are denoted by $\oplus$ and $\circ$ as well [15]. The zeros of $L$ and $F$ are denoted by the same symbol 0 . Obviously $0 \odot \mu=1_{0}$ for every $\mu \in I^{L}$ and every $\mu \in I^{F}$, where $1_{x}$ is the fuzzy subset taking 1 at $x$ and 0 elsewhere.

Let $L$ be a Lie algebra. A fuzzy subset $\gamma$ of $L$ is called an anti fuzzy Lie ideal of $L$ if the following axioms are satisfied:
$\left(A F_{1}\right) \quad \gamma(x+y) \leqslant \max (\gamma(x), \gamma(y))$,
$\left(A F_{2}\right) \gamma(\alpha x) \leqslant \gamma(x)$,
$\left(A F_{3}\right) \quad \gamma([x, y]) \leqslant \gamma(x)$
for all $x, y \in L$ and $\alpha \in F$.
A $t$-norm is a mapping $T:[0,1] \times[0,1] \rightarrow[0,1]$ such that
$\left(T_{1}\right) T(x, 1)=x$,
( $\left.T_{2}\right) T(x, y)=T(y, x)$,
( $\left.T_{3}\right) T(x, T(y, z))=T(T(x, y), z)$,
$\left(T_{4}\right) T(x, y) \leqslant T(x, z)$ whenever $y \leqslant z$,
where $x, y, z \in[0,1]$. Replacing 1 by 0 in condition $\left(T_{1}\right)$, we obtain the concept of $s$-norm $S$.

A mapping $A=\left(\mu_{A}, \lambda_{A}\right): L \rightarrow[0,1] \times[0,1]$ is called an intuitionistic fuzzy set (IFS, in short) in $L$ if $\mu_{A}(x)+\lambda_{A}(x) \leqslant 1$, for all $x \in L$, where the mappings $\mu_{A}: L \rightarrow[0,1]$ and $\lambda_{A}: L \rightarrow[0,1]$ denote the degree of membership (namely $\mu_{A}(x)$ ) and the degree of non-membership (namely $\left.\lambda_{A}(x)\right)$ of each element $x \in L$ to $A$ respectively. In particular, $0_{\sim}$ and $1_{\sim}$ denote the intuitionistic fuzzy empty set and the intuitionistic fuzzy whole set in a set $L$ defined by $0 \sim(x)=(0,1)$ and $1_{\curvearrowleft}(x)=(1,0)$ for each $x \in L$ respectively.

## 3. Intuitionistic ( $S, T$ )-fuzzy Lie ideals

Definition 3.1. An intuitionistic fuzzy set $A=\left(\mu_{A}, \lambda_{A}\right)$ on $L$ is called an intuitionistic fuzzy Lie ideal of $L$ with respect to the $t$-norm $T$ and the $s$-norm $S$ (shortly, intuitionistic $(S, T)$-fuzzy Lie ideals of $L$ ) if
(1) $\mu_{A}(x+y) \geqslant T\left(\mu_{A}(x), \mu_{A}(y)\right)$ and $\lambda_{A}(x+y) \leqslant S\left(\lambda_{A}(x), \lambda_{A}(y)\right)$,
(2) $\mu_{A}(\alpha x) \geqslant \mu_{A}(x)$ and $\lambda_{A}(\alpha x) \leqslant \lambda_{A}(x)$,
(3) $\mu_{A}([x, y]) \geqslant \mu_{A}(x)$ and $\lambda_{A}([x, y]) \leqslant \lambda_{A}(x)$
is satisfied for all $x, y \in L$ and $\alpha \in F$.
From (2) it follows that
(4) $\mu_{A}(0) \geqslant \mu_{A}(x)$ and $\lambda_{A}(0) \leqslant \lambda_{A}(x)$,
(5) $\mu_{A}(-x)=\mu_{A}(x)$ and $\lambda_{A}(-x)=\lambda_{A}(x)$
for all $x \in L$.
Example 3.2. Let $\Re^{2}=\{(x, y) \mid, x, y \in R\}$ be the set of all 2-dimensional real vectors. Then $\Re^{2}$ with the bracket [, ] defined as usual cross product, i.e., $[x, y]=x \times y$, is a real Lie algebra. We define an intuitionistic fuzzy set $A=\left(\mu_{A}, \lambda_{A}\right): L \rightarrow[0,1] \times[0,1]$ as follows:

$$
\mu_{A}(x, y)=\left\{\begin{array}{ll}
m_{1} & \text { if } x=y=0, \\
m_{2} & \text { otherwise },
\end{array} \quad \lambda_{A}(x, y)= \begin{cases}m_{2} & \text { if } x=y=0 \\
m_{1} & \text { otherwise }\end{cases}\right.
$$

where $m_{1}>m_{2}$ and $m_{1}, m_{2} \in[0,1]$. Let $T$ be a $t$-norm which is defined by $T(x, y)=\max \{x+y-1,0\}$ and $S$ an $s$-norm which is defined by $S(x, y)=$ $\min \{x+y, 1\}$ for all $x, y \in[0,1]$. Then by routine computation, we see that $A=\left(\mu_{A}, \lambda_{A}\right)$ is an intuitionistic ( $S, T$ )-fuzzy Lie ideal of $L$.

The following proposition is obvious.
Proposition 3.3. If $A$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L$, then
(i) $\mu_{A}([x, y]) \geqslant S\left(\mu_{A}(x), \mu_{A}(y)\right)$,
(ii) $\quad \lambda_{A}([x, y]) \leqslant T\left(\lambda_{A}(x), \lambda_{A}(y)\right)$
for all $x, y \in L$.
Theorem 3.4. Let $G_{0} \subset G_{1} \subset G_{2} \subset \ldots G_{n}=L$ be a chain of Lie ideals of a Lie algebra L. Then there exists an intuitionistic ( $S, T$ )-fuzzy Lie ideal $A$ of $L$ for which level subsets $U\left(\mu_{A}, \alpha\right)$ and $L\left(\lambda_{A}, \beta\right)$ coincide with this chain.

Proof. Let $\left\{\alpha_{k} \mid k=0,1, \ldots, n\right\}$ and $\left\{\beta_{k} \mid k=0,1, \ldots, n\right\}$ be finite decreasing and increasing sequences in $[0,1]$ such that $\alpha_{i}+\beta_{i} \leqslant 1$, for $i=0,1, \ldots, n$. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic fuzzy set in $L$ defined by $\mu_{A}\left(G_{0}\right)=\alpha_{0}$, $\lambda_{A}\left(G_{0}\right)=\beta_{0}, \mu_{A}\left(G_{k} \backslash G_{k-1}\right)=\alpha_{k}$ and $\lambda_{A}\left(G_{k} \backslash G_{k-1}\right)=\beta_{k}$ for $0<k \leqslant n$. Let $x, y \in L$. If $x, y \in G_{k} \backslash G_{k-1}$, then $x+y, \alpha x,[x, y] \in G_{k}$ and

$$
\begin{gathered}
\mu_{A}(x+y) \geqslant \alpha_{k}=T\left(\mu_{A}(x), \mu_{A}(y)\right), \\
\left.\lambda_{A}(x+y) \leqslant \beta_{k}=S\left(\lambda_{A}(x)\right), \lambda_{A}(y)\right), \\
\mu_{A}(\alpha x) \geqslant \alpha_{k}=\mu_{A}(x), \quad \lambda_{A}(\alpha x) \leqslant \beta_{k}=\lambda_{A}(x), \\
\mu_{A}([x, y]) \geqslant \alpha_{k}=\mu_{A}(x), \quad \lambda_{A}([x, y]) \leqslant \beta_{k}=\lambda_{A}(x) .
\end{gathered}
$$

For $i>j$, if $x \in G_{i} \backslash G_{i-1}$ and $y \in G_{j} \backslash G_{j-1}$, then $\mu_{A}(x)=\alpha_{i}=\mu_{A}(y)$, $\lambda_{A}(x)=\beta_{j}=\lambda_{A}(y)$ and $x+y, \alpha x,[x, y] \in G_{i}$. Thus

$$
\begin{gathered}
\mu_{A}(x+y) \geqslant \alpha_{i}=T\left(\mu_{A}(x), \mu_{A}(y)\right), \\
\left.\lambda_{A}(x+y) \leqslant \beta_{j}=S\left(\lambda_{A}(x)\right), \lambda_{A}(y)\right), \\
\mu_{A}(\alpha x) \geqslant \alpha_{i}=\mu_{A}(x), \quad \lambda_{A}(\alpha x) \leqslant \beta_{j}=\lambda_{A}(x), \\
\mu_{A}([x, y]) \geqslant \alpha_{i}=\mu_{A}(x), \quad \lambda_{A}([x, y]) \leqslant \beta_{j}=\lambda_{A}(x) .
\end{gathered}
$$

So, $A=\left(\mu_{A}, \lambda_{A}\right)$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of a Lie algebra $L$ and all its nonempty level subsets are Lie ideals. Since $\operatorname{Im}\left(\mu_{A}\right)=$ $\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}\right\}, \operatorname{Im}\left(\lambda_{A}\right)=\left\{\beta_{0}, \beta_{1}, \ldots, \beta_{n}\right\}$, level subsets of $A$ form chains:

$$
U\left(\mu_{A}, \alpha_{0}\right) \subset U\left(\mu_{A}, \alpha_{1}\right) \subset \ldots \subset U\left(\mu_{A}, \alpha_{n}\right)=L
$$

and

$$
L\left(\lambda_{A}, \beta_{0}\right) \subset L\left(\lambda_{A}, \beta_{1}\right) \subset \ldots \subset L\left(\lambda_{A}, \beta_{n}\right)=L,
$$

respectively. Indeed,

$$
\begin{aligned}
U\left(\mu_{A}, \alpha_{0}\right) & =\left\{x \in L \mid \mu_{A}(x) \geqslant \alpha_{0}\right\}=G_{0} \\
L\left(\lambda_{A}, \beta_{0}\right) & =\left\{x \in L \mid \lambda_{A}(x) \leqslant \beta_{0}\right\}=G_{0} .
\end{aligned}
$$

We now prove that

$$
U\left(\mu_{A}, \alpha_{k}\right)=G_{k}=L\left(\lambda_{A}, \beta_{k}\right) \text { for } 0<k \leqslant n
$$

Clearly, $G_{k} \subseteq U\left(\mu_{k}, \alpha_{k}\right)$ and $G_{k} \subseteq L\left(\lambda_{A}, \beta_{k}\right)$. If $x \in U\left(\mu_{A}, \alpha_{k}\right)$, then $\mu_{A}(x) \geqslant \alpha_{k}$ and so $x \notin G_{i}$ for $i>k$. Hence

$$
\mu_{A}(x) \in\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{k}\right\}
$$

which implies $x \in G_{i}$ for some $i \leqslant k$. Since $G_{i} \subseteq G_{k}$, it follows that $x \in G_{k}$. Consequently, $U\left(\mu_{A}, \alpha_{k}\right)=G_{k}$ for some $0<k \leqslant n$. Now if $y \in L\left(\lambda_{A}, \beta_{k}\right)$, then $\lambda_{A}(x) \leqslant \beta_{k}$ and so $y \notin G_{i}$ for $j \leqslant k$. Thus

$$
\lambda_{A}(x) \in\left\{\beta_{0}, \beta_{1}, \ldots, \beta_{k}\right\}
$$

which implies $x \in G_{j}$ for some $j \leqslant k$. Since $G_{j} \subseteq G_{k}$, it follows that $y \in G_{k}$. Consequently, $L\left(\lambda_{A}, \beta_{k}\right)=G_{k}$ for some $0<k \leqslant n$. This completes the proof.

Definition 3.5. Let $f: L_{1} \rightarrow L_{2}$ be a homomorphism of Lie algebras. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an IFS of $L_{2}$. Then we can define an IFS $f^{-1}(A)$ of $L_{1}$ by

$$
f^{-1}(A)(x)=A(f(x))=\left(\mu_{A}(f(x)), \lambda_{A}(f(x))\right) \quad \forall x \in L_{1} .
$$

Proposition 3.6. Let $f: L_{1} \rightarrow L_{2}$ be an epimorphism of Lie algebras. Then $A$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{2}$ if and only if $f^{-1}(A)$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{1}$.
Proof. Straightforward.
Definition 3.7. Let $f: L_{1} \rightarrow L_{2}$ be a homomorphism of Lie algebras. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic fuzzy set of $L_{1}$. Then IFS $f(A)=\left(f\left(\mu_{A}\right), f\left(\lambda_{A}\right)\right)$ in $L_{2}$ is defined by

$$
\begin{aligned}
& f\left(\mu_{A}\right)(y)= \begin{cases}\sup \left\{\mu_{A}(t) \mid t \in L_{1}, f(t)=y\right\}, & \text { if } f^{-1}(y) \neq \emptyset, \\
0, & \text { otherwise },\end{cases} \\
& f\left(\lambda_{A}\right)(y)= \begin{cases}\inf \left\{\lambda_{A}(t) \mid t \in L_{1}, f(t)=y\right\}, & \text { if } f^{-1}(y) \neq \emptyset \\
1, & \text { otherwise }\end{cases}
\end{aligned}
$$

Definition 3.8. Let $L_{1}$ and $L_{2}$ be any sets and $f: L_{1} \rightarrow L_{2}$ any function. Then, we call an intuitionistic fuzzy set $A=\left(\mu_{A}, \lambda_{A}\right)$ of $L_{1} f$-invariant if $f(x)=f(y)$ implies $A(x)=A(y)$, i.e., $\mu_{A}(x)=\mu_{A}(y), \lambda_{A}(x)=\lambda_{A}(y)$ for $x, y \in L_{1}$.

Theorem 3.9. Let $f: L_{1} \rightarrow L_{2}$ be an epimorphism of Lie algebras. Then $A=\left(\mu_{A}, \lambda_{A}\right)$ is an $f$-invariant intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{1}$ if and only if $f(A)$ is an intuitionistic $(S, T)$-fuzzy ideal of $L_{2}$.

Proof. Let $x, y \in L_{2}$. Then there exist $a, b \in L_{1}$ such that $f(a)=x$, $f(b)=y$ and $x+y=f(a+b), \alpha x=\alpha f(a)$. Since $A$ is $f$-invariant, by straightforward verification, we have

$$
\begin{gathered}
f\left(\mu_{A}\right)(x+y)=\mu_{A}(a+b) \geqslant T\left(\mu_{A}(a), \mu_{A}(b)\right)=T\left(f\left(\mu_{A}\right)(x), f\left(\mu_{A}\right)(y)\right), \\
f\left(\lambda_{A}\right)(x+y)=\lambda_{A}(a+b) \leqslant S\left(\lambda_{A}(a), \lambda_{A}(b)\right)=S\left(f\left(\lambda_{A}\right)(x), f\left(\lambda_{A}\right)(y)\right), \\
f\left(\mu_{A}\right)(\alpha x)=\mu_{A}(\alpha a) \geqslant \mu_{A}(a)=f\left(\mu_{A}\right)(x), \\
f\left(\lambda_{A}\right)(\alpha x)=\lambda_{A}(\alpha a) \leqslant \lambda_{A}(a)=f\left(\lambda_{A}\right)(x), \\
f\left(\mu_{A}\right)([x, y])=\mu_{A}([a, b])=\left[\mu_{A}(a), \mu_{A}(b)\right] \geqslant \mu_{A}(a)=f\left(\mu_{A}\right)(x), \\
f\left(\lambda_{A}\right)([x, y])=\lambda_{A}([a, b])=\left[\lambda_{A}(a), \lambda_{A}(b)\right] \leqslant \lambda_{A}(a)=f\left(\lambda_{A}\right)(x) .
\end{gathered}
$$

Hence $f(A)$ is an intuitionistic ( $S, T$ )-fuzzy Lie ideal of $L_{2}$.
Conversely, if $f(A)$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{2}$, then for any $x \in L_{1}$

$$
\begin{aligned}
f^{-1}\left(f\left(\mu_{A}\right)\right)(x) & =f\left(\mu_{A}\right)(f(x))=\sup \left\{\mu_{A}(t) \mid t \in L_{1}, f(t)=f(x)\right\} \\
& =\sup \left\{\mu_{A}(t) \mid t \in L_{1}, \mu_{( }(t)=\mu_{A}(x)\right\}=\mu_{A}(x), \\
f^{-1}\left(f\left(\lambda_{A}\right)\right)(x) & =f\left(\lambda_{A}\right)(f(x))=\inf \left\{\lambda_{A}(t) \mid t \in L_{1}, f(t)=f(x)\right\} \\
& \left.=\inf \left\{\lambda_{A}(t) \mid t \in L_{1}, \lambda_{1} t\right)=\lambda_{A}(x)\right\}=\lambda_{A}(x) .
\end{aligned}
$$

Hence $f^{-1}(f(A))=A$ is an intuitionistic $(S, T)$-fuzzy Lie ideal.
Lemma 3.10. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic (S,T)-fuzzy Lie ideal of a Lie algebra $L$ and let $x \in L$. Then $\mu_{A}(x)=t, \lambda_{A}(x)=s$ if and only if $x \in U\left(\mu_{A}, t\right), x \notin U\left(\mu_{A}, s\right)$ and $x \in L\left(\lambda_{A}, s\right), x \notin L\left(\lambda_{A}, t\right)$, for all $s>t$.

Proof. Straightforward.

Definition 3.11. A Lie ideal $A$ of Lie algebra $L$ is said to be characteristic if $f(A)=A$, for all $f \in \operatorname{Aut}(L)$, where $\operatorname{Aut}(L)$ is the set of all automorphisms of a Lie algebra $L$. An intuitionistic $(S, T)$-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ of a Lie algebra $L$ is called characteristic if $\mu_{A}(f(x))=\mu_{A}(x)$ and $\lambda_{A}(f(x))=$ $\lambda_{A}(x)$ for all $x \in L$ and $f \in \operatorname{Aut}(L)$.
Theorem 3.12. An intuitionistic $(S, T)$-fuzzy Lie ideal is characteristic if and only if each its level set is a characteristic Lie ideal.
Proof. Let an intuitionistic $(S, T)$-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ be characteristic, $t \in \operatorname{Im}\left(\mu_{A}\right), f \in \operatorname{Aut}(L), x \in U\left(\mu_{A}, t\right)$. Then $\mu_{A}(f(x))=\mu_{A}(x) \geqslant$ $t$, which means that $f(x) \in U\left(\mu_{A}, t\right)$. Thus $f\left(U\left(\mu_{A}, t\right)\right) \subseteq U\left(\mu_{A}, t\right)$. Since for each $x \in U\left(\mu_{A}, t\right)$ there exists $y \in L$ such that $f(y)=x$ we have $\mu_{A}(y)=\mu_{A}(f(y))=\mu_{A}(x) \geqslant t$, whence we conclude $y \in U\left(\mu_{A}, t\right)$. Consequently $x=f(y) \in f\left(U\left(\mu_{A}, t\right)\right)$. Hence $f\left(U\left(\mu_{A}, t\right)\right)=U\left(\mu_{A}, t\right)$. Similarly, $f\left(L\left(\lambda_{A}, s\right)\right)=L\left(\lambda_{A}, s\right)$. This proves that $U\left(\mu_{A}, t\right)$-and $L\left(\lambda_{A}, s\right)$ are characteristic.

Conversely, if all levels of $A=\left(\mu_{A}, \lambda_{A}\right)$ are characteristic Lie ideals of $L$, then for $x \in L, f \in \operatorname{Aut}(L)$ and $\mu_{A}(x)=t<s=\lambda_{A}(x)$, by Lemma 3.10, we have $x \in U\left(\mu_{A}, t\right), x \notin U\left(\mu_{A}, s\right)$ and $x \in L\left(\lambda_{A}, s\right), x \notin L\left(\lambda_{A}, t\right)$. Thus $f(x) \in f\left(U\left(\mu_{A}, t\right)\right)=U\left(\mu_{A}, t\right)$ and $f(x) \in f\left(L\left(\lambda_{A}, s\right)\right)=L\left(\lambda_{A}, s\right)$, i.e., $\mu_{A}(f(x)) \geqslant t$ and $\lambda_{A}(f(x)) \leqslant s$. For $\mu_{A}(f(x))=t_{1}>t, \lambda_{A}(f(x))=$ $s_{1}<s$ we have $f(x) \in U\left(\mu_{A}, t_{1}\right)=f\left(U\left(\mu_{A}, t_{1}\right)\right), f(x) \in L\left(\lambda_{A}, s_{1}\right)=$ $f\left(L\left(\lambda_{A}, s_{1}\right)\right)$, whence $x \in U\left(\mu_{A}, t_{1}\right), x \in L\left(\mu_{A}, s_{1}\right)$. This is a contradiction. Thus $\mu_{A}(f(x))=\mu_{A}(x)$ and $\lambda_{A}(f(x))=\lambda_{A}(x)$. So, $A=\left(\mu_{A}, \lambda_{A}\right)$ is characteristic.

Using the same method as in the proof of Theorems 4.6 in [5] we can prove the following theorem.
Theorem 3.13. Let $\left\{C_{\alpha} \left\lvert\, \alpha \in \Lambda \subseteq\left[0, \frac{1}{2}\right]\right.\right\}$ be a collection of Lie ideals of a Lie algebra $L$ such that $L=\bigcup_{\alpha \in \Lambda} C_{\alpha}$, and for every $\alpha, \beta \in \Lambda, \alpha<\beta$ if and only if $C_{\beta} \subset C_{\alpha}$. Then an intuitionistic fuzzy set $A=\left(\mu_{A}, \lambda_{A}\right)$ defined by

$$
\mu_{A}(x)=\sup \left\{\alpha \in \Lambda \mid x \in C_{\alpha}\right\} \quad \text { and } \quad \lambda_{A}(x)=\inf \left\{\alpha \in \Lambda \mid x \in C_{\alpha}\right\}
$$

is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L$.
Theorem 3.14. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic ( $S, T$ )-fuzzy Lie ideal of Lie algebra L. Define a binary relation $\sim$ on $L$ by

$$
x \sim y \longleftrightarrow \mu_{A}(x-y)=\mu_{A}(0) \text { and } \lambda_{A}(x-y)=\lambda_{A}(0) .
$$

Then $\sim$ is a congruence on $L$.

Proof. The reflexivity and symmetry is obvious. To prove transitivity let $x \sim y$ and $y \sim z$. Then $\mu_{A}(x-y)=\mu_{A}(0), \mu_{A}(y-z)=\mu_{A}(0)$ and $\lambda_{A}(x-y)=\lambda_{A}(0), \lambda_{A}(y-z)=\lambda_{A}(0)$, by (5). Thus

$$
\begin{gathered}
\mu_{A}(x-z)=\mu_{A}(x-y+y-z) \geqslant T\left(\mu_{A}(x-y), \mu_{A}(y-z)\right)=\mu_{A}(0), \\
\lambda_{A}(x-z)=\lambda_{A}(x-y+y-z) \leqslant S\left(\lambda_{A}(x-y), \lambda_{A}(y-z)\right)=\lambda(0),
\end{gathered}
$$

whence, by (4), we conclude $x \sim z$.
If $x_{1} \sim y_{1}$ and $x_{2} \sim y_{2}$, then

$$
\begin{aligned}
& \mu_{A}\left(\left(x_{1}+x_{2}\right)-\left(y_{1}+y_{2}\right)\right)=\mu_{A}\left(\left(x_{1}-y_{1}\right)+\left(x_{2}-y_{2}\right)\right) \\
& \geqslant T\left(\mu_{A}\left(x_{1}-y_{1}\right), \mu_{A}\left(x_{2}-y_{2}\right)\right)=\mu_{A}(0), \\
& \lambda_{A}\left(\left(x_{1}+x_{2}\right)-\left(y_{1}+y_{2}\right)\right)=\lambda_{A}\left(\left(x_{1}-y_{1}\right)+\left(x_{2}-y_{2}\right)\right) \\
& \leqslant S\left(\lambda_{A}\left(x_{1}-y_{1}\right), \lambda_{A}\left(x_{2}-y_{2}\right)\right)=\lambda_{A}(0), \\
& \mu_{A}\left(\left(\alpha x_{1}-\alpha y_{1}\right)=\mu_{A}\left(\alpha\left(x_{1}-y_{1}\right)\right) \geqslant \mu_{A}\left(x_{1}-y_{1}\right)=\mu(0),\right. \\
& \lambda_{A}\left(\left(\alpha x_{1}-\alpha y_{1}\right)=\lambda_{A}\left(\alpha\left(x_{1}-y_{1}\right)\right) \leqslant \lambda_{A}\left(x_{1}-y_{1}\right)=\lambda_{A}(0),\right. \\
& \mu_{A}\left(\left[x_{1}, x_{2}\right]-\left[y_{1}, y_{2}\right]\right)=\mu_{A}\left(\left[x_{1}-y_{1}\right],\left[x_{2}-y_{2}\right]\right) \geqslant \mu_{A}\left(x_{1}-y_{1}\right)=\mu_{A}(0), \\
& \lambda_{A}\left(\left[x_{1}, x_{2}\right]-\left[y_{1}, y_{2}\right]\right)=\lambda_{A}\left(\left[x_{1}-y_{1}\right],\left[x_{2}-y_{2}\right]\right) \leqslant \lambda_{A}\left(x_{1}-y_{1}\right)=\lambda_{A}(0) .
\end{aligned}
$$

Now, applying (4), it is easily to see that $x_{1}+x_{2} \sim y_{1}+y_{2}, \alpha x_{1} \sim \alpha y_{1}$ and $\left[x_{1}, x_{2}\right] \sim\left[y_{1}, y_{2}\right]$. So,$\sim$ is a congruence.

## 4. Nilpotency of intuitionistic ( $S, T$ )-fuzzy Lie ideals

Definition 4.1. Let $A=\left(\mu_{A}, \lambda_{A}\right) \in I^{L}$, an intuitionistic fuzzy subspace of $L$ generated by $A$ will be denoted by $[A]$. It is the intersection of all intuitionistic fuzzy subspaces of $L$ containing $A$. For all $x \in L$, we define:

$$
\begin{gathered}
{\left[\mu_{A}\right](x)=\sup \left\{\min \mu_{A}\left(x_{i}\right): \mid x=\sum \alpha_{i} x_{i}, \alpha_{i} \in F, x_{i} \in L\right\},} \\
{\left[\lambda_{A}\right](x)=\inf \left\{\max \lambda_{A}\left(x_{i}\right) \mid x=\sum \alpha_{i} x_{i}, \alpha_{i} \in F, x_{i} \in L\right\} .}
\end{gathered}
$$

Definition 4.2. Let $f: L_{1} \rightarrow L_{2}$ be a homomorphism of Lie algebras which has an extension $f: I^{L_{1}} \rightarrow I^{L_{2}}$ defined by:

$$
\begin{aligned}
f\left(\mu_{A}\right)(y) & =\sup \left\{\mu_{A}(x), x \in f^{-1}(y)\right\}, \\
f\left(\lambda_{A}\right)(y) & =\inf \left\{\lambda_{A}(x), x \in f^{-1}(y)\right\},
\end{aligned}
$$

for all $A=\left(\mu_{A}, \lambda_{A}\right) \in I^{L_{1}}, y \in L_{2}$. Then $f(A)$ is called the homomorphic image of $A$.

The following two propositions are obvious.
Proposition 4.3. Let $f: L_{1} \rightarrow L_{2}$ be a homomorphism of Lie algebras and let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{1}$. Then (i) $f(A)$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L_{2}$,
(ii) $\quad f([A]) \supseteq[f(A)]$.

Proposition 4.4. If $A$ and $B$ are intuitionistic $(S, T)$-fuzzy Lie ideals in $L$, then $[A, B]$ is an intuitionistic $(S, T)$-fuzzy Lie ideal of $L$.

Theorem 4.5. Let $A_{1}, A_{2}, B_{1}, B_{2}$ be intuitionistic $(S, T)$-fuzzy Lie ideals in $L$ such that $A_{1} \subseteq A_{2}$ and $B_{1} \subseteq B_{2}$, then $\left[A_{1}, B_{1}\right] \subseteq\left[A_{2}, B_{2}\right]$.

Proof. Indeed,

$$
\begin{aligned}
\ll \mu_{A_{1}}, \mu_{B_{1}} \gg(x) & =\sup \left\{T\left(\mu_{A_{1}}(a), \mu_{B_{1}}(b)\right) \mid a, b \in L_{1},[a, b]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A_{2}}(a), \mu_{B_{2}}(b)\right) \mid a, b \in L_{1},[a, b]=x\right\} \\
& =\ll \mu_{A_{2}}, \mu_{B_{2}} \gg(x) \\
\ll \lambda_{A_{1}}, \lambda_{B_{1}} \gg(x) & =\inf \left\{S\left(\lambda_{A_{1}}(a), \lambda_{B_{1}}(b)\right) \mid a, b \in L_{1},[a, b]=x\right\} \\
& \leqslant \inf \left\{S\left(\lambda_{A_{2}}(a), \lambda_{B_{2}}(b)\right) \mid a, b \in L_{1},[a, b]=x\right\} \\
& =\ll \lambda_{A_{2}}, \lambda_{B_{2}} \gg(x)
\end{aligned}
$$

Hence $\left[A_{1}, B_{1}\right] \subseteq\left[A_{2}, B_{2}\right]$.

Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic $(S, T)$-fuzzy Lie ideal in $L$. Putting

$$
A^{0}=A, A^{1}=\left[A, A_{0}\right], A^{2}=\left[A, A_{1}\right], \ldots, A^{n}=\left[A, A^{n-1}\right]
$$

we obtain a descending series of an intuitionistic $(S, T)$-fuzzy Lie ideals

$$
A^{0} \supseteq A^{1} \supseteq A^{2} \supseteq \ldots \supseteq A^{n} \supseteq \ldots
$$

and a series of intuitionistic fuzzy sets $B^{n}=\left(\mu_{B}^{n}, \lambda_{B}^{n}\right)$ such that

$$
\mu_{B}^{n}=\sup \left\{\mu_{A}^{n}(x) \mid 0 \neq x \in L\right\}, \quad \lambda_{B}^{n}=\inf \left\{\lambda_{A}^{n}(x) \mid 0 \neq x \in L\right\}
$$

Definition 4.6. An intuitionistic $(S, T)$-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ is called nilpotent if there exists a positive integer $n$ such that $B^{n}=0_{\sim}$.

Theorem 4.7. A homomorphic image of a nilpotent intuitionistic $(S, T)$ fuzzy Lie ideal is a nilpotent intuitionistic $(S, T)$-fuzzy Lie ideal.

Proof. Let $f: L_{1} \rightarrow L_{2}$ be a homomorphism of Lie algebras and let $A=$ $\left(\mu_{A}, \lambda_{A}\right)$ be a nilpotent intuitionistic $(S, T)$-fuzzy Lie ideal in $L_{1}$. Assume that $f(A)=B$. We prove by induction that $f\left(A^{n}\right) \supseteq B^{n}$ for every natural $n$. First we claim that $f([A, A]) \supseteq[f(A), f(A)]=[B, B]$. Let $y \in L_{2}$, then

$$
\begin{aligned}
& \left.f\left(\ll \mu_{A}, \mu_{A} \gg\right)(y)=\sup \left\{\ll \mu_{A}, \mu_{A} \gg\right)(x) \mid f(x)=y\right\} \\
& =\sup \left\{\sup \left\{T\left(\mu_{A}(a), \mu_{A}(b)\right) \mid a, b \in L_{1},[a, b]=x, f(x)=y\right\}\right\} \\
& =\sup \left\{T\left(\mu_{A}(a), \mu_{A}(b)\right) \mid a, b \in L_{1},[a, b]=x, f(x)=y\right\} \\
& =\sup \left\{T\left(\mu_{A}(a), \mu_{A}(b)\right) \mid a, b \in L_{1},[f(a), f(b)]=x\right\} \\
& \left.=\sup \left\{T\left(\mu_{A}(a), \mu_{A}(b)\right) \mid a, b \in L_{1}, f(a)=u, f(b)\right]=v,[u, v]=y\right\} \\
& \geqslant \sup \left\{T\left(\sup _{a \in f^{-1}(u)} \mu_{A}(a), \sup _{b \in f^{-1}(v)} \mu_{A}(b)\right) \mid[u, v]=y\right\} \\
& =\sup \left\{T\left(f\left(\mu_{A}\right)(u), f\left(\mu_{A}\right)(v)\right) \mid[u, v]=y\right\}=\ll f\left(\mu_{A}\right), f\left(\mu_{A}\right) \gg(y), \\
& \left.f\left(\ll \lambda_{A}, \lambda_{A} \gg\right)(y)=\inf \left\{\ll \lambda_{A}, \lambda_{A} \gg\right)(x) \mid f(x)=y\right\} \\
& =\inf \left\{\inf \left\{S\left(\lambda_{A}(a), \lambda_{A}(b)\right) \mid a, b \in L_{1},[a, b]=x, f(x)=y\right\}\right\} \\
& =\inf \left\{S\left(\lambda_{A}(a), \lambda_{A}(b)\right) \mid a, b \in L_{1},[a, b]=x, f(x)=y\right\} \\
& =\inf \left\{S\left(\lambda_{A}(a), \lambda_{A}(b)\right) \mid a, b \in L_{1},[f(a), f(b)]=x\right\} \\
& \left.=\inf \left\{S\left(\lambda_{A}(a), \lambda_{A}(b)\right) \mid a, b \in L_{1}, f(a)=u, f(b)\right]=v,[u, v]=y\right\} \\
& \leqslant \inf \left\{S\left(\inf _{a \in f^{-1}(u)} \lambda_{A}(a), \inf _{b \in f^{-1}(v)} \lambda_{A}(b)\right) \mid[u, v]=y\right\} \\
& =\inf \left\{S\left(f\left(\lambda_{A}\right)(u), f\left(\lambda_{A}\right)(v)\right) \mid[u, v]=y\right\}=\ll f\left(\lambda_{A}\right), f\left(\lambda_{A}\right) \gg(y) .
\end{aligned}
$$

Thus

$$
f([A, A]) \supseteq f(\ll A, A \gg) \supseteq \ll f(A), f(A) \gg=[f(A), f(A)] .
$$

For $n>1$, we get

$$
f\left(A^{n}\right)=f\left(\left[A, A^{n-1}\right]\right) \supseteq\left[f(A), f\left(A^{n-1}\right)\right] \supseteq\left[B, B^{n-1}\right]=B^{n} .
$$

Let $m$ be a positive integer such that $A^{m}=0 \sim$. Then for $0 \neq y \in L_{2}$ we have

$$
\begin{aligned}
& \mu_{B}^{m}(y) \leqslant f\left(\mu_{A}^{m}\right)(y)=f(0)(y)=\sup \{0(a) \mid f(x)=y\}=0, \\
& \lambda_{B}^{m}(y) \geqslant f\left(\lambda_{A}^{m}\right)(y)=f(1)(y)=\inf \{1(a) \mid f(x)=y\}=1 .
\end{aligned}
$$

Thus $B^{m}=0$. This completes the proof.

Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic $(S, T)$-fuzzy Lie ideal in $L$. Putting $A^{(0)}=A, A^{(1)}=\left[A^{(0)}, A^{(0)}\right], A^{(2)}=\left[A^{(1)}, A^{(1)}\right], \ldots, A^{(n)}=\left[A^{(n-1)}, A^{(n-1)}\right]$
we obtain series

$$
A^{(0)} \subseteq A^{(1)} \subseteq A^{(2)} \subseteq \ldots \subseteq A^{(n)} \subseteq \ldots
$$

of intuitionistic $(S, T)$-fuzzy Lie ideals and a series of intuitionistic fuzzy sets $B^{(n)}=\left(\mu_{B}^{(n)}, \lambda_{B}^{(n)}\right)$ such that

$$
\mu_{B}^{(n)}=\sup \left\{\mu_{A}^{(n)}(x) \mid 0 \neq x \in L\right\}, \quad \lambda_{B}^{(n)}=\inf \left\{\lambda_{A}^{(n)}(x) \mid 0 \neq x \in L\right\} .
$$

Definition 4.8. An intuitionistic ( $S, T$ )-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ is called solvable if there exists a positive integer $n$ such that $B^{(n)}=0_{\sim}$.

Theorem 4.9. A nilpotent intuitionistic $(S, T)$-fuzzy Lie ideal is solvable.
Proof. It is enough to prove that $A^{(n)} \subseteq A^{n}$ for all positive integers $n$. We prove it by induction on $n$ and by the use of Theorem 4.5:

$$
\begin{gathered}
A^{(1)}=[A, A]=A^{1}, \quad A^{(2)}=\left[A^{(1)}, A^{(1)}\right] \subseteq\left[A, A^{(1)}\right]=A^{2} . \\
A^{(n)}=\left[A^{(n-1)}, A^{(n-1)}\right] \subseteq\left[A, A^{(n-1)}\right] \subseteq\left[A, A^{(n-1)}\right]=A^{n} .
\end{gathered}
$$

This completes the proof.
Definition 4.10. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ and $B=\left(\mu_{B}, \lambda_{B}\right)$ be two intuitionistic $(S, T)$-fuzzy Lie ideals of a Lie algebra $L$. The sum $A \oplus B$ is called a direct sum if $A \cap B=0_{\sim}$.

Theorem 4.11. The direct sum of two nilpotent intuitionistic (S,T)-fuzzy Lie ideals is also a nilpotent intuitionistic (S,T)-fuzzy Lie ideal.

Proof. Suppose that $A=\left(\mu_{A}, \lambda_{A}\right)$ and $B=\left(\mu_{B}, \lambda_{B}\right)$ are two intuitionistic $(S, T)$-fuzzy Lie ideals such that $A \cap B=0_{\sim}$. We claim that $[A, B]=0_{\sim}$. Let $x(\neq 0) \in L$, then
$\ll \mu_{A}, \mu_{B} \gg(x)=\sup \left\{T\left(\mu_{A}(a), \mu_{B}(b)\right) \mid[a, b]=x\right\} \leqslant T\left(\mu_{A}(x), \mu_{B}(x)\right)=0$
and
$\ll \lambda_{A}, \lambda_{B} \gg(x)=\inf \left\{S\left(\lambda_{A}(a), \lambda_{B}(b)\right) \mid[a, b]=x\right\} \geqslant S\left(\lambda_{A}(x), \lambda_{B}(x)\right)=1$.

This proves our claim. Thus we obtain $\left[A^{m}, B^{n}\right]=0 \sim$ for all positive integers $m$, $n$. Now we again claim that $(A \oplus B)^{n} \subseteq A^{n} \oplus B^{n}$ for positive integer $n$. We prove this claim by induction on $n$. For $n=1$,
$(A \oplus B)^{1}=[A \oplus B, A \oplus B] \subseteq[A, A] \oplus[A, B] \oplus[B, A] \oplus[B, B]=A^{1} \oplus B^{1}$.
Now for $n>1$,

$$
\begin{aligned}
(A \oplus B)^{n} & =\left[A \oplus B,(A \oplus B)^{n-1}\right] \subseteq\left[A \oplus B, A^{n-1} \oplus B^{n-1}\right] \\
& \subseteq\left[A, A^{n-1}\right] \oplus\left[A, B^{n-1}\right] \oplus\left[B, A^{n-1}\right] \oplus\left[B, B^{n-1}\right]=A^{n} \oplus B^{n}
\end{aligned}
$$

Since there are two positive integers $p$ and $q$ such that $A^{p}=B^{q}=0_{\sim}$, we have $(A \oplus B)^{p+q} \subseteq A^{p+q} \oplus B^{p+q}=0 \sim$.

In a similar way we can prove the following theorem.
Theorem 4.12. The direct sum of two solvable intuitionistic $(S, T)$-fuzzy Lie ideals is a solvable intuitionistic $(S, T)$-fuzzy Lie ideal.

Definition 4.13. For any $x \in L$ we define the function $a d x: L \rightarrow L$ putting $a d x(y)=[x, y]$. It is clear that this function is a linear homomorphism with respect to $y$. The set $H(L)$ of all linear homomorphisms from $L$ into itself is made into a Lie algebra by defining a commutator on it by $[f, g]=f \circ g-g \circ f$. The function $a d: L \rightarrow H(L)$ defined by $a d(x)=a d x$ is a Lie homomorphism (see [6]) which is called the adjoint representation of $L$.

The adjoint representation $a d x: L \rightarrow L$ is extended to $a \bar{d} x: I^{L} \rightarrow I^{L}$ by putting

$$
a \bar{d} x(\gamma)(y)=\sup \{\gamma(a):[x, a]=y\}
$$

for all $\gamma \in I^{L}$ and $y \in L$.
Theorem 4.14. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic ( $S, T$ )-fuzzy Lie ideal in a Lie algebra L. Then $A^{n} \subseteq\left[A_{n}\right]$ for any $n>0$, where an intuitionistic fuzzy subset $\left[A_{n}\right]=\left(\left[\mu_{A_{n}}\right],\left[\lambda_{A_{n}}\right]\right)$ is defined by

$$
\begin{aligned}
& {\left[\mu_{A_{n}}\right](x)=\sup \left\{\mu_{A}(a) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n}, a\right] \ldots\right]\right]\right]=x, \quad x_{1}, \ldots, x_{n} \in L\right\},} \\
& {\left[\lambda_{A_{n}}\right](x)=\inf \left\{\lambda_{A}(a) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n}, a\right] \ldots\right]\right]=x, \quad x_{1}, \ldots, x_{n} \in L\right\} .\right.}
\end{aligned}
$$

Proof. It is enough to prove that $\ll A, A^{n-1} \gg \subseteq\left[A_{n}\right]$. We prove it by induction on $n$. For $n=1$ and $x \in L$, we have

$$
\begin{aligned}
\ll \mu_{A}, \mu_{A} \gg(x) & =\sup \left\{T\left(\mu_{A}(a), \mu_{A}(b)\right) \mid[a, b]=x\right\} \\
& \geqslant \sup \left\{\mu_{A}(b) \mid[a, b]=x, a \in L\right\}=\left[\mu_{A_{1}}\right](x),
\end{aligned}
$$

$$
\begin{aligned}
\ll \lambda_{A}, \lambda_{A} \gg(x) & =\inf \left\{S\left(\mu_{A}(a), \mu_{A}(b)\right) \mid[a, b]=x\right\} \\
& \leqslant \inf \left\{\lambda_{A}(b):[a, b]=x, a \in L\right\}=\left[\lambda_{A_{1}}\right](x) .
\end{aligned}
$$

For $n>1$,

$$
\begin{aligned}
& \ll \mu_{A}, \mu_{A}^{n-1} \gg(x)=\sup \left\{T\left(\mu_{A}(a), \mu_{A}^{n-1}(b)\right) \mid[a, b]=x\right\} \\
& =\sup \left\{T\left(\mu_{A}(a),\left[\mu_{A}(b), \mu_{A}^{n-2}(b)\right]\right) \mid[a, b]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \sup \left\{\ll \mu_{A}, \mu_{A}^{n-2} \gg\left(b_{i}\right) \mid b=\sum \alpha_{i} b_{i}\right\}\right) \mid[a, b]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \sup \left\{\left[\mu_{A_{n-1}}\right]\left(b_{i}\right) \mid b=\sum \alpha_{i} b_{i}\right\}\right) \mid[a, b]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a),\left[\mu_{A_{n-1}}\right]\left(b_{i}\right)\right) \mid \sum \alpha_{i}\left[a, b_{i}\right]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \sup \left\{\mu_{A_{n-1}}\left(c_{i}\right) \mid b_{i}=\sum \beta_{i} c_{i}\right\}\right) \mid \sum \alpha_{i}\left[a, b_{i}\right]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \mu_{A_{n-1}}\left(c_{i}\right)\right) \mid \sum \gamma_{i}\left[a, c_{i}\right]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \sup \left\{\mu_{A}\left(d_{i}\right)\right) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]=c_{i}\right\} \mid \sum \gamma_{i}\left[a, c_{i}\right]=x\right\} \\
& \geqslant \sup \left\{T\left(\mu_{A}(a), \mu_{A}\left(d_{i}\right)\right) \mid \sum \gamma_{i}\left[a,\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]\right]=x\right\} \\
& \geqslant \sup \left\{\mu_{A_{n}}\left(d_{i}\right) \mid \sum \gamma_{i}\left[a,\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]\right]=x\right\} \geqslant\left[\mu_{A_{n}}\right](x),
\end{aligned}
$$

$$
\ll \lambda_{A}, \lambda_{A}^{n-1} \gg(x)=\inf \left\{S\left(\lambda_{A}(a), \lambda_{A}^{n-1}(b)\right) \mid[a, b]=x\right\}
$$

$$
=\inf \left\{S\left(\lambda_{A}(a),\left[\lambda_{A}(b), \lambda_{A}^{n-2}(b)\right]\right) \mid[a, b]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \inf \left\{\ll \lambda_{A}, \lambda_{A}^{n-2} \gg\left(b_{i}\right) \mid b=\sum \alpha_{i} b_{i}\right\}\right) \mid[a, b]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \inf \left\{\left[\lambda_{A_{n-1}}\right]\left(b_{i}\right) \mid b=\sum \alpha_{i} b_{i}\right\}\right) \mid[a, b]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a),\left[\lambda_{A_{n-1}}\right]\left(b_{i}\right)\right) \mid \sum \alpha_{i}\left[a, b_{i}\right]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \inf \left\{\lambda_{A_{n-1}}\left(c_{i}\right) \mid b_{i}=\sum \beta_{i} c_{i}\right\}\right) \mid \sum \alpha_{i}\left[a, b_{i}\right]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \lambda_{A_{n-1}}\left(c_{i}\right)\right) \mid \sum \gamma_{i}\left[a, c_{i}\right]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \inf \left\{\lambda_{A}\left(d_{i}\right)\right) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]=c_{i}\right\} \mid \sum \gamma_{i}\left[a, c_{i}\right]=x\right\}
$$

$$
\leqslant \inf \left\{S\left(\lambda_{A}(a), \lambda_{A}\left(d_{i}\right)\right) \mid \sum \gamma_{i}\left[a,\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]\right]=x\right\}
$$

$$
\leqslant \inf \left\{\lambda_{A_{n}}\left(d_{i}\right) \mid \sum \gamma_{i}\left[a,\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n-1}, d_{i}\right] \ldots\right]\right]\right]\right]=x\right\} \leqslant\left[\lambda_{A_{n}}\right](x) .
$$

This complete the proof.
Theorem 4.15. If for an intuitionistic $(S, T)$-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ there exists a positive integer $n$ such that

$$
\begin{aligned}
& \left(a \bar{d} x_{1} \circ a \bar{d} x_{2} \circ \cdots \circ a \bar{d} x_{n}\right)\left(\mu_{A}\right)=0, \\
& \left(a \bar{d} x_{1} \circ a \bar{d} x_{2} \circ \cdots \circ a \bar{d} x_{n}\right)\left(\lambda_{A}\right)=1,
\end{aligned}
$$

for all $x_{1}, \ldots, x_{n} \in L$, then $A$ is nilpotent.

Proof. For $x_{1}, \ldots, x_{n} \in L$ and $x(\neq 0) \in L$, we have
$\left(a \bar{d} x_{1} \circ \cdots \circ a \bar{d} x_{n}\right)\left(\mu_{A}\right)(x)=\sup \left\{\mu_{A}(a) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n}, a\right] \ldots\right]\right]\right]=x\right\}=0$,
$\left(a \bar{d} x_{1} \circ \cdots \circ a \bar{d} x_{n}\right)\left(\lambda_{A}\right)(x)=\inf \left\{\lambda_{A}(a) \mid\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{n}, a\right] \ldots\right]\right]\right]=x\right\}=1$.
Thus $\left[A_{n}\right]=0 \sim$. From Theorem 4.14, it follows that $A^{n}=0_{\sim}$. Hence $A=\left(\mu_{A}, \lambda_{A}\right)$ is a nilpotent intuitionistic ( $S, T$ )-fuzzy Lie ideal.

## 5. The intuitionistic ( $S, T$ )-fuzzy Killing form

The mapping $K: L \times L \rightarrow F$ defined by $K(x, y)=\operatorname{Tr}(a d x \circ a d y)$, where $\operatorname{Tr}$ is the trace of a linear homomorphism, is a symmetric bilinear form which is called the Killing form. It is not difficult to see that this form satisfies the identity $K([x, y], z)=K(x,[y, z])$. The form $K$ can be naturally extended to $\bar{K}: I^{L \times L} \rightarrow I^{F}$ defined by putting

$$
\begin{aligned}
& \bar{K}\left(\mu_{A}\right)(\beta)=\sup \left\{\mu_{A}(x, y) \mid \operatorname{Tr}((a d x \circ a d y))=\beta\right\} \\
& \bar{K}\left(\lambda_{A}\right)(\beta)=\inf \left\{\lambda_{A}(x, y) \mid \operatorname{Tr}((a d x \circ a d y))=\beta\right\}
\end{aligned}
$$

The Cartesian product of two intuitionistic $(S, T)$-fuzzy sets $A=\left(\mu_{A}, \lambda_{A}\right)$ and $B=\left(\mu_{B}, \lambda_{B}\right)$ is defined as

$$
\begin{aligned}
& \left(\mu_{A} \times \mu_{B}\right)(x, y)=T\left(\mu_{A}(x), \mu_{B}(y)\right), \\
& \left(\lambda_{A} \times \lambda_{B}\right)(x, y)=S\left(\lambda_{A}(x), \lambda_{B}(y)\right) .
\end{aligned}
$$

Similarly we define

$$
\begin{aligned}
& \bar{K}\left(\mu_{A} \times \mu_{B}\right)(\beta)=\sup \left\{T\left(\mu_{A}(x), \mu_{B}(y)\right) \mid \operatorname{Tr}((a d x \circ a d y))=\beta\right\}, \\
& \bar{K}\left(\lambda_{A} \times \lambda_{B}\right)(\beta)=\inf \left\{S\left(\lambda_{A}(x), \lambda_{B}(y)\right) \mid \operatorname{Tr}((a d x \circ a d y))=\beta\right\} .
\end{aligned}
$$

Proposition 5.1. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic $(S, T)$-fuzzy Lie ideal of Lie algebra L. Then
(i) $1_{\sim(x+y)}=1_{\sim x} \oplus 1_{\sim y}$,
(ii) $1_{\sim(\alpha x)}=\alpha \odot 1_{\sim x}$
for all $x, y \in L, \alpha \in F$.
Proof. Straightforward.

Theorem 5.2. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic $(S, T)$-fuzzy Lie ideal of Lie algebra L. Then $\bar{K}\left(\mu_{A} \times 1_{(\alpha x)}\right)=\alpha \odot \bar{K}\left(\mu_{A} \times 1_{x}\right)$ and $\bar{K}\left(\lambda_{A} \times 0_{(\alpha x)}\right)=$ $\alpha \odot \bar{K}\left(\lambda_{A} \times 0_{x}\right)$ for all $x \in L, \alpha \in F$.
Proof. If $\alpha=0$, then for $\beta=0$ we have

$$
\begin{aligned}
\bar{K}\left(\mu_{A} \times 1_{0}\right)(0) & =\sup \left\{T\left(\mu_{A}(x), 1_{0}(y)\right) \mid \operatorname{Tr}(a d x \circ a d y)=0\right\} \\
& \geqslant T\left(\mu_{A}(0), 1_{0}(0)\right)=0, \\
\bar{K}\left(\lambda_{A} \times 0_{0}\right)(0) & =\inf \left\{S\left(\lambda_{A}(x), 0_{0}(y)\right): \operatorname{Tr}(a d x \circ a d y)=0\right\} \\
& \leqslant S\left(\lambda_{A}(0), 0_{0}(0)\right)=1 .
\end{aligned}
$$

For $\beta \neq 0 \operatorname{Tr}((a d x \circ a d y)=\beta$ means that $x \neq 0$ and $y \neq 0$. So,

$$
\begin{aligned}
& \bar{K}\left(\mu_{A} \times 1_{0}\right)(\beta)=\sup \left\{T\left(\mu_{A}(x), 1_{0}(y)\right) \mid \operatorname{Tr}((a d x \circ a d y)=\beta\}=0,\right. \\
& \bar{K}\left(\lambda_{A} \times 0_{0}\right)(\beta)=\inf \left\{S\left(\lambda_{A}(x), 0_{0}(y)\right) \mid \operatorname{Tr}((a d x \circ a d y)=\beta\}=1 .\right.
\end{aligned}
$$

If $\alpha \neq 0$, then for arbitrary $\beta$ we obtain

$$
\begin{aligned}
\bar{K}\left(\mu_{A} \times 1_{\alpha x}\right)(\beta) & =\sup \left\{T\left(\mu_{A}(y), 1_{\alpha x}(z)\right) \mid \operatorname{Tr}((\operatorname{ady} \circ a d z)=\beta\}\right. \\
& =\sup \left\{T\left(\mu_{A}(y), \alpha \odot 1_{x}(z)\right) \mid \operatorname{Tr}((\operatorname{ady} \circ a d z)=\beta\}\right. \\
& =\sup \left\{T\left(\mu_{A}(y), 1_{x}\left(\alpha^{-1} z\right)\right) \mid \alpha \operatorname{Tr}\left(\left(\operatorname{ady} \circ \operatorname{ad}\left(\alpha^{-1} z\right)\right)=\beta\right\}\right. \\
& =\sup \left\{T\left(\mu_{A}(y), 1_{x}\left(\alpha^{-1} z\right)\right) \mid \operatorname{Tr}\left(\left(\operatorname{ady} \circ \operatorname{ad}\left(\alpha^{-1} z\right)\right)=\alpha^{-1} \beta\right\}\right. \\
& =\bar{K}\left(\mu_{A} \times 1_{x}\right)\left(\alpha^{-1} \beta\right)=\alpha \odot \bar{K}\left(\mu_{A} \times 1_{x}\right)(\beta), \\
\bar{K}\left(\lambda_{A} \times 0_{\alpha x}\right)(\beta) & =\inf \left\{S\left(\lambda_{A}(y), 0_{\alpha x}(z)\right) \mid \operatorname{Tr}((\operatorname{ady} \circ a d z)=\beta\}\right. \\
& =\inf \left\{S\left(\lambda_{A}(y), \alpha \odot 0_{x}(z)\right) \mid \operatorname{Tr}((a d y \circ a d z)=\beta\}\right. \\
& =\inf \left\{S\left(\lambda_{A}(y), 0_{x}\left(\alpha^{-1} z\right)\right) \mid \alpha \operatorname{Tr}\left(\left(a d y \circ a d\left(\alpha^{-1} z\right)\right)=\beta\right\}\right. \\
& =\inf \left\{S\left(\lambda_{A}(y), 0_{x}\left(\alpha^{-1} z\right)\right) \mid \operatorname{Tr}\left(\left(a d y \circ a d\left(\alpha^{-1} z\right)\right)=\alpha^{-1} \beta\right\}\right. \\
& =\bar{K}\left(\lambda_{A} \times 1_{x}\right)\left(\alpha^{-1} \beta\right)=\alpha \odot \bar{K}\left(\lambda_{A} \times 0_{x}\right)(\beta) .
\end{aligned}
$$

This completes the proof.
Theorem 5.3. Let $A=\left(\mu_{A}, \lambda_{A}\right)$ be an intuitionistic (S,T)-fuzzy Lie ideal of a Lie algebra L. Then $\bar{K}\left(\mu_{A} \times 1_{(x+y)}\right)=\bar{K}\left(\mu_{A} \times 1_{x}\right) \oplus \bar{K}\left(\mu_{A} \times 1_{y}\right)$ and $\bar{K}\left(\mu_{A} \times 0_{(x+y)}\right)=\bar{K}\left(\mu_{A} \times 0_{x}\right) \oplus \bar{K}\left(\mu_{A} \times 0_{y}\right)$ for all $x, y \in L$.
Proof. Indeed,

$$
\begin{aligned}
\bar{K}\left(\mu_{A} \times 1_{(x+y)}\right)(\beta) & =\sup \left\{T\left(\mu_{A}(z), 1_{x+y}(u)\right) \mid \operatorname{Tr}((a d z \circ a d u)=\beta\}\right. \\
& =\sup \left\{\mu_{A}(z) \mid \operatorname{Tr}(a d z \circ a d(x+y))=\beta\right\} \\
& =\sup \left\{\mu_{A}(z) \mid \operatorname{Tr}(a d z \circ a d x)+\operatorname{Tr}(a d z \circ a d y)=\beta\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\sup \left\{T\left(\mu_{A}(z), T\left(1_{x}(v), 1_{y}(w)\right)\right) \mid \operatorname{Tr}(a d z \circ a d v)+\operatorname{Tr}(a d z \circ a d w)=\beta\right\} \\
& =\sup \left\{T \left(\sup \left\{T\left(\mu_{A}(z), 1_{x}(v)\right) \mid \operatorname{Tr}(a d z \circ a d v)=\beta_{1}\right\}\right.\right. \\
& \left.\left.\quad \sup \left\{T\left(\mu_{A}(z), 1_{y}(w)\right) \mid \operatorname{Tr}(a d z \circ a d w)=\beta_{2}\right\} \mid \beta_{1}+\beta_{2}=\beta\right)\right\} \\
& =\sup \left\{T\left(\bar{K}\left(\mu_{A} \times 1_{x}\right)\left(\beta_{1}\right), \bar{K}\left(\mu_{A} \times 1_{y}\right)\left(\beta_{2}\right)\right) \mid \beta_{1}+\beta_{2}=\beta\right\} \\
& =\bar{K}\left(\mu_{A} \times 1_{x}\right) \oplus \bar{K}\left(\mu_{A} \times 1_{y}\right)(\beta) \\
& \bar{K}\left(\lambda_{A} \times 0_{(x+y)}\right)(\beta)=\inf \left\{S\left(\lambda_{A}(z), 0_{x+y}(u)\right) \mid \operatorname{Tr}((a d z \circ a d u)=\beta\}\right. \\
& =\inf \left\{\lambda_{A}(z) \mid \operatorname{Tr}(a d z \circ a d(x+y))=\beta\right\} \\
& =\inf \left\{\lambda_{A}(z) \mid \operatorname{Tr}(a d z \circ a d x)+\operatorname{Tr}(a d z \circ a d y)+\beta\right\} \\
& =\inf \left\{S\left(\lambda_{A}(z), S\left(0_{x}(v), 0_{y}(w)\right)\right) \mid \operatorname{Tr}(a d z \circ a d v)+\operatorname{Tr}(a d z \circ a d w)=\beta\right\} \\
& =\inf \left\{S \left(\inf \left\{S\left(\lambda_{A}(z), 0_{x}(v)\right) \mid \operatorname{Tr}(a d z \circ a d v)=\beta_{1}\right\}\right.\right. \\
& \left.\quad \quad \inf \left\{S\left(\lambda_{A}(z), 0_{y}(w) \mid \operatorname{Tr}(a d z \circ a d w)=\beta_{2}\right\} \mid \beta_{1}+\beta_{2}=\beta\right)\right\} \\
& =\inf \left\{S\left(\bar{K}\left(\lambda_{A} \times 0_{x}\right)\left(\beta_{1}\right), \bar{K}\left(\lambda_{A} \times 0_{y}\right)\left(\beta_{2}\right)\right) \mid \beta_{1}+\beta_{2}=\beta\right\} \\
& =\bar{K}\left(\lambda_{A} \times 0_{x}\right) \oplus \bar{K}\left(\lambda_{A} \times 0_{y}\right)(\beta)
\end{aligned}
$$

This completes the proof.
As a consequence of the above two theorems we obtain
Corollary 5.4. For each intuitionistic $(S, T)$-fuzzy Lie ideal $A=\left(\mu_{A}, \lambda_{A}\right)$ and all $x, y \in L, \alpha, \beta \in F$ we have

$$
\begin{aligned}
& \bar{K}\left(\mu_{A} \times 1_{(\alpha x+\beta y)}\right)=\alpha \odot \bar{K}\left(\mu_{A} \times 1_{x}\right) \oplus \beta \odot \bar{K}\left(\mu_{A} \times 1_{y}\right) \\
& \bar{K}\left(\lambda_{A} \times 0_{(\alpha x+\beta y)}\right)=\alpha \odot \bar{K}\left(\lambda_{A} \times 0_{x}\right) \oplus \beta \odot \bar{K}\left(\lambda_{A} \times 0_{y}\right)
\end{aligned}
$$
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# Fuzzy (strong) congruence relations on hypergroupoids and hyper BCK-algebras 

Reza Ameri, Mahmoud Bakhshi, Seyyed A. Nematollah Zadeh<br>and Rajabali Borzooei


#### Abstract

We define the concept of fuzzy (strong) congruence relations on hypergroupoids and hyper $B C K$-algebras and construct a quotient hyperstructure on a hypergroupoid. In particular, we prove that if $H$ is a (semi) hypergroup and $R$ is a fuzzy (strong) congruence relation on $H$, then $H / R$ is a (semi) group. Finally, by considering the notion of a hyper $B C K$ algebra, we construct a quotient hyper $B C K$-algebra.


## 1. Introduction

The notion of a hyperstructure was introduced by F. Marty [13] in 1934 at the $8^{\text {th }}$ congress of Scandinavian Mathematicians and the notion of a fuzzy set was introduced by Zadeh [16] in 1965. The study of $B C K$-algebras was initiated by Y. Imai and K. Iséki [7] in 1966 as a generalization of the concept of the set-theoretic difference and propositional calculi. In this paper, we use the notion of a fuzzy set and define the concept of a fuzzy (strong) congruence relation on hypergroupoids and hyper $B C K$-algebras and we obtain some results as mentioned in the abstract.

## 2. Fuzzy (strong) congruence relations

Definition 1. By a hypergroupoid we mean a nonempty set $H$ endowed with a binary hyperoperation "०" (i.e., a function $\circ: H \times H \longrightarrow P(H)$,
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where $P(H)$ is the set of all nonempty subsets of $H$.)
Let $\Theta$ be a binary relation on a hypergroupoid $H$ and $A, B \subseteq H$. Then:
(a) $A \Theta B$ means that there exist $a \in A$ and $b \in B$ such that $a \Theta b$,
(b) $A \bar{\Theta} B$ means that for $a \in A$ there exists $b \in B$ and for $b \in B$ there exists $a \in A$ such that $a \Theta b$,
(c) $A \overline{\bar{\Theta}} B$ means that $a \Theta b$ for each $a \in A$ and for $b \in B$,
(d) $\Theta$ is left (resp. right) compatible if $x \Theta y$ implies $a \circ x \bar{\Theta} a \circ y$ (resp. $x \circ a \bar{\Theta} y \circ a)$ for all $x, y, a \in H$,
(e) $\Theta$ is strong left (resp. right) compatible if $x \Theta y$ implies $a \circ x \overline{\bar{\Theta}} a \circ y$ (resp. $x \circ a \overline{\bar{\Theta}} y \circ a$ ),
(f) $\Theta$ is (resp. strong) compatible if it is both (resp. strong) left and right compatible,
(g) $\Theta$ is a (resp. strong) congruence relation on $H$ if it is a (resp. strong) compatible equivalence relation on $H$.
Definition 2. Let $H$ be a nonempty set and $R$ be a fuzzy relation on $H$. We say that $R$ satisfies the sup property if for every subset $T$ of $H$ there exists $(u, v) \in T^{2}$ such that $\sup _{(x, y) \in T^{2}} R(x, y)=R(u, v) . \quad R$ is said to be a fuzzy equivalence relation if

$$
\begin{aligned}
& R(x, x)=\bigvee_{(y, z) \in H^{2}} R(y, z),(\text { fuzzy reflexive }) \\
& R(y, x)=R(x, y),(f u z z y \text { symmetric) } \\
& R(x, y) \geqslant \bigvee_{z \in H}(R(x, z) \wedge R(z, y)),(\text { fuzzy transitive }) .
\end{aligned}
$$

Definition 3. Let $H$ be a nonempty set and $R$ be a fuzzy relation on $H$. Then, for all $\alpha \in[0,1]$, the $\alpha$-level subset and strong $\alpha$-level subset of $R$ respectively, is defined as follows:

$$
\begin{gathered}
R^{\alpha}=\left\{(x, y) \in H^{2}: R(x, y) \geqslant \alpha\right\} \\
R^{\alpha^{>}}=\left\{(x, y) \in H^{2}: R(x, y)>\alpha\right\}
\end{gathered}
$$

Lemma 1. Let $R$ be a fuzzy relation on a nonempty set $H$. Then:

$$
R^{\alpha}=\bigcap_{\beta \in[0, \alpha)} R^{\beta^{>}} \quad \text { and } \quad R^{\alpha^{>}}=\bigcup_{\beta \in(\alpha, 1]} R^{\beta}
$$

for all $\alpha \in[0,1]$.

Proof. Let $\alpha \in[0,1]$ and $\beta<\alpha$. Then $R^{\alpha} \subseteq R^{\beta}$ and so $R^{\alpha} \subseteq \bigcap_{\beta \in[0, \alpha)} R^{\beta}$.
Conversely, let $\varepsilon>0$ be given and $(x, y) \in \bigcap_{\beta \in[0, \alpha)} R^{\beta}$. Then $R(x, y) \geqslant \alpha-\varepsilon$, which implies that $R(x, y) \geqslant \alpha$ and hence $(x, y) \in R^{\alpha}$. Similarly, the other part can be proved.

Theorem 1. (cf. [3]) Let $R$ be a fuzzy relation on nonempty set $H$. Then the following properties are equivalent:
(i) $R$ is a fuzzy equivalence relation on $H$,
(ii) $R^{\alpha} \neq \emptyset$ is an equivalence relation on $H$ for all $\alpha \in[0,1]$,
(iii) $\quad R^{\alpha^{>}} \neq \emptyset$ is an equivalence relation on $H$ for all $\alpha \in[0,1]$.

Definition 4. Fuzzy relation $R$ on hypergroupoid $H$ is said to be
(i) fuzzy left compatible iff

$$
\left(\bigwedge_{u \in c o a} \bigvee_{v \in c o b} R(u, v)\right) \wedge\left(\bigwedge_{v \in c o b} \bigvee_{u \in c o a} R(u, v)\right) \geqslant R(a, b) \quad \forall a, b, c \in H
$$

and fuzzy right compatible iff

$$
\left(\bigwedge_{u \in a \circ c} \bigvee_{v \in b \circ c} R(u, v)\right) \wedge\left(\bigwedge_{v \in b \circ c} \bigvee_{u \in a \circ c} R(u, v)\right) \geqslant R(a, b) \quad \forall a, b, c \in H
$$

(ii) fuzzy strong left compatible iff

$$
\bigwedge_{u \in c o a, v \in c o b} R(u, v) \geqslant R(a, b) \quad \forall a, b, c \in H
$$

and fuzzy strong right compatible iff

$$
\bigwedge_{u \in a \circ c, v \in b \circ c} R(u, v) \geqslant R(a, b), \forall a, b, c \in H
$$

Clearly, every fuzzy strong left (resp. right) compatible relation is a fuzzy left (resp. right) compatible relation, but the converse is not true.

Theorem 2. Let $R$ be a fuzzy relation on a hypergroupoid $H$ that satisfies the sup property. Then the following statements are equivalent:
(i) $R$ is fuzzy left (resp. right) compatible,
(ii) $R^{\alpha} \neq \emptyset$ is left (resp. right) compatible, for all $\alpha \in[0,1]$,
(iii) $\quad R^{\alpha^{>}} \neq \emptyset$ is left (resp. right) compatible, for all $\alpha \in[0,1]$.

Proof. We prove only for "left" compatible, the other cases can be proved in a similar way.
$(i) \Longrightarrow($ ii $)$ Let $R^{\alpha} \neq \emptyset$. For $\alpha \in[0,1]$ and $x, y, a \in H$ let $x R^{\alpha} y$ and $u \in x \circ a$. Since by $(i), R$ is fuzzy left compatible, then

$$
\left(\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v)\right) \wedge\left(\bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v)\right) \geqslant R(x, y) \geqslant \alpha
$$

and so

$$
\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v) \geqslant \alpha \text { and } \bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v) \geqslant \alpha
$$

Hence, for all $u \in a \circ x, \bigvee_{v \in a \circ y} R(u, v) \geqslant \alpha$ and for all $v \in a \circ y, \bigvee_{u \in a \circ x} R(u, v) \geqslant$ $\alpha$. Since, $R$ satisfies the sup property, then there exist $v_{0} \in a \circ y$ and $u_{0} \in a \circ x$ such that $R\left(u, v_{0}\right)=\bigvee_{v \in a \circ y} R(u, v) \geqslant \alpha$ for all $u \in a \circ x$ and $R\left(u_{0}, v\right)=\bigvee_{u \in a \circ x} R(u, v) \geqslant \alpha$ for all $v \in a \circ y$. Hence, $\left(u, v_{0}\right) \in R^{\alpha}$ and $\left(u_{0}, v\right) \in R^{\alpha}$, for all $u \in a \circ x$ and $v \in a \circ y$. This implies that $R^{\alpha}$ is left compatible.
(ii) $\Longrightarrow(i i i)$ Let $R^{\alpha>} \neq \emptyset$, for $\alpha \in[0,1]$ and $x, y, a \in H$ be such that $x R^{\alpha>} y$ and $u \in a \circ x$. Thus by Lemma 1 , there exists $\beta \in(\alpha, 1]$ such that $x R^{\beta} y$. Since $R^{\beta}$ is left compatible, then $a \circ x \bar{R}^{\beta} a \circ y$, and so there exists $v \in a \circ y$ such that $u R^{\beta} v$. Thus, $R(u, v) \geqslant \beta>\alpha$. This shows that $u R^{\alpha^{>}} v$. Similarly, if $v \in a \circ y$, then there exists $u \in a \circ x$ such that $R(u, v)>\alpha$ and so $u R^{\alpha^{>}} v$. Therefore, $R^{\alpha^{>}}$is left compatible.
$(i i i) \Longrightarrow(i)$ Suppose that $x, y, a \in H$ are such that $R(x, y)=\alpha$. Then by Lemma 1, for all $\beta \in[0, \alpha)$ we have $x R^{\beta^{>}} y$. So, by (iii) we have $a \circ x R^{\bar{\beta}>} a \circ y$, and so for all $u \in a \circ x$ there exists $v \in a \circ y$ such that $u R^{\beta^{>}} v$ i.e., $R(u, v)>\beta$. This implies that $\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v)>\beta$, for all $\beta \in[0, \alpha)$. Similarly, for all $v \in a \circ y$ there exists $u \in a \circ x$ such that $u R^{\beta^{>}} v$ and so $\bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v)>\beta$, for all $\beta \in[0, \alpha)$. Hence, $\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v) \geqslant \alpha=$
$R(x, y)$ and $\bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v) \geqslant \alpha=R(x, y)$, which implies

$$
\left(\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v)\right) \wedge\left(\bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v)\right) \geqslant R(x, y)
$$

Thus, $R$ is fuzzy left compatible.
Theorem 3. For a fuzzy relation $R$ on a hypergroupoid $H$ satisfying the sup property the following properties are equivalent:
(i) $R$ is fuzzy strong left (resp. right) compatible,
(ii) $R^{\alpha} \neq \emptyset$ is strong left (resp. right) compatible, for all $\alpha \in[0,1]$,
(iii) $\quad R^{\alpha>} \neq \emptyset$ is strong left (resp. right) compatible, for all $\alpha \in[0,1]$.

Proof. $(i) \Longrightarrow(i i)$ Let $R$ be a fuzzy strong left compatible relation on $H$, $a \in H$ and $x, y \in H$ be such that $x R^{\alpha} y$, for some $\alpha \in[0,1]$. Then for all $u \in a \circ x$ and $v \in a \circ y$,

$$
R(u, v) \geqslant \bigwedge_{w \in a \circ x, w^{\prime} \in a \circ y} R\left(w, w^{\prime}\right) \geqslant R(x, y) \geqslant \alpha
$$

that is $u R^{\alpha} v$. This shows that $R^{\alpha}$ is a strong left compatible relation on $H$.
(ii) $\Longrightarrow($ iii $)$ Let $R^{\alpha} \neq \emptyset$ be a strong left compatible relation on $H$, for $\alpha \in L, x, y \in H$ be such that $x R^{\alpha^{>}} y$ and $a \in H$. Then, there exists $\beta \in(\alpha, 1]$ such that $x R^{\beta} y$ and so by (ii), $a \circ x \overline{\bar{R}}^{\beta} a \circ y$. This implies that for all $u \in a \circ x$ and for all $v \in a \circ y, R(u, v) \geqslant \beta>\alpha$ and so $u R^{\alpha^{>}} v$. Hence, $a \circ x R^{\bar{\alpha}>} a \circ y$, which implies that $R^{\alpha^{>}}$is a strong left compatible relation on $H$.
(iii) $\Longrightarrow(i)$ Let $a \in H$ and $x, y \in H$ be such that $R(x, y)=\alpha$, for $\alpha \in[0,1]$. Then, by Lemma 1 , for all $\beta \in[0, \alpha)$ we have $x R^{\beta^{>}} y$ and so by (iii), $a \circ x R^{\bar{\beta}>} a \circ y$; i.e., for all $u \in a \circ x$ and for all $v \in a \circ y, u R^{\beta^{>}} v$ i.e., $R(u, v)>\beta$, for all $\beta \in[0, \alpha)$. Thus $R(u, v) \geqslant \alpha$, and hence

$$
\bigwedge_{u \in a \circ x, v \in a \circ y} R(u, v) \geqslant \alpha=R(x, y) .
$$

Therefore, $R$ is a fuzzy strong left compatible relation on $H$.

Definition 5. Let $R$ be a fuzzy relation on a hypergroupoid $H$. Then, $R$ is said to be
(i) fuzzy compatible if
$\left(\bigwedge_{u \in a \circ c} \bigvee_{v \in b \circ d} R(u, v)\right) \wedge\left(\bigwedge_{v \in b o d} \bigvee_{u \in a \circ c} R(u, v)\right) \geqslant R(a, b) \wedge R(c, d), \forall a, b, c, d \in H$,
(ii) fuzzy strong compatible if

$$
\bigwedge_{a \circ c, v \in b \circ d} R(u, v) \geqslant R(a, b) \wedge R(c, d), \quad \forall a, b, c, d \in H .
$$

Definition 6. By a fuzzy (resp. strong) congruence relation we mean a fuzzy (resp. strong) compatible equivalence relation.

Theorem 4. A fuzzy relation $R$ is a (resp. strong) fuzzy congruence relation if and only if it is both a (resp. strong) left and right fuzzy compatible equivalence relation.

Proof. Let $R$ be a fuzzy congruence relation on $H$ and $a, x, y \in H$. Then

$$
\left(\bigwedge_{u \in a \circ x} \bigvee_{v \in a \circ y} R(u, v)\right) \wedge\left(\bigwedge_{v \in a \circ y} \bigvee_{u \in a \circ x} R(u, v)\right) \geqslant R(x, y) \wedge R(a, a)=R(x, y)
$$

which shows that $R$ is a fuzzy left compatible relation on $H$. Similarly, it can be shown that $R$ is a fuzzy right compatible relation on $H$.

Conversely, suppose that $R$ is both a fuzzy left and right compatible equivalence relation on $H$ and $a, b, c, d \in H$. Now, for every $u \in a \circ c$ and every $v \in b \circ d$, by transitivity of $R$, we have

$$
R(u, v) \geqslant \bigvee_{y \in H}(R(u, y) \wedge R(y, v)) \geqslant R(u, w) \wedge R(w, v), \quad \forall w \in b \circ c
$$

and so

$$
R(u, v) \geqslant\left(\bigvee_{w \in b o c} R(u, w)\right) \wedge\left(\bigvee_{w \in b o c} R(w, v)\right)
$$

Thus

$$
\bigvee_{v \in b o d} R(u, v) \geqslant \bigwedge_{v \in b o d} R(u, v) \geqslant\left(\bigvee_{w \in b o c} R(u, w)\right) \wedge\left(\bigwedge_{v \in b o d} \bigvee_{w \in b o c} R(w, v)\right)
$$

and hence

$$
\begin{aligned}
\bigwedge_{u \in a \circ c} \bigvee_{v \in b o d} R(u, v) & \geqslant\left(\bigwedge_{u \in a \circ c} \bigvee_{w \in b \circ c} R(u, w)\right) \wedge\left(\bigwedge_{v \in b o d} \bigvee_{w \in b \circ c} R(w, v)\right) \\
& \geqslant R(a, b) \wedge R(c, d) .
\end{aligned}
$$

Therefore, $R$ is a fuzzy congruence relation on $H$.
Now, let $R$ be a fuzzy strong congruence relation on $H$ and $x, y, a \in H$.
Then,

$$
\bigwedge_{u \in a \circ x, v \in a \circ y} R(u, v) \geqslant R(a, a) \wedge R(x, y)=R(x, y) .
$$

Hence, $R$ is fuzzy strong left compatible. The proof for "fuzzy strong right" is similar.

Conversely, let $R$ be a fuzzy strong left and right compatible, $a, b, c, d \in$ $H$. Then,

$$
R(a, b) \leqslant \bigwedge_{u \in a \circ c, v \in b \circ c} R(u, v) \text { and } R(c, d) \leqslant \bigwedge_{u \in b \circ c, v \in b \circ d} R(u, v)
$$

and so

$$
R(a, b) \wedge R(c, d) \leqslant\left(\bigwedge_{u \in a \circ c, v \in b \circ c} R(u, v)\right) \wedge\left(\bigwedge_{u \in b \circ c, v \in b \circ d} R(u, v)\right) .
$$

For every $u \in a \circ c$ and $v \in b \circ d$, by transitivity of $R$, we have

$$
\begin{aligned}
R(u, v) & \geqslant \bigvee_{y \in H}(R(u, y) \wedge R(y, v)) \geqslant R(u, w) \wedge R(w, v), \quad \forall w \in b \circ c \\
& \left.\geqslant \bigwedge_{u \in a \circ c, v \in b \circ c} R(u, v)\right) \wedge\left(\bigwedge_{w \in b \circ c, z \in b \circ d} R(u, v)\right) \geqslant R(a, b) \wedge R(c, d) .
\end{aligned}
$$

Thus $R$ is a fuzzy strong congruence relation on $H$.
By Theorems 1, 2, 3 and 4 we have the following corollary.
Corollary 1. Let $R$ be a fuzzy relation on a hypergroupoid $H$ that satisfies the sup property. Then,
(i) $R$ is a fuzzy congruence relation on $H$ if and only if every nonempty $\alpha$ level set $R^{\alpha}$ of $R$ is both left and right compatible equivalence relation,
(ii) $R$ is a fuzzy strong congruence relation on $H$ if and only if every nonempty $\alpha$-level set $R^{\alpha}$ of $R$ is both strong left and right compatible equivalence relation on $H$.

Let $R$ be a fuzzy relation on $H$. For all $x \in H$, define a fuzzy subset $\mu$ on $H$ by $\mu_{x}(y)=R(y, x)$, for all $y \in H$.

Lemma 2. Let $R$ be a fuzzy equivalence relation on a hypergroupoid $H$. Then, $\mu_{x}=\mu_{y}$ if and only if $R(x, y)=\bigvee_{u, v \in H} R(u, v)$.

Proof. (i) Let $\mu_{x}=\mu_{y}$, for $x, y \in H$. Since, $R$ is fuzzy reflexive, then

$$
R(x, y)=\mu_{y}(x)=\mu_{x}(x)=R(x, x)=\bigvee_{u, v \in H} R(u, v)
$$

Conversely, suppose that $R(x, y)=\bigvee_{u, v \in H} R(u, v)$, for $x, y \in H$ and $w \in H$.
Since $R$ is fuzzy symmetric and fuzzy transitive, we obtain

$$
\begin{aligned}
\mu_{x}(w) & =R(w, x)=R(x, w) \geqslant R(x, y) \wedge R(y, w) \\
& =\left(\bigvee_{u, v \in H} R(u, v)\right) \wedge R(y, w)=R(y, w)=\mu_{y}(w) .
\end{aligned}
$$

Similarly, we can show that $\mu_{y}(w) \geqslant \mu_{x}(w)$. Thus, $\mu_{x}(w)=\mu_{y}(w)$ and so $\mu_{x}=\mu_{y}$.

Theorem 5. Let $R$ be a fuzzy congruence relation on $H$ with the sup property and $H / R=\left\{\mu_{x}: x \in H\right\}$. Then $(H / R, \diamond)$ is a hypergroupoid, where binary hyperoperation " $\diamond$ " is defined by

$$
\mu_{x} \diamond \mu_{y}=\left\{\mu_{z}: z \in x \circ y\right\}=\mu_{x \circ y} .
$$

Proof. First, we show that " $\diamond$ " is well-defined. Let $\mu_{x}=\mu_{x^{\prime}}$ and $\mu_{y}=\mu_{y^{\prime}}$, for $\mu_{x}, \mu_{x^{\prime}}, \mu_{y}, \mu_{y^{\prime}} \in H / R$. Then, by Lemma $2, R\left(x, x^{\prime}\right)=\bigvee_{u, v \in H} R(u, v)=$ $R\left(y, y^{\prime}\right)$. Let $\alpha=\bigvee_{u, v \in H} R(u, v)$. Then $x R^{\alpha} x^{\prime}$ and $y R^{\alpha} y^{\prime}$ and by Corollary $1, R^{\alpha}$ is a congruence relation on $H$, then $x \circ y \overline{R^{\alpha}} x^{\prime} \circ y^{\prime}$. Now, let $\mu_{z} \in$ $\mu_{x} \diamond \mu_{y}=\mu_{x \circ y}$. Then there exists $z^{\prime} \in x \circ y$ such that $\mu_{z}=\mu_{z^{\prime}}$. On the other hand, since $x \circ y \overline{R^{\alpha}} x^{\prime} \circ y^{\prime}$, then there exists $u \in x^{\prime} \circ y^{\prime}$ such that $z^{\prime} R^{\alpha} u$ and so $R\left(z^{\prime}, u\right) \geqslant \alpha=\bigvee_{u, v \in H} R(u, v) \geqslant R\left(z^{\prime}, u\right)$. Hence, $R\left(z^{\prime}, u\right)=\alpha$. Now, for $w \in H$ we have

$$
\begin{aligned}
\mu_{z}(w) & =\mu_{z^{\prime}}(w)=R\left(w, z^{\prime}\right)=R\left(z^{\prime}, w\right) \geqslant R\left(z^{\prime}, u\right) \wedge R(u, w)=\alpha \wedge R(u, w) \\
& =R(u, w)=R(w, u)=\mu_{u}(w)
\end{aligned}
$$

and so $\mu_{z} \geqslant \mu_{u}$. Similarly $\mu_{u} \geqslant \mu_{z}$. Hence, $\mu_{z}=\mu_{u}$ and so $\mu_{z}=\mu_{u} \in$ $\mu_{x^{\prime} \circ y^{\prime}}=\mu_{x^{\prime}} \diamond \mu_{y^{\prime}}$, since $u \in x^{\prime} \circ y^{\prime}$. Thus $\mu_{x} \diamond \mu_{y} \subseteq \mu_{x^{\prime}} \diamond \mu_{y^{\prime}}$. Analogously, $\mu_{x^{\prime}} \diamond \mu_{y^{\prime}} \subseteq \mu_{x} \diamond \mu_{y}$. Thus $\mu_{x} \diamond \mu_{y}=\mu_{x^{\prime}} \diamond \mu_{y^{\prime}}$. This completes the proof.

In the following, we briefly give some preliminaries about hypergroups.
Definition 7. (cf. [5]) Let ( $H, \circ$ ) be a hypergroupoid. Then $H$ is called a semihypergroup if "०" is associative i.e., $(x \circ y) \circ z=x \circ(y \circ z)$, for all $x, y, z \in$ $H$. Moreover, if $H$ is a semihypegroup that satisfies the reproduction axioms that is, $x \circ H=H \circ x=H$, for all $x \in H$, then we say that $H$ is a hypergroup. Now, let $H$ be a hypergroup. An, element $e \in H$ is called an identity if for all $x \in H, x \in(x \circ e) \cap(e \circ x)$, an element $a \in H$ is said to be a scalar identity if for all $x \in H,|a \circ x|=|x \circ a|=1$. Let $H$ has an identity $e$, an element $a^{\prime} \in H$ is said to be an inverse of $a \in H$ if $e \in\left(a \circ a^{\prime}\right) \cap\left(a^{\prime} \circ a\right)$. H is called regular if it has at least one identity and each element has at least one inverse. $H$ is said to be reversible if for all $x, y, z \in H, y \in a \circ x$ implies that there exists an inverse $a^{\prime}$ of $a$ such that $x \in a^{\prime} \circ y$ and $y \in x \circ a$ implies that there exists an inverse $a$ " of $a$ such that $x \in y \circ a$ ", a hypergroup $(H, \circ)$ is called canonical if it is commutative, with a scalar identity, such that every element has an unique inverse and it is reversible.

Theorem 6. If ( $H, \circ$ ) is a semihypergroup and $R$ is a fuzzy congruence relation on $H$, then $H / R$ is a semihypergroup. In particular, if $(H, \circ)$ is a hypergroup then $H / R$ is a hypergroup.

Proof. Let $\mu_{x}, \mu_{y}, \mu_{z} \in H / R$ and $\mu_{u} \in\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z}$. Then there exists $\mu_{w} \in$ $\mu_{x} \diamond \mu_{y}$ such that $\mu_{u} \in \mu_{w} \diamond \mu_{z}=\mu_{w \circ z}$ and so there exists $v \in w \circ z$ such that $\mu_{u}=\mu_{v}$. But, $v \in w \circ z \subseteq(x \circ y) \circ z=x \circ(y \circ z)$ and so there exists $u^{\prime} \in y \circ z$ such that $v \in x \circ u^{\prime}$. Hence, $\mu_{u}=\mu_{v} \in \mu_{x \circ u^{\prime}}=\mu_{x} \diamond \mu_{u^{\prime}} \subseteq \mu_{x} \diamond\left(\mu_{y} \diamond \mu_{z}\right)$, which shows that $\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z} \subseteq \mu_{x} \diamond\left(\mu_{y} \diamond \mu_{z}\right)$. By a similar way, we can show that $\mu_{x} \diamond\left(\mu_{y} \diamond \mu_{z}\right) \subseteq\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z}$. Hence, $\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z}=\mu_{x} \diamond\left(\mu_{y} \diamond \mu_{z}\right)$, which shows that " $\diamond$ " is associative. Therefore, $H / R$ is a semihypergroup.

Now, suppose that ( $H, \circ$ ) is a hypergroup and $\mu_{x} \in H / R$. Obviously $\mu_{x} \diamond H / R \subseteq H / R$. Now, let $\mu_{u} \in H / R$. Since, $u \in H=x \circ H$, then there exists $y \in H$ such that $u \in x \circ y$ and so $\mu_{u} \in \mu_{x \circ y}=\mu_{x} \diamond \mu_{y} \subseteq \mu_{x} \diamond H / R$. Hence, $H / R \subseteq \mu_{x} \diamond H / R$ and so $\mu_{x} \diamond H / R=H / R$. Similarly, $H / R \diamond \mu_{x}=$ $H / R$ and hence $H / R$ satisfies the reproduction axioms. Therefore, $H / R$ is a hypergroup.

Theorem 7. Let $(H, \circ)$ be a semihypergroup and $R$ be a fuzzy strong congruence relation on $H$. Then:
(i) $H / R$ is a semigroup,
(ii) if $H$ is a hypergroup, then $H / R$ is a group.

Proof. (i) By Theorem 6, $H / R$ is a semihypergroup. It is enough to show that $\left|\mu_{x} \diamond \mu_{y}\right|=1$, for all $\mu_{x}, \mu_{y} \in H / R$. Let $\mu_{x}, \mu_{y} \in H / R$. Since, $R$ is a fuzzy strong congruence relation, then

$$
\bigwedge_{a \in x \circ y, b \in x \circ y} R(a, b) \geqslant R(x, x) \wedge R(y, y)=\bigvee_{u, v \in H} R(u, v)
$$

Thus for all $a, b \in x \circ y, R(a, b) \geqslant \bigvee_{u, v \in H} R(u, v)$ and so $R(a, b)=\bigvee_{u, v \in H} R(u, v)$. Hence, by Lemma 1, $\mu_{a}=\mu_{b}$, for all $a, b \in x \circ y$, which implies that $\left|\mu_{x} \diamond \mu_{y}\right|=1$.
(ii) Similar to the proof of (i), it is enough to show that for all $\mu_{x}, \mu_{y} \in$ $H / R,\left|\mu_{x} \diamond \mu_{y}\right|=1$. But, this immediately follows from (i).

Theorem 8. If $(H, \circ)$ is a canonical hypergroup, then $H / R$ is a canonical hypergroup.

Proof. Let $H$ be a canonical hypergroup and $\mu_{x}, \mu_{y} \in H / R$. Then,

$$
\mu_{x} \diamond \mu_{y}=\left\{\mu_{z}: z \in x \circ y\right\}=\left\{\mu_{z}: z \in y \circ x\right\}=\mu_{y} \diamond \mu_{x}
$$

which shows that $H / R$ is commutative. Since, $H$ has a scalar identity, then there exists $e \in H$, such that $e \circ x=x \circ e=\{x\}$. Hence, for all $\mu_{x} \in H / R$,

$$
\mu_{x} \diamond \mu_{e}=\mu_{x \circ e}=\mu_{x}=\mu_{e o x}=\mu_{e} \diamond \mu_{x} .
$$

This shows that $\mu_{e}$ is a scalar identity. Let $\mu_{x} \in H / R$ and $x^{\prime}$ be the unique inverse of $x$. Since, $e \in\left(x \circ x^{\prime}\right) \cap\left(x^{\prime} \circ x\right)$, then $\mu_{e} \in\left(\mu_{x} \diamond \mu_{x^{\prime}}\right) \cap\left(\mu_{x^{\prime}} \diamond \mu_{x}\right)$, which shows that $\mu_{x^{\prime}}$ is an inverse of $\mu_{x}$. Now, let $\mu_{y}$ be another inverse of $\mu_{x}$. Then $\mu_{e} \in\left(\mu_{x} \diamond \mu_{y}\right) \cap\left(\mu_{y} \diamond \mu_{x}\right)$ and so there exists $b \in y \circ x$ such that $\mu_{e}=\mu_{b}$. Hence, by Lemma $1, R(e, b)=\bigvee_{u, v \in H} R(u, v)$. Let $\alpha=\bigvee_{u, v \in H} R(u, v)$. Then, $e R^{\alpha} b$ i.e., $\{e\} R^{\alpha} y \circ x$. Since, $R^{\alpha}$ is compatible, then $e \circ x^{\prime} \overline{R^{\alpha}}(y \circ x) \circ x^{\prime}$ and so $x^{\prime} \overline{R^{\alpha}} y \circ\left(x \circ x^{\prime}\right)$. Since, $y \in y \circ e \subseteq y \circ\left(x \circ x^{\prime}\right)$, then $x^{\prime} R^{\alpha} y$ and so $R\left(x^{\prime}, y\right) \geqslant \alpha=\bigvee_{u, v \in H} R(u, v)$. Hence, $R\left(x^{\prime}, y\right)=\bigvee_{u, v \in H} R(u, v)$ and so by Lemma $1, \mu_{y}=\mu_{x^{\prime}}$, says that the inverse of $\mu_{x}$ is unique. Now, we show that $H / R$ is reversible. For this, let $\mu_{x}, \mu_{y}, \mu_{a} \in H / R$ and $\mu_{y} \in \mu_{a} \diamond \mu_{x}=\mu_{a \circ x}$.

Then, there exists $u \in a \circ x$ such that $\mu_{y}=\mu_{u}$. Since, $u \in a \circ x$, then there exists an inverse $a^{\prime}$ of $a$ such that $x \in a^{\prime} \circ y$ and so $\mu_{x} \in \mu_{a^{\prime}} \diamond \mu_{y}$, and $\mu_{a^{\prime}}$ is an inverse of $\mu_{a}$. Similarly, if $\mu_{y} \in \mu_{x} \diamond \mu_{a}$, then there exists an inverse $a$ " of $a$ such that $\mu_{x} \in \mu_{y} \diamond \mu_{a}$. Hence, $H / R$ is reversible. Therefore, $H / R$ is a canonical hypergroup.

## 3. Fuzzy congruence relations on hyper $B C K$-algebras

Definition 8. (cf. [10, 11]) By a hyper BCK-algebra we mean a hypergroupoid ( $H, \circ$ ) equipped a constant element " 0 " that satisfies the following axioms:
(HK1) $(x \circ z) \circ(y \circ z) \ll x \circ y$,
(HK2) $(x \circ y) \circ z=(x \circ z) \circ y$,
(HK3) $x \circ H \ll\{x\}$,
(HK4) $x \ll y$ and $y \ll x$ imply $x=y$,
for all $x, y, z \in H$, where by $x \ll y$ we mean $0 \in x \circ y$ and for every $A, B \subseteq H, A \ll B$ is defined by $\forall a \in A, \exists b \in B$ such that $a \ll b$.
Definition 9. Let $R$ be a fuzzy relation on a hyper $B C K$-algebra $H$. Then, $R$ is said to be fuzzy regular if

$$
R(x, y) \geqslant\left(\bigvee_{a \in x \circ y} R(a, 0)\right) \wedge\left(\bigvee_{b \in y \circ x} R(b, 0)\right)
$$

Lemma 3. Let $R$ be a fuzzy relation on a hyper BCK-algebra $H$ with the sup property. Then, $R$ is fuzzy regular if and only if for all $\alpha \in[0,1]$, each nonempty $\alpha$-level subset $R^{\alpha}$ is regular.
Proof. Let $R$ be a fuzzy regular relation on $H$. Then $x \circ y R^{\alpha}\{0\}$ and $y \circ x R^{\alpha}\{0\}$, for $x, y \in H$ and $\alpha \in[0,1]$. Then, there exist $a \in x \circ y$ and $b \in y \circ x$ such that $a R^{\alpha} 0$ and $b R^{\alpha} 0$. This implies that $R(a, 0), R(b, 0)>\alpha$ and so $\bigvee_{a \in x \circ y} R(a, 0)>\alpha$ and $\bigvee_{b \in y \circ x} R(b, 0)>\alpha$. Thus,

$$
R(x, y) \geqslant\left(\bigvee_{a \in x \circ y} R(a, 0)\right) \wedge\left(\bigvee_{b \in y \circ x} R(b, 0)\right)>\alpha
$$

and so $x R^{\alpha} y$, which shows that $R^{\alpha}$ is regular.
Conversely, suppose that

$$
\left(\bigvee_{a \in x \circ y} R(a, 0)\right) \wedge\left(\bigvee_{b \in y \circ x} R(b, 0)\right)=\alpha
$$

for $x, y \in H$. Then $\bigvee_{a \in x \circ y} R(a, 0) \geqslant \alpha$ and $\bigvee_{b \in y \circ x} R(b, 0) \geqslant \alpha$ and since $R$ has the sup property, then there exist $a_{0} \in x \circ y$ and $b_{0} \in y \circ x$ such that $R\left(a_{0}, 0\right)=\bigvee_{a \in x \circ y} R(a, 0) \geqslant \alpha$ and similarly $R\left(b_{0}, 0\right)=\bigvee_{b \in y \circ x} R(b, 0) \geqslant \alpha$. Hence, $a_{0} R^{\alpha} 0$ and $b_{0} R^{\alpha} 0$ and so $x \circ y R^{\alpha}\{0\}$ and $y \circ x R^{\alpha}\{0\}$. Since $R^{\alpha}$ is regular, then $x R^{\alpha} y$ and so

$$
R(x, y) \geqslant \alpha=\left(\bigvee_{a \in x \circ y} R(a, 0)\right) \wedge\left(\bigvee_{b \in y \circ x} R(b, 0)\right)
$$

Therefore, $R$ is a fuzzy regular relation.
Theorem 9. Let $(H, \circ)$ be a hyper BCK-algebra and $R$ be a fuzzy regular congruence relation on $H$. Then, $H / R$ is a hyper BCK-algeba.

Proof. It is enough to establish the axioms of a hyper $B C K$-algebra.
(HK1) Let $\mu_{x}, \mu_{y}, \mu_{z}, \mu_{v} \in H / R$ be such that $\mu_{v} \in\left(\mu_{x} \diamond \mu_{z}\right) \diamond\left(\mu_{y} \diamond \mu_{z}\right)$. Then there exist $\mu_{u} \in \mu_{x} \diamond \mu_{z}$ and $\mu_{w} \in \mu_{y} \diamond \mu_{z}$ such that $\mu_{v} \in \mu_{u} \diamond \mu_{w}$ and so there exists $a \in u \circ w$ such that $\mu_{v}=\mu_{a}$. Since $a \in u \circ w \subseteq$ $(x \circ z) \circ(y \circ z) \ll x \circ y$, then there exists $b \in x \circ y$ such that $a \ll b$ and so $0 \in a \circ b$. This implies that $\mu_{0} \in \mu_{a} \diamond \mu_{b}=\mu_{v} \diamond \mu_{b} \subseteq\left(\mu_{u} \diamond \mu_{w}\right) \diamond\left(\mu_{x} \diamond \mu_{y}\right) \subseteq$ $\left(\left(\mu_{x} \circ \mu_{z}\right) \diamond\left(\mu_{y} \diamond \mu_{z}\right)\right) \diamond\left(\mu_{x} \diamond \mu_{y}\right)$. Thus $\left(\mu_{x} \diamond \mu_{z}\right) \diamond\left(\mu_{y} \diamond \mu_{z}\right) \ll \mu_{x} \diamond \mu_{y}$.
(HK2) Let $\mu_{u} \in\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z}$. Then there exists $v \in(x \circ y) \circ z$ such that $\mu_{u}=\mu_{v}$. Since by (HK2) of $H,(x \circ y) \circ z=(x \circ z) \circ y$, then $v \in(x \circ z) \circ y$ and so $\mu_{u}=\mu_{v} \in\left(\mu_{x} \diamond \mu_{z}\right) \diamond \mu_{y}$. This implies that $\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z} \subseteq$ $\left(\mu_{x} \diamond \mu_{z}\right) \diamond \mu_{y}$. Similarly, we can show that $\left(\mu_{x} \diamond \mu_{z}\right) \diamond \mu_{y} \subseteq\left(\mu_{x} \diamond \mu_{y}\right) \diamond \mu_{z}$. Thus $\left(\mu_{x} \circ \mu_{y}\right) \diamond \mu_{z}=\left(\mu_{x} \diamond \mu_{z}\right) \diamond \mu_{y}$.
(HK3) Let $\mu_{z} \in \mu_{x} \diamond H / R$, for $\mu_{x} \in H / R$. Then there exists $\mu_{y} \in H / R$ such that $\mu_{z} \in \mu_{x} \diamond \mu_{y}$ and so there exists $w \in x \circ y$ such that $\mu_{z}=\mu_{w}$. Since by (HK3) of $H, x \circ y \ll x$, then $w \ll x$ and so $0 \in w \circ x$. Thus $\mu_{0} \in \mu_{w} \diamond \mu_{x}=\mu_{z} \diamond \mu_{x}$. This implies that $\mu_{z} \ll \mu_{x}$ and so $\mu_{x} \diamond H / R \ll \mu_{x}$.
(HK4) Let $\mu_{x} \ll \mu_{y}$ and $\mu_{y} \ll \mu_{x}$, for $\mu_{x}, \mu_{y} \in H / R$. Then $\mu_{0} \in \mu_{x} \diamond \mu_{y}$ and $\mu \in \mu_{x} \diamond \mu_{y}$. Hence there exist $z \in x \circ y$ and $w \in y \circ x$ such that $\mu_{z}=\mu_{0}=\mu_{w}$. Since, $\mu_{z}=\mu$, then by Lemma $1, R(z, w)=\bigvee_{u, v \in H} R(u, v)$. Since $\mu_{z}=\mu$ (and also $\mu_{w}=\mu$ ), then $R(z, 0)=\bigvee_{u, v \in H} R(u, v)=R(w, 0)$. Let $\alpha=\bigvee_{u, v \in H} R(u, v)$. Then $z R^{\alpha} 0$ and $w R^{\alpha} 0$, means that $x \circ y R^{\alpha}\{0\}$ and
$y \circ x R^{\alpha}\{0\}$ and since $R^{\alpha}$ is regular, then $x R^{\alpha} y$. Hence, $R(x, y) \geqslant \alpha=$ $\bigvee_{u, v \in H} R(u, v)$ and so $R(x, y)=\bigvee_{u, v \in H} R(u, v)$, which implies that $\mu_{x}=\mu_{y}$, by Lemma 1 . Therefore, $H / R$ is a hyper $B C K$-algebra.
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# Subdirectly irreducible sloops and SQS-skeins 

Magdi. H. Armanious and Enas. M. A. Elzayat


#### Abstract

It was shown in [2] that there is 8 classes of nonsimple subdirectly irreducible SQS-skeins of cardinality 32 ( $\mathrm{SK}(32) \mathrm{s})$. Now, we present the same classification for sloops of cardinality $32(\mathrm{SL}(32) \mathrm{s})$ and unify this classification for both $\mathrm{SL}(32) \mathrm{s}$ and $\mathrm{SK}(32) \mathrm{s}$ in one table. Next, some recursive construction theorems for subdirectly irreducible SL( $2 n$ ) s and $\operatorname{SK}(2 n)$ s which are not necessary to be nilpotent are given. Further, we construct an $\operatorname{SK}(2 n)$ with a derived $\operatorname{SL}(2 n)$ such that $\operatorname{SK}(2 n)$ and $\operatorname{SL}(2 n)$ are subdirectly irreducible and have the same congruence lattice. We also construct an $\operatorname{SK}(2 n)$ with a derived $\operatorname{SL}(2 n)$ such that the congruence lattice of $\operatorname{SK}(2 n)$ is a proper sublattice of the congruence lattice of $\mathrm{SL}(2 n)$.


## 1. Introduction

A Steiner quadruple (triple) system is a pair $(S ; B)$ where $S$ is a finite set and $B$ is a collection of 4 -subsets ( 3 -subsets) called blocks of $S$ such that every 3 -subset (2-subset) of $S$ is contained in exactly one block of $B$ (cf. [13] and [17]). Let $\operatorname{SQS}(m)$ denotes a Steiner quadruple system (briefly quadruple system) of cardinality $m$ and $\operatorname{STS}(n)$ be a Steiner triple system (briefly: triple system) of the cardinality $n$. It is well known that $\operatorname{SQS}(m)$ exists iff $m \equiv 2$ or $4(\bmod 6)$, and $\operatorname{STS}(n)$ exists iff $n \equiv 1$ or $3(\bmod 6)(c f$. [13] and [17]). Let $(S ; B)$ be an SQS. If $S_{a}=S-\{a\}$ for some point $a \in S$, then deleting $a$ from all blocks which contain it we obtain the triple system ( $S_{a} ; B(a)$ ), where

$$
B(a)=\left\{b^{\prime}=b-\{a\}: b \in B \text { and } a \in b\right\} .
$$

The system $\left(S_{a} ; B(a)\right)$ is called a derived triple system (or briefly DTS) of ( $S ; B$ ) (cf. [13] and [17]).

[^2]There is one-to-one correspondence between STSs and sloops. A sloop (briefly SL) $L=(L ; \cdot, 1)$ is a groupoid with a neutral element 1 satisfying the identities:

$$
x \cdot y=y \cdot x, \quad 1 \cdot x=x, \quad x \cdot(x \cdot y)=y .
$$

A sloop $L$ is called Boolean if it satisfies the associative law.
Also, there is one-to-one correspondence between SQSs and SQS-skeins (cf. [13] and [17]). An SQS-skein (briefly: SK) $(Q ; q)$ is an algebra with a ternary operation $q$ such that

$$
q(x, y, z)=q(x, z, y)=q(z, x, y), \quad q(x, x, y)=y, \quad q(x, y, q(x, y, z))=z
$$

is valid for all $x, y, z \in Q$. An SQS-skein $(Q ; q)$ satisfying the identity:

$$
q(a, x, q(a, y, z))=q(x, y, z)
$$

is called Boolean. Any sloop associated with a given derived triple system is also called derived. A sloop $\left(Q_{a} ; \cdot, a\right)$ with the binary operation "." defined by $x \cdot y=q(a, y, z)$, where $a \in Q$, is called derived sloop of an SQS-skein $(Q ; q)$ with respect to $a \in Q$.

A subsloop $N$ of $L$ is called normal if and only if $N=[1] \theta$ for a congruence $\theta$ on $L$. Similarly, a sub-SQS-skein of $Q$ is called normal if and only if $N=[a] \theta$ for a congruence $\theta$ of $Q$ (cf. [13] and [18]). The congruence $\theta$ associated with the normal subsloop (sub-SQS-skein) $N$ is given by:

$$
\theta=\{(x, y): x \cdot y \in N\} .
$$

All congruences of sloops (SQS-skeins) are permutable, regular and uniform (cf. [1] and [18]). Congruence lattices of sloops and SQS-skeins are modular.
Theorem 1. Every subsloop (sub-SQS-skein) M of a finite sloop $(L ; \cdot, 1)$ (SQS-skein $(Q ; q))$ such that $|L|=2|M|($ resp. $|Q|=2|M|)$ is normal.

If $(G ;+)$ is a Boolean sloop or, equivalently, a Boolean group, then $(G ; q)$ with $q(x, y, z)=x+y+z$ is a Boolean SQS-skein [1]. The class $\mathbf{A}_{0}$ of all Boolean sloops (SQS-skeins) is the smallest non-trivial subvariety of the variety of all sloops (SQS-skeins).

A congruence $\theta$ on a sloop $L$ or on an SQS-skein $Q$ is called central, if the diagonal relation $\Delta_{L}$ (resp. $\Delta_{Q}$ ) is a normal subsloop (sub-SQS-skein) of $L$ (resp. $Q$ ). The largest central congruence is called the center of $L$ (resp. $Q$ ) and is denoted by $\zeta(L)$ (resp. $\zeta(Q)$ ) (cf. [1] and [11]). A series of
congruences $1=\theta_{0} \supseteq \theta_{1} \supseteq \theta_{2} \supseteq \ldots \supseteq \theta_{n}=0$ (or $\Delta$ ) is called central series if $\theta_{i} / \theta_{i+1} \subseteq \zeta\left(L / \theta_{i+1}\right)$ (resp. $\left.\theta_{i} / \theta_{i+1} \subseteq \zeta\left(Q / \theta_{i+1}\right)\right)$. If $L$ (resp. $Q$ ) contains a central series, then $L$ (resp. $Q$ ) is called nilpotent. If in nilpotent $L$ (resp. $Q)$ the smallest length of a central series is $n$, then it is called nilpotent of class $n$ (cf. [4] and [5]).

Lemma 2. (cf. [4] and [15]) If $\theta$ is a congruence on a sloop $L$ or on an SQS-skein $Q$ and $|[x] \theta|=2$, then $\theta$ is a central congruence. Moreover, if $L$ (resp. $Q$ ) is subdirecly irreducible, then $\theta=\zeta(L)($ resp. $\theta=\zeta(Q))$.

## 2. Subdirectly irreducible $\mathrm{SL}(32) \mathrm{s}$ and $\mathrm{SK}(32) \mathrm{s}$

For any congruence $\theta$ on a sloop $L$ or on an SQS-skein $Q$ we may define the dimension $d(\theta)$ as the length of the maximal chain between the smallest congruence 0 (the diagonal relation) and $\theta$ in $\mathrm{C}(L)$ or $\mathrm{C}(Q)$. All maximal chains in a finite modular lattice have the same length [16].

All SL(16)s (also SK(16)s) can be divided into 5 classes according to the shape of its congruence lattice or, equivalently, to the number of sub-SL(8)s (sub-SK(8)s) (cf. [8] and [9]). Let $L_{*}\left(\right.$ resp. $Q_{*}$ ) be an $\operatorname{SL}(16)$ (resp. $\operatorname{SK}(16)$ ) and let $\theta_{*}$ be an atom in $\mathrm{C}\left(L_{*}\right)$ (resp. $\left.\mathrm{C}\left(Q_{*}\right)\right)$, then $\mathrm{C}\left(L_{*} / \theta_{*} \cong S\left(\mathbb{Z}_{2}^{r}\right)\right.$ ) (resp. $\left.\mathrm{C}\left(Q_{1} / \theta_{*}\right)\right) \cong S\left(\mathbb{Z}_{2}^{r}\right)$ (the lattice of all subgroups of the Boolean group $\left.\mathbb{Z}_{2}^{r}\right)$. Consequently, for the length of the maximal chain in $\mathrm{C}(L)$ or $\mathrm{C}(Q))$ we have $d(1)=r+1$ with $r=0,1,2,3,4$. So, there are 5 classes for each of SL(16)s and SK(16)s which are presented in Table 1. Examples for each class of SL(16)s and SK(16)s and for an SK(16)s with a derived SL(16) for all possible congruence lattices of $\operatorname{SK}(16)$ and its derived $\operatorname{SL}(16)$, can be found in [8] and [9].

Armanious gave in [2] all 8 classes of nonsimple subdirectly irreducible SK(32)s. The same classification holds for nonsimple subdirectly irreducible SL(32)s.

If in modular lattice two elements $\theta$ and $\varphi$ cover $\theta \wedge \varphi$, then $\theta \vee \varphi$ covers $\theta$ and $\varphi$ [16]. Moreover, $\theta \vee \varphi=\theta \circ \varphi$ in permutable varieties. This implies that if $\theta$ and $\varphi$ are atoms in the congruence lattice $\mathrm{C}(L)$ (resp. $\mathrm{C}(Q)$ ) of a finite sloop (SQS-skein), then the congruence $\theta \vee \varphi=\theta \circ \varphi$ covers $\theta$ and $\varphi$. Also, the dimensions $\mathrm{d}(1)$ of the largest congruence 1 of both $L / \theta$ and $L / \varphi$ (resp. $Q / \theta$ and $Q / \varphi$ ) are the same.

| d(1) | $\mathrm{C}\left(L_{*}\right)$ and $\mathrm{C}\left(Q_{*}\right)$ are isomorphic to | Algebraic properties of $\operatorname{SL}(16)=L_{*}$ and $\mathrm{SQ}(16)=Q_{*}$ | Properties of the $\operatorname{STS}(15)$ and SQS(16) |
| :---: | :---: | :---: | :---: |
| 1 | $\begin{array}{r} \theta_{*}=1 \\ \|[x]\| \theta_{*}=16 \end{array}$ | $L_{*}$ and $Q_{*}$ are simple. | STS(15) has no sub-STS(7)s and SQS(16) has no subSQS(8)s. |
| 2 | $\|[x]\| \theta_{*}=8$ | $\mathbf{C}\left(L_{*}\right)$ and $\mathbf{C}\left(Q_{*}\right)$ have one proper congruence. $L_{*}$ and $Q_{*}$ are subdirectly irreducible, but not nilpotent. | STS(15) has one sub-STS(7) and SQS(16) has two disjoint sub-SQS(8)s. |
| 3 | $\left\|[x] \theta_{*}\right\|=4$ | $\mathbf{C}\left(L_{*}\right)$ and $\mathbf{C}\left(Q_{*}\right)$ have 3 co-atoms. $L_{*}$ and $Q_{*}$ are subdirectly irreducible, but not nilpotent. | $\begin{aligned} & \text { STS(15) has } 3 \\ & \text { sub-STS(7)s } \\ & \text { and SQS(16) } \\ & \text { has } 6 \text { sub- } \\ & \text { SQS(8)s. } \end{aligned}$ |
| 4 | $\left\|[x] \theta_{*}\right\|=2$ | $\mathbf{C}\left(L_{*}\right)$ and $\mathbf{C}\left(Q_{*}\right)$ have 7 co-atoms. The atom $\theta_{*}$ is the center of $L_{*}$ (resp. $Q_{*}$ ). $L_{*}$ and $Q_{*}$ are subdirectly of nilpotence calss 2 . | STS(15) has exactly 7 subSTS(7)s and SQS(16) has exactly 14 subSQS(8)s. |
| 5 | It has more than one atom. | Both $L_{*}$ and $Q_{*}$ are Boolean. So $L_{*} \cong \mathrm{SL}(2)^{4}$ and $Q_{*} \cong \operatorname{SK}(2)^{4}$. It has $2^{4}-1$ atoms and $2^{4}-1$ co-atoms. | STS(15) has exactly 15 subSTS(7)s and SQS(16) has exactly 30 sub-SQS(8)s. |

Table 1. All classes of subdirectly irreducible sloops and SQS-skeins of cardinality 16.

So, $d(1)=1$ iff $L$ (resp. $Q$ ) is simple and $d(1)=n$ if $L$ (resp. $Q$ ) is Boolean of the cardinality $2^{n}$. In general, $1 \leqslant d(1) \leqslant n$ for each of $\operatorname{SL}\left(2^{n}\right)$ and $\operatorname{SK}\left(2^{n}\right)$.

Consider a sloop $L=\mathrm{SL}(32)$ and an SQS-skein $Q=S K(32)$, in which both $L$ and $Q$ are subdirectly irreducible with a monolith $\theta_{0}$. It is wellknown that there are simple $\operatorname{SK}(n)$ s and $\operatorname{simple} \operatorname{SL}(n)$ s for each $n \equiv 2$ or 4 $(\bmod 6)($ see $[1],[7],[10]$ and $[18])$. Except the case $d(1)=1$, when $\operatorname{SK}(n)$ s and $\operatorname{SL}(n)$ s are simple, we have four other cases $d(1)=2,3,4,5$. For each $d(1)=r$, we have two different classes of $L / \theta_{0}$ (resp. $Q / \theta_{0}$ ). In the first class $L / \theta_{0}$ (resp. $Q / \theta_{0}$ ) is Boolean and has $2^{r-1}$ elements. In the second $L / \theta_{0}$ (resp. $Q \theta_{0}$ ) is an $\operatorname{SL}(16)$ (resp. $\left.\operatorname{SK}(16)\right)$ and belongs to the class $r-1$ of Table 1. This means that the congruence lattice $C(L)$ (resp. $C(Q)$ ) is isomorphic to one of the following two lattices:

In the following table, we review the algebraic and combinatoric properties of each class of nonsimple subdirectly irreducible SL(32)s and SK(32)s.

| d(1) | The lattices $\mathrm{C}\left(L_{*}\right)$ and $\mathrm{C}\left(Q_{*}\right)$ | Properties of SL(32) $=L$ and $\mathrm{SQ}(32)=Q$ | Properties of the associated STS(31) and SQS(32) |
| :---: | :---: | :---: | :---: |
| 2 (a) | $\left\|[x] \theta_{0}\right\|=2$ | Normal subalgebras of $L$ and $Q$ have 2 elements. Has no subalgebras of cardinality $>8$. Only homomorphic images of $L / \theta_{0}$ and $Q / \theta_{0}$ are simple of cardinality 16 . | STS(31) has $(15 \cdot 14) / 6$ sub-STS(7)s. SQS(32) has (16-15 • 14)/24 sub-SQS(8)s. |
| 2 (b) | $\left\|[x] \theta_{0}\right\|=16$ | $L$ has one sub-SL(16) and $Q$ has two disjoint sub-SK(16)s. Only proper homomorphic images of $L / \theta_{0}$ and $Q / \theta_{0}$ are of cardinality 2 . | STS(31) has only one sub-STS(15). SQS(32) has two disjoint subSQS(16)s. These 3 subsystems belongs to the classes from Table 1. |


| 3 (a) | $\begin{aligned} & \left\|[x] \theta_{1}\right\|=16 \\ & \left\|[x] \theta_{0}\right\|=2 \end{aligned}$ | $\begin{aligned} & \left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=16 \\ & \left\|L / \theta_{1}\right\|=\left\|Q / \theta_{1}\right\|=2 \end{aligned}$ <br> $L / \theta_{0}$ and $Q / \theta_{0}$ belong to the class 2 from Table 1. $L(Q)$ has only one normal sub-SL(16) (two disjoint normal sub-SK(16)s). These subsystems belong to the class $4(a)$ or $4(b)$ of Table 1. | STS(31) has only one sub$\operatorname{STS}(15)$ and at least $(15 \cdot 14) / 6$ sub-STS(7)s. The SQS(32) has two disjoint subSQS(16)s and at least $(16 \cdot 15 \cdot 14) / 24$ sub-SQS(8)s. |
| :---: | :---: | :---: | :---: |
| 3 (b) | $\left\|[x] \theta_{0}\right\|=8$ | $\left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=4$. $L(Q)$ has 3 normal sub-SL(16)s (6 normal sub-SK(16)s) and only one normal sub-SL(8) (4 disjoint normal sub-SK (8)s). Sub-SL(16)s and subSK(16)s are not simple and belong to some nonsimple class from Table 1. | The STS(31) has exactly three sub-STS(15)s and the SQS(32) has six sub-SQS(16)s. |
| 4 (a) | $\left\{\begin{array}{l} \left\|[x] \theta_{1}\right\|=8 \\ \left\|[x] \theta_{0}\right\|=2 \end{array}\right.$ | $\begin{aligned} & \left\|L / \theta_{1}\right\|=\left\|Q / \theta_{1}\right\|=4 \\ & \left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=16 \end{aligned}$ <br> $L / \theta_{0}$ and $Q / \theta_{0}$ belong to the class 3 of Table 1. $L(Q)$ has three normal sub-SL(16)s (6 normal sub-SK(16)s) and only one normal subSL(8) (4 disjoint normal sub-SK (8)s). SubSL(16)s and sub-SK(16)s belong to the class $4(a)$ or $4(b)$ of Table 1. | STS(31) has only 3 sub-STS(15)s. <br> The associated SQS(32) has 6 sub-SQS(16)s. |


| 4 (b) | $\left\|[x] \theta_{0}\right\|=4$ | $\left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=8$ <br> $L(Q)$ has 7 normal sub-SL(16)s (14 normal sub-SK(16)s) and only one normal sub-SL(4) ( 8 disjoint normal sub-SK(4)s). SubSL(16)s and subSK(16)s belong to the class 3 or 4 of Table 1. | The STS(31) has exactly 7 subSTS(15)s. <br> The associated SQS(32) has 14 sub-SQS(16)s. |
| :---: | :---: | :---: | :---: |
| 5 (a) | $\begin{aligned} & \left\|[x] \theta_{1}\right\|=4 \\ & \left\|[x] \theta_{0}\right\|=2 \end{aligned}$ | $\begin{aligned} & \left\|L / \theta_{1}\right\|=\left\|Q / \theta_{1}\right\|=8 \\ & \left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=16 \end{aligned}$ <br> $L / \theta_{0}$ and $Q / \theta_{0}$ belong to the class $4(a)$ of Table 1. $\theta_{0}$ is the center of $L(Q)$ and $\theta_{1} / \theta_{0}$ is the center of $L / \theta_{0}\left(Q / \theta_{0}\right)$. $L(Q)$ is of nilpotence class 3 and has 7 normal sub-SL(16)s (14 normal sub-SK(16)s) and exactly one normal sub-SL (4) ( 8 disjoint normal subSK(4)s) and one normal sub-SL(2) (16 disjoint normal sub-SK $(2) \mathrm{s})$. | The STS(31) has exactly 7 subSTS(15)s and the associated SQS(32) has exactly 14 subSQS(16)s. All subSTS(16)s and subSQS(16)s belong to the class $4(a)$ or $4(b)$ of Table 1 . |
| 5 (b) | $\left\|[x] \theta_{0}\right\|=2$ | $\left\|L / \theta_{0}\right\|=\left\|Q / \theta_{0}\right\|=16$ <br> $L(Q)$ is nilpotent of the class 2 and $\theta_{0}$ is its center. $L(Q)$ has 15 normal sub-SL(16)s (30 normal sub-SK(16)s) and exactly one normal subSL(2) (16 disjoint normal sub-SK(2)s). SubSL(16)s and sub-SK(16)s belong to the class $4(a)$ or $4(b)$ of Table 1. | STS(31) has exactly 15 subSTS(15)s and the associated SQS(32) has exactly 30 subSQS(16)s. |

## 3. Subdirectly irreducible $\mathrm{SL}(2 \mathrm{n}) \mathrm{s}$ and $\mathrm{SK}(2 \mathrm{n}) \mathrm{s}$

In this section, we find recursive constructions for subdirectly irreducible sloops and $\operatorname{SQS}$-skeins, i.e., for subdirectly irreducible $\operatorname{SK}(n)=Q_{*}$ and $\operatorname{SL}(n)=L_{*}$ with a monolith $\theta_{*}$, we construct subdirectly irreducible $Q=$ $S K(2 n)$ (resp. $L=S L(2 n)$ ) having a homomorphic image which congruent to $Q_{*}$ (resp. to $L_{*}$ ).

For a given subdirectly irreducible $\operatorname{SK}(n)$ and $\operatorname{SL}(n)$ of nilpotence class $k>1$ Guelzow (cf. [14], [15]) and Armanious (cf. [3], [4], [5]) constructed a subdirectly irreducible $\operatorname{SK}(2 n)$ (resp. $\mathrm{SL}(2 n)$ ) of nilpotence class $k+1$. Below, basing on results of [15] and [4], we present three recursive constructions for subdirectly irreducible SQS-skeins and sloops. Namely, for a given subdirectly irreducible $\operatorname{SK}(n)$ and $\operatorname{SL}(n)$ (not necessary nilpotent or simple) with a monolith, we construct a subdirectly irreducible $\operatorname{SK}(2 n)$ (resp. SL(2n)).

Construction. Let $Q_{*}=\left(Q_{*} ; q_{*}\right)$ be an $\operatorname{SK}(n)$ and $L_{*}=\left(L_{*} ; *, 1\right)$ be an $\mathrm{SL}(n)$. Let $L_{*}=Q_{*}=\left\{x_{0}, x_{1}, \ldots, x_{n-1}\right\}$ and $R$ be a set of sub-SK(4)s of $Q_{*}$ (sub-SL(4)s of $L_{*}$ ), where $x_{0}$ denotes the unit 1 of sloops. Consider the binary operation $\bullet$ on $L=L_{*} \times G F(2)$ and the ternary operation $q$ on $Q=Q_{*} \times G F(2)$ defined as follows:

$$
\begin{gathered}
q\left(\left(x, i_{x}\right),\left(y, i_{y}\right),\left(z, i_{z}\right)\right)=\left(q_{*}(x, y, z), i_{x}+i_{y}+i_{z}+\chi_{R}\langle x, y, z\rangle_{Q_{*}}\right), \\
\left(x, i_{x}\right) \bullet\left(y, i_{y}\right)=\left(x * y, i_{x}+i_{y}+\chi_{R}\langle x, y\rangle_{L_{*}}\right),
\end{gathered}
$$

where $\chi_{R}$ is the characteristic function such that $\chi_{R}\langle x, y, z\rangle_{Q_{*}}=1$ if $\langle x, y, z\rangle_{Q_{*}}$ generates a sub-SK (4) $\in R$, and 0 otherwise; $\chi_{R}\langle x, y\rangle_{L_{*}}=1$ if $\langle x, y\rangle_{L_{*}}$ generates a sub-SL(4) $\in R$, and 0 otherwise.

It easy to prove that $Q=(Q ; q)$ is an $\operatorname{SK}(2 n)$ and $L=(L ; \bullet)$ is an $\operatorname{SL}(2 n)$ (for details see [15] and [4]). In the sequel, the SQS-skein $Q$ and the sloop $L$ will be denoted by $2 \times_{R} Q_{*}$ and $2 \times_{R} L_{*}$, respectively.

If $R$ is empty, then $\chi_{R}\langle x, y, z\rangle_{Q_{*}}=0$ for $x, y, z \in Q_{*}$ and $\chi_{R}\langle x, y\rangle_{L_{*}}=0$ for $x, y \in L_{*}$. Thus $(Q ; q)=Q_{*} \times S K(2)$ and $(L ; \bullet,(1,0))=L_{*} \times S L(2)$. If $R$ is the set of all sub-SK (4)s of $Q_{*}$ (resp. sub-SL(4)s of $L_{*}$ ), then $Q(L)$ is Boolean or of nilpotence class $k+1$ if and only if $Q_{*} L_{*}$ ) is Boolean or of nilpotence class $k>1$, respectively. Moreover, $Q$ is semi-boolean if and only if $Q_{*}$ is semi-boolean (see [15]).

Lemma 3. Let $Q_{*}$ (resp. $L_{*}$ ) be a subdirectly irreducible SQS-skein (sloop) with monolith $\theta_{*}$ and let $R$ be the set of sub-SK(4)s (sub-SL(4)s). The con-
structed SKS-skein $2 \times_{R} Q_{*}$ (resp. sloop $2 \times_{R} L_{*}$ ) has a congruence $\theta_{1}$ which covers all its minimal congruences.
Proof. The projection $\pi$ from $Q(L)$ into the first component is onto homomorphism and the congruence $\operatorname{ker} \pi=\theta_{0}$ on $Q(L)$ is determined by the relation $\left\{((x, i),(x, j)): \forall x \in Q_{*}\left(L_{*}\right), \forall i, j \in\{0,1\}\right\}$. Now $Q / \theta_{0} \cong Q_{*}$ and $L / \theta_{0} \cong L_{*}$. Since $\theta_{*}$ is the monolith of $Q_{*}$ and $L_{*}, Q / \theta_{0}$ (resp. $L / \theta_{0}$ ) has a monolith $\theta_{1} / \theta_{0}$ for a congruence $\theta_{1}$ on $Q$ (resp. on $L$ ). Thus $\theta_{1}$ is the unique congruence in $\mathrm{C}(Q)$ (resp. $C(L)$ ) which covers $\theta_{0}$. If $\delta$ is another atom of $\mathrm{C}(Q)$ (resp. $C(L)$ ), then $\delta \circ \theta_{0}=\theta_{1}$ covers $\delta$ and $\theta_{0}$. Therefore, $\theta_{1}$ covers all atoms of $\mathrm{C}(Q)$ (resp. $C(L))$.

Moreover, since $\left|\left[\left(x_{0}, 0\right)\right] \theta_{0}\right|=2$, it follows that if $\left|\left[\left(x_{0}\right)\right] \theta_{*}\right|=m$, then $\left|\left[\left(x_{0}, 0\right)\right] \theta_{1}\right|=2 m$.

Guelzow [15] and Armanious [4] for a given subdirectly irreducible SK ( $n$ ) $=Q_{*}\left(\mathrm{SL}(n)=L_{*}\right)$ of nilpotence class $k$ with a minimal congruence $\theta_{*}$ such that $\left|[x] \theta_{*}\right|=2$ constructed subdirectly irreducible $\operatorname{SK}(2 n)=Q$ and $\mathrm{SL}(2 n)=L$ of nilpotence class $k+1$.

Below we prove that for a subdirectly irreducible SK $(n)=Q_{*}$ (resp. $\left.\operatorname{SL}(n)=L_{*}\right)$ with a monolith $\theta_{*}$ for each possible cardinality of $\left|[x] \theta_{*}\right|$ the constructed $Q=2 \times_{R} Q_{*}$ (resp. $L=2 \times_{R} L_{*}$ ) is subdirectly irreducible. Note that $Q_{*}$ and $L_{*}$ are not nilpotent, in general.

In the following three theorems, let $x_{0}$ be the unit 1 of sloops, $*$ the binary operation on $L_{*}$ and $\bullet$ the operation on $L$, i.e., $x * y=q_{*}\left(x_{0}, x, y\right)$ on the set $Q_{*}$ and $(x, i) \bullet(y, j)=q\left(\left(x_{0}, 0\right),(x, i),(y, j)\right)$ on the set $Q$.

The proof of the theorem presented below is analogous to the proof of the corresponding theorems for nilpotent SQS-skeins and sloops from [3] and [4].
Theorem 4. Let $n>8$. If $\operatorname{SK}(n)=Q_{*}$ (resp. $\left.\operatorname{SL}(n)=L_{*}\right)$ is subdirectly irreducible with a monolith $\theta_{*}=\cup\left\{\left\{x_{i}, x_{i+1}\right\}^{2}: i=0,2, \ldots, n-2\right\}$ and $R=\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$, then the constructed SQS-skein $Q=2 \times_{R} Q_{*}$ (resp. sloop $L=2 \times_{R} L_{*}$ ) is also subdirectly irreducible.

Proof. As in Lemma 3, $\theta_{0}=\left\{((x, i),(x, j)): x \in Q_{*}, i, j \in\{0,1\}\right\}$ (resp. $\left.x \in L_{*}\right)$ is an atom of $\mathrm{C}(Q)($ resp. $\mathrm{C}(L))$ and $\theta_{1} \in \mathrm{C}(Q)$ (resp. $\left.\mathrm{C}(L)\right)$ is the unique congruence covering all atoms of $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L)$ ). The theorem will be proved if we show that the congruence $\theta_{0}$ is the unique atom in the congruence lattice $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L)$ ). If there is another atom $\delta \neq \theta_{0}$ in the congruence lattice $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L)$ ), then $\delta \circ \theta_{0}=\theta_{1}$ covers both
$\delta$ and $\theta_{0}$. Since $\left[x_{0}\right] \theta_{*}=\left\{x_{0}, x_{1}\right\}$ and $\left|\left[\left(x_{0}, 0\right)\right] \theta_{0}\right|=2$, it follows that $\left|\left[\left(x_{0}, 0\right)\right] \theta_{1}\right|=4$. Then $\left[\left(x_{0}, 0\right)\right] \theta_{1}=\left\{\left(x_{0}, 0\right),\left(x_{0}, 1\right),\left(x_{1}, 0\right),\left(x_{1}, 1\right)\right\}$. This means that if there is another atom $\delta$ in $C(Q)$ (resp. $C(L)$ ), then

$$
\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right)\right\} \quad \text { or } \quad\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 1\right)\right\}
$$

which is impossible.Indeed, each 2-element subset $\{x, y\}$ of an SK is a sub$\operatorname{SK}(2)$ and for each element $x$ of an SL the set $\{1, x\}$ is a sub-SL(2). Also, if $\theta$ is a congruence on an SK (resp. SL), then $[x] \theta \cup[y] \theta([1] \theta \cup[x] \theta)$ is a sub-SK (sub-SL). In addition, $x \theta y$ if and only if $q(a, y, z) \theta a$ (resp. $x \cdot y \theta 1$ ). Moreover, for 3 distinct elements $x, y, z$, we have $q(x, y, z) \notin\{x, y, z\}$ because, for example, $q(x, y, z)=z$ implies $y=q(x, z, q(x, z, y))=q(x, z, z)=x$.

In the case of SQS-skeins, according to the definition of $\theta_{*}$, we see that $\left\{x_{0}, x_{1}\right\} \cup\left\{x_{2}, x_{3}\right\}$ and $\left\{x_{0}, x_{1}\right\} \cup\left\{x_{4}, x_{5}\right\}$ are sub-SK(4). Thus $q_{*}\left(x_{0}, x_{1}, x_{2}\right)=$ $x_{3}$ and $q_{*}\left(x_{0}, x_{1}, x_{4}\right)=x_{5}$. So, $q_{*}\left(x_{0}, x_{2}, x_{4}\right)=x_{k}$ and $\left[x_{k}\right] \theta_{*}=\left\{x_{k}, x_{k+1}\right\}$. Therefore, $q_{*}\left(x_{0}, x_{k}, x_{k+1}\right)=x_{1}$.

For $\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right)\right\}$, we have $q\left(\left(x_{0}, 0\right),\left(x_{2}, 0\right),\left(x_{3}, 1\right)\right)=$ $\left(x_{1}, 0\right)$ and $q\left(\left(x_{0}, 0\right),\left(x_{4}, 0\right),\left(x_{5}, 0\right)\right)=\left(x_{1}, 0\right)$. Thus $\left(x_{2}, 0\right) \delta\left(x_{3}, 1\right)$ and $\left(x_{4}, 0\right) \delta\left(x_{5}, 0\right)$. But $\left(x_{0}, 0\right) \delta\left(x_{0}, 0\right)$, so, $\left(q_{*}\left(x_{0}, x_{2}, x_{4}\right), 0\right) \delta\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right)$, i.e., $\left(x_{k}, 0\right) \delta\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right)$. This means that $\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right) \in\left[\left(x_{k}, 0\right)\right] \delta$, which is a contradiction because $\left[\left(x_{k}, 0\right)\right] \delta=q\left(\left(x_{0}, 0\right),\left(x_{k}, 0\right),\left[\left(x_{0}, 0\right)\right] \delta\right)=$ $\left\{\left(x_{k}, 0\right),\left(x_{k+1}, 0\right)\right\}$, where $q_{*}\left(x_{0}, x_{k}, x_{k+1}\right)=x_{1}$.

For $\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 1\right)\right\}$, we have $q\left(\left(x_{0}, 0\right),\left(x_{2}, 0\right),\left(x_{3}, 0\right)\right)=$ $\left(x_{1}, 1\right)$ and $q\left(\left(x_{0}, 0\right),\left(x_{4}, 0\right),\left(x_{5}, 1\right)\right)=\left(x_{1}, 1\right)$. Whence $\left(x_{2}, 0\right) \delta\left(x_{3}, 0\right)$ and $\left(x_{4}, 0\right) \delta\left(x_{5}, 1\right)$. This implies that $\left(q_{*}\left(x_{0}, x_{2}, x_{4}\right), 0\right) \delta\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right)$. Thus $\left(x_{k}, 0\right) \delta\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right)$. From this, as a simple consequence, we obtain $q\left(\left(x_{0}, 0\right),\left(x_{5}, 1\right),\left(x_{k}, 0\right)\right) \delta q\left(\left(x_{0}, 0\right),\left(x_{5}, 1\right),\left(q_{*}\left(x_{0}, x_{3}, x_{5}\right), 1\right)\right)$. This means that $\left(q_{*}\left(x_{0}, x_{5}, x_{k}\right), 1\right) \delta\left(x_{3}, 0\right)$, i.e., $\left(q_{*}\left(x_{0}, x_{5}, x_{k}\right), 1\right)=\left(x_{2}, 0\right)$ or $\left(x_{3}, 0\right)$, which is impossible.

Therefore, the congruence $\theta_{0}$ is the unique atom of $\mathrm{C}(Q)$.
Note that for each positive integers $n$ and $k$ there exists a subdirectly irreducible $\operatorname{SK}\left(2^{n}\right)$ (resp. SL $\left(2^{n}\right)$ ) of nilpotence class $k$ with a monolith $\theta_{*}$ such that $\left|[x] \theta_{*}\right|=2$ (cf. [15] and [4]).

The above results we can summarize in the following table:

| If $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is a subdirectly irreducible $\operatorname{SK}(n)$ |  |
| :--- | :--- | :--- |
| (resp. $\mathrm{SL}(n))$ for $n \geq 16$ with a monolith $\theta_{*}$ such |  |
| that $\left\|[x] \theta_{*}\right\|=2$, then the constructed SQS-skein |  |
| $Q$ (sloop $L)$ is a subdirectly irreducible with a |  |
| congruence lattice $\mathrm{C}(Q)($ resp. $\mathrm{C}(L))$ isomorphic |  |
| to the lattice $\Gamma$ and $\mathrm{C}\left(Q_{*}\right)$ (resp. $\left.\mathrm{C}\left(L_{*}\right)\right)$ is equal |  |
| to $\left[\theta_{0}: 1\right]$. Note that in general $Q_{*}$ and $L_{*}$ are |  |
| not nilpotent. |  |
| In particular, $Q_{*}$ (resp. $\left.L_{*}\right)$ may be of nilpotence |  |
| class $t \geqslant 1$ of cardinality $n=2^{r+t}, r \geqslant 3$, with |  |
| $\mathrm{C}\left(Q_{*}\right)$ (resp. $\left.\mathrm{C}\left(L_{*}\right)\right)$ isomorphic to $\Gamma_{1}$. Then |  |
| $Q(L)$ is of nilpotence class $t+1$ having a |  |
| congruence lattice $\mathrm{C}(Q)($ resp. $\mathrm{C}(L))$ isomorphic |  |
| to $\Gamma_{2}$ with $\left\|[x] \theta_{i}\right\|=2^{i+1}(i=0,1, \ldots, t-1)$ |  |
| and $Q / \theta_{0} \cong Q_{*}\left(\right.$ resp. $\left.L / \theta_{0} \cong L_{*}\right)$. Also, $\theta_{i+1} / \theta_{i}$ |  |
| is the center and in the same time is the monolith |  |
| of $Q / \theta_{i}\left(\right.$ resp. $\left.L / \theta_{i}\right)$. For example, let $r=3$ and |  |
| $t=1$, then $Q_{*}=\mathrm{SK}(16)\left(\right.$ resp. $\left.L_{*}=\mathrm{SL}(16)\right)$ |  |
| belongs to the class $4(a)$ of Table 1 and |  |
| $Q=\operatorname{SK}(32)($ resp. $L=\operatorname{SL}(32))$ belongs to the |  |
| class $5(a)$ of Table 2. |  |

Theorem 5. Let $\left(Q_{*} ; q_{*}\right)\left(\right.$ resp. $\left.\left.L_{*} ; *, 1\right)\right)$ be a subdirectly irreducible $S Q S$ skein (resp. sloop) of cardinality $n>8$ with a minimum congruence $\theta_{*}$ such that $\left|[x] \theta_{*}\right|=4$. If $R=\left[x_{0}\right] \theta_{*}$ is a sub-SK(4) (resp. sub-SL(4)), then the constructed SQS-skein $Q=2 \times_{R} Q_{*}$ (sloop $\left.L=2 \times_{R} L_{*}\right)$ is also subdirectly irreducible.

Proof. As in Lemma 3, $\theta_{0}$ is an atom and $\theta_{1}$ is the unique congruence covering $\theta_{0}$ in $\mathrm{C}(Q)$ (resp. in $\mathrm{C}(L)$ ). Similar to the above theorem, it is suffices to show that $\theta_{0}$ is the unique atom in the congruence lattice $\mathrm{C}(Q)$ (resp. C $(L)$ ).

If there is another atom $\delta$ in $\mathrm{C}(Q)(\mathbf{C}(L))$, then $\theta_{1}$ covers $\delta$ and $\theta_{0}$, and also $\delta \circ \theta_{0}=\theta_{1}$. If $\left[x_{0}\right] \theta_{*}=\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$, then

$$
\left[\left(x_{0}, 0\right)\right] \theta_{1}=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right),\left(x_{3}, 0\right),\left(x_{0}, 1\right),\left(x_{1}, 1\right),\left(x_{2}, 1\right),\left(x_{3}, 1\right)\right\} .
$$

This means that the class $\left[\left(x_{0}, 0\right)\right] \theta_{1}$ is divided in to two subclasses $\left[\left(x_{0}, 0\right)\right] \delta$ and $\left[\left(x_{0}, 1\right)\right] \delta$ such that both $(x, 0)$ and $(x, 1)$ can not be in the same sub-
class. Indeedd, if $(x, 0) \delta(x, 1)$, then

$$
q\left(\left(x_{0}, 0\right),(x, 0),(x, 1)\right)=\left(q_{*}\left(x_{0}, x, x\right), 1\right)=\left(x_{0}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta
$$

which implies $\left[\left(x_{0}, 0\right)\right] \delta \supseteq\left[\left(x_{0}, 0\right)\right] \theta_{0}$. But this is impossible.
If $\left(x_{1}, 0\right)$ and $\left(x_{2}, 0\right) \in\left[\left(x_{0}, 0\right)\right] \delta$, then

$$
q\left(\left(x_{1}, 0\right),\left(x_{2}, 0\right),\left(x_{0}, 0\right)\right)=\left(q_{*}\left(x_{1}, x_{2}, x_{0}\right), 1\right)=\left(x_{3}, 1\right)
$$

Thus, $\left(x_{3}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta$. If $\left(x_{1}, 1\right),\left(x_{2}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta$, then

$$
q\left(\left(x_{1}, 1\right),\left(x_{2}, 1\right),\left(x_{0}, 0\right)\right)=\left(q_{*}\left(x_{1}, x_{2}, x_{0}\right), 1\right)=\left(x_{3}, 1\right),
$$

which gives $\left(x_{3}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta$. This means that $\left[\left(x_{0}, 0\right)\right] \delta$ contains exactly 3 -element subset of the set $\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\} \times\{0,1\}$ with the same second component.

We have $\left|\left[\left(x_{0}, 0\right)\right] \delta\right|=4$ and $\left|\left[\left(x_{0}, 0\right)\right] \theta_{1}\right|=8$. Without loss of generality, we can assume that
(i) $\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right),\left(x_{3}, 1\right)\right\} \quad$ or
(ii) $\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 1\right),\left(x_{2}, 1\right),\left(x_{3}, 1\right)\right\}$.

Case ( $i$ ) for SQS-skeins: Assume that $(x, 0) \in Q$ such that $x \notin\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$, then:

$$
\begin{aligned}
{[(x, 0)] \delta } & =q\left((x, 0),\left(x_{0}, 0\right),\left[\left(x_{0}, 0\right)\right] \delta\right) \\
& =\left\{q\left((x, 0),\left(x_{0}, 0\right),\left(x_{0}, 0\right)\right), q\left((x, 0),\left(x_{0}, 0\right),\left(x_{1}, 0\right)\right),\right. \\
& \left.\quad q\left((x, 0),\left(x_{0}, 0\right),\left(x_{2}, 0\right)\right), q\left((x, 0),\left(x_{0}, 0\right),\left(x_{3}, 1\right)\right)\right\} \\
& =\left\{(x, 0),\left(q_{*}\left(x, x_{0}, x_{1}\right), 0\right),\left(q_{*}\left(x, x_{0}, x_{2}\right), 0\right),\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right)\right] \delta=} & q\left(\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(x_{0}, 0\right),\left[\left(x_{0}, 0\right)\right] \delta\right) \\
= & \left\{q\left(\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(x_{0}, 0\right),\left(x_{0}, 0\right)\right),\right. \\
& q\left(\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(x_{0}, 0\right),\left(x_{1}, 0\right)\right), \\
& q\left(\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(x_{0}, 0\right),\left(x_{2}, 0\right)\right), \\
= & \left.q\left(\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(x_{0}, 0\right),\left(x_{3}, 1\right)\right)\right\} \\
= & \left\{\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right),\left(q_{*}\left(q_{*}\left(x, x_{0}, x_{3}\right), x_{0}, x_{1}\right), 1\right),\right. \\
& \left.\left(q_{*}\left(q_{*}\left(x, x_{0}, x_{3}\right), x_{0}, x_{2}\right), 1\right),(x, 0)\right\} .
\end{aligned}
$$

This means that $[(x, 0)] \delta \cap\left[\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right)\right] \delta \neq \emptyset$ and $[(x, 0)] \delta$ is not identical with $\left[\left(q_{*}\left(x, x_{0}, x_{3}\right), 1\right)\right] \delta$, which contradicts the fact that $\delta$ is a congruence. So, this case is impossible.

In a similar way we can prove that also the second case is impossible.

Theorem 6. Let $\left(Q_{*} ; q_{*}\right)$ (resp. $\left(L_{*} ; *, 1\right)$ ) be a subdirectly irreducible SQSskein (resp. sloop) of cardinality $n>8$ with a minimum congruence $\theta_{*}$ such that $\left|[x] \theta_{*}\right|>4$. If $R=\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$ is a sub-SK (4) of $Q_{*}$ (resp. sub-SL(4) of $L_{*}$ ) contained in $\left[x_{0}\right] \theta_{*}$, then the constructed $S Q S$-skein $Q=$ $2 \times_{R} Q_{*}\left(\right.$ sloop $\left.L=2 \times_{R} L_{*}\right)$ is also subdirectly irreducible with a monolith $\theta_{0}$ and $Q / \theta_{0} \cong Q_{*}\left(\right.$ resp $\left.. L / \theta_{0} \cong L_{*}\right)$.

Proof. As in Lemma 3, $\theta_{1}$ is the unique congruence covering the atom $\theta_{0}$ and all other atoms in $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L)$ ). We need only prove that $\theta_{0}$ is the unique atom in the congruence lattice $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L)$ ). Assume that there is another atom $\delta$ of $\mathrm{C}(Q)$ (resp. $\mathrm{C}(L))$. Then $\theta_{1}=\delta \circ \theta_{0}$ covers both $\delta$ and $\theta_{0}$. Since $\left|\left[\left(x, i_{x}\right)\right] \theta_{0}\right|=2$ and $\theta_{1}$ covers $\delta$, it follows that if $\left|\left[\left(x, i_{x}\right)\right] \theta_{1}\right|=2 m$, then $\left|\left[\left(x, i_{x}\right)\right] \delta\right|=m$.

Let $\left[x_{0}\right] \theta_{*}=\left\{x_{0}, x_{1}, x_{2}, x_{3}, \ldots, x_{m-1}\right\}$, then

$$
\left[\left(x_{0}, 0\right)\right] \theta_{1}=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right), \ldots,\left(x_{0}, 1\right),\left(x_{1}, 1\right),\left(x_{2}, 1\right), \ldots\right\}
$$

This means that the class $\left[\left(x_{0}, 0\right)\right] \theta_{1}$ is divided in to two disjoint subclasses $\left[\left(x_{0}, 0\right)\right] \delta$ and $\left[\left(x_{0}, 1\right)\right] \delta$. In the same manner as in the previous proof, we can prove that $\left[\left(x_{0}, 0\right)\right] \delta$ contains exactly 3 -element subset of the set $\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\} \times\{0,1\}$ with the same second component.

Now, $\left|\left[\left(x_{0}, 0\right)\right] \delta\right|>4$, i.e., $\left|\left[\left(x_{0}, 0\right)\right] \theta_{1}\right|>8$ and $R=\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$. So,

$$
\begin{aligned}
{\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right),\right.} & \left(x_{3}, 1\right),\left(a_{1}, 0\right) \\
& \left.\ldots,\left(a_{i}, 0\right),\left(b_{1}, 1\right), \ldots,\left(b_{j}, 1\right)\right\}
\end{aligned}
$$

or

$$
\begin{aligned}
{\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 1\right),\left(x_{2}, 1\right),\right.} & \left(x_{3}, 1\right),\left(a_{1}, 0\right) \\
& \left.\ldots,\left(a_{i}, 0\right),\left(b_{1}, 1\right), \ldots,\left(b_{j}, 1\right)\right\}
\end{aligned}
$$

where $x_{0}, x_{1}, x_{2}, x_{3}, a_{1}, a_{2}, \ldots, a_{i}, b_{1}, b_{2}, \ldots, b_{j}$ are $m$ distinct elements.
In the first case for SQS-skeins for all $\left(a_{h}, 0\right) \in\left[\left(x_{0}, 0\right)\right] \delta$ with $a_{h} \notin$ $\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$, we have $q\left(\left(x_{3}, 1\right),\left(a_{h}, 0\right),\left(x_{0}, 0\right)\right)=\left(b_{k}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta$ and $\left(b_{k}, 1\right) \neq\left(x_{3}, 1\right)$. Moreover, if $\left(a_{h_{1}}, 0\right) \neq\left(a_{h 2}, 0\right)$, then $\left(b_{k_{1}}, 1\right) \neq\left(b_{k_{2}}, 1\right)$. Also, for all $\left(b_{h}, 1\right) \in\left[\left(x_{0}, 0\right)\right] \delta$ with $b_{h} \notin\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$, we can see that $q\left(\left(x_{3}, 1\right),\left(b_{h}, 1\right),\left(x_{0}, 0\right)\right)=\left(a_{l}, 0\right) \in\left[\left(x_{0}, 0\right)\right] \delta$ for $\left(a_{l}, 0\right) \neq\left(x_{0}, 0\right),\left(x_{1}, 0\right)$ or $\left(x_{2}, 0\right)$. Also, if $\left(b_{h_{1}}, 1\right) \neq\left(b_{h_{2}}, 1\right)$, then $\left(a_{k_{1}}, 0\right) \neq\left(a_{k_{2}}, 0\right)$. This implies that the sets $\left\{a_{1}, a_{2}, \ldots, a_{i}\right\}$ and $\left\{b_{1}, b_{2}, \ldots, b_{j}\right\}$ have the same cardinality. Then $i=j \geqslant 1$. Let $i=j=r$, then
$\left[\left(x_{0}, 0\right)\right] \delta=\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right),\left(x_{3}, 1\right),\left(a_{1}, 0\right), \ldots,\left(a_{r}, 0\right),\left(b_{1}, 1\right), \ldots,\left(b_{r}, 1\right)\right\}$.
Hence the class $\left[\left(x_{0}, 0\right)\right] \delta$ is a sub-SQS-skein having $r+3$ elements with the second component 0 and $r+1$ elements with the second component 1.

But $q\left(\left(b_{1}, 1\right),\left(x_{0}, 0\right),\left\{\left(x_{0}, 0\right),\left(x_{1}, 0\right),\left(x_{2}, 0\right),\left(a_{1}, 0\right), \ldots,\left(a_{r}, 0\right)\right\}\right.$ gives $r+3$ distinct elements with second component 1 , which is impossible.

In the second case we obtain a similar contradiction. This proves that $\theta_{0}$ is the unique minimal congruence on $Q$ (resp. $L$ ).

In view of Theorems 5 and 6 we get the following constructions:

| If $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is a subdirectly irreducible $\mathrm{SK}(n)$ |  |
| :--- | :--- |
| (resp. $\mathrm{SL}(n))$ for $n \geq 16$ with a monolith $\theta_{*}$ |  |
| satisfying $\left\|[x] \theta_{*}\right\|>2$, then $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is not |  |
| nilpotent. The constructed SQS-skein $Q$ |  |
| (sloop $L)$ is a subdirectly irreducible having |  |
| a congruence lattice $\mathrm{C}(Q)($ resp. $\mathrm{C}(L))$ |  |
| isomorphic to $\boldsymbol{\Gamma}_{2}$ and $\mathrm{C}\left(Q_{*}\right)=\left[\theta_{0}: 1\right]$ |  |
| (resp. $\left.\mathrm{C}\left(L_{*}\right)=\left[\theta_{0}: 1\right]\right)$ isomorphic to $\boldsymbol{\Gamma}_{1}$. The |  |
| sublattice $\left[\theta_{*}: 1\right]$ of $\Gamma_{1}$ is not necessary to be |  |
| isomorphic to $\mathrm{S}\left(\mathbb{Z}_{2}^{r}\right)$. |  |
| In particular, if $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is a subdirectly |  |
| irreducible $\mathrm{SK}\left(2^{n}\right)\left(\right.$ resp. $\left.\mathrm{SL}\left(2^{n}\right)\right)$ for $n \geqslant 4$ |  |
| with a monolith $\theta_{*}$ such that $\left\|[x] \theta_{*}\right\|=2^{r}$, then |  |
| then the constructed SQS -skein $Q($ resp. sloop $L)$ |  |
| is a subdirectly irreducible and has a congruence |  |
| lattice $\mathrm{C}(Q)\left(\right.$ resp. $\mathrm{C}(L)$ isomorphic to $\Gamma_{2}$ and |  |
| $\mathrm{C}\left(Q_{*}\right)=\left[\theta_{0}: 1\right]\left(\right.$ resp. $\left.\mathrm{C}\left(L_{*}\right)=\left[\theta_{0}: 1\right]\right)$ |  |
| isomorphic to $\boldsymbol{\Gamma}_{1}$. Indeed, $\left\|[x] \theta_{1}\right\|=2^{r+1}$ and |  |
| $\left\|[x] \theta_{0}\right\|=2$, for each $n \geqslant 4$ and $r=n, n-1, \ldots, 1$. |  |
| Note that $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is not nilpotent for |  |
| $r>1$ and $Q_{*}\left(\right.$ resp. $\left.L_{*}\right)$ is simple for $r=n$. |  |

Examples. 1. For $n=4$ and $r=3,2$ or 1 , we may choose an $\operatorname{SK}\left(2^{4}\right)=$ $Q_{*}$ (resp. $\mathrm{SL}\left(2^{4}\right)=L_{*}$ ) belonging to the classes 2,3 or $4(a)$ of Table 1 , respectively. Applying Theorems 6,5 and 4 to $Q_{*}$ (resp. $L_{*}$ ), we get three examples of a subdirectly irreducible $\mathrm{SK}\left(2^{5}\right)=Q$ (resp. $\mathrm{SL}\left(2^{5}\right)=L$ ) belonging to classes $3(a), 4(a)$ and $5(a)$ of Table 2.
2. For $n>3$ and $r=n$, we observe that $Q_{*}$ (resp. $L_{*}$ ) is simple of cardinality $2^{n}$ and the congruence lattice of $\mathrm{C}(Q)$ (resp. $\left.\mathrm{C}(L)\right)$ is a chain of length 2 , i.e., $\theta_{1}$ is the largest congruence in $\mathrm{C}(Q)$ (resp. $\left.\mathrm{C}(L)\right)$ and $\theta_{0}$ is the monolith. For instance, take $r=n=4$ and choose a simple $\operatorname{SK}\left(2^{4}\right)=Q_{*}$ (resp. $\mathrm{SL}\left(2^{4}\right)=L_{*}$ ) as in the class 1 of Table 1 . In view of Theoerem 6 , we
get a subdirectly irreducible $\operatorname{SK}\left(2^{5}\right)=Q$ (resp. $\operatorname{SL}\left(2^{5}\right)=L$ ) belonging to the class $2(a)$ of Table 2.
3. In [6] and [7] Armanious has shown that if we have a simple $\operatorname{SK}(n)=Q_{*}$ (resp. SL $(n)=L_{*}$ ), then there is a subdirectly irreducible $\operatorname{SK}(2 n)$ (resp. $\mathrm{SL}(2 n)$ ) having only one proper congruence. In particular, for $n=16$, choose a simple $\operatorname{SK}(16)=Q_{*}\left(\right.$ resp. $\left.\operatorname{SL}(16)=L_{*}\right)$ the construction $\operatorname{SK}(32)=$ $2 \otimes_{\alpha} Q_{*}$ [7] (resp. $\left.\mathrm{SL}(32)=2 \otimes_{\alpha} L_{*}[6]\right)$ is an example of a subdirectly irreducible SK(32) (resp. SL(32)) belonging to the class 2(b) of Table 2.
4. For $n \geqslant 3$ and $r=0, Q_{*}$ (resp. $L_{*}$ ) is Boolean of cardinality $2^{n}$. According to the constructions given in [15] and [5], we may say that there is a subdirectly irreducible $\operatorname{SK}\left(2^{n+1}\right)=Q$ (resp. $\left.\operatorname{SL}\left(2^{n+1}\right)=L\right)$ with a monolith $\theta_{0}$ such that $Q / \theta_{0}$ (resp. $\left(L / \theta_{0}\right)$ is a $\operatorname{Boolean} \operatorname{SK}\left(2^{n}\right)$ (resp. $\left.\mathrm{SL}\left(2^{n}\right)\right)$. For instance, let $n=4$ and $r=0$, then the constructed $\operatorname{SK}\left(2^{5}\right)=$ $Q$ (resp. $\mathrm{SL}\left(2^{5}\right)=L$ ) is an example of $5(b)$ of Table 2 .

In fact, these theorems permit us to construct examples for 6 classes of Table 2, but it is not enough to construct examples for classes $3(b)$ and $4(b)$.

### 3.1. The SQS-skein $2 \times_{R} Q_{*}$ having $2 \times_{R} L_{*}$ as a derived sloop

In [4] Armaniuous has constructed a nilpotent SQS-skein of whose all derived sloops are nilpotent of the same class and both have the same congruence lattice. Also, he has constructed [7] a subdirectly irreducible $\operatorname{SK}(2 n)$ having a derived subdirectly irreducible $\operatorname{SL}(2 n)$ for $n>8$, in which the congruence lattice of each of $\operatorname{SL}(2 n)$ and $\operatorname{SK}(2 n)$ are isomorphic to a chain of length 2 .

Let $L_{*}$ be a derived sloop of the SQS-skein $Q_{*}$ with respect to the element $x_{0}$, in which $L_{*}$ and $Q_{*}$ are subdirectly irreducible with the same monolith $\theta_{*}$ (Theorems 4,5 and 6 ). Let $R$ be the same 4 -element subalgebra $\left\{x_{0}, x_{1}\right.$, $\left.x_{2}, x_{3}\right\}$ in both $Q_{*}$ and $L_{*}$ such that $R=\left[x_{0}\right] \theta_{*} \cup\left[x_{2}\right] \theta_{*}$ (as in Theorem 4), $R=\left[x_{0}\right] \theta_{*}$ as in Theorem 5 and $R \subseteq\left[x_{0}\right] \theta_{*}$ as in Theorem 6. Therefore, $x * y=q_{*}\left(x_{0}, x, y\right)$, and consequently $\chi_{R}\langle x, y\rangle_{L_{*}}=\chi_{R}\left\langle x_{0}, x, y\right\rangle_{Q_{*}}$ for all $x, y \in L_{*}=Q_{*}$. Hence $\left(x, i_{x}\right) \bullet\left(y, i_{y}\right)=q\left(\left(x_{0}, 0\right),\left(x, i_{x}\right),\left(y, i_{y}\right)\right)$ for all $\left(x, i_{x}\right),\left(y, i_{y}\right) \in L=Q$, this means directly that the constructed sloop $L=2 \times_{R} L_{*}$ is derived sloop of the constructed SQS-skein $Q=2 \times_{R} Q_{*}$. Therefore, we have the following result.

Corollary 7. Let $L_{*}$ be a derived sloop of the $S Q S$-skein $Q_{*}$ with respect to the element $x_{0}$ and let both $Q_{*}$ and $L_{*}$ be subdirectly irreducible having a
monolith $\theta_{*}$. If $\theta_{*}$ and $R=\left\{x_{0}, x_{1}, x_{2}, x_{3}\right\}$ are defined as stated in Theorem 4, 5 and 6, then the sloop $L=2 \times_{R} L_{*}$ is always a derived sloop of the SQS-skein $Q=2 \times_{R} Q_{*}$ with respect to $\left(x_{0}, 0\right)$ for each case of $\theta_{*} . \quad \mid$ Box

We may choose an SQS-skein $Q_{*}$ with a derived sloop $L_{*}$ and both $Q_{*}$ and $L_{*}$ are subdirectly irreducible of cardinality $n$ (or in particular of cardinality $2^{n}$ ). In view of Theorems $4,5,6$ and Corollary 7, we may say that:

There is an SQS-skein $Q=2 \times_{R} Q_{*}$ with a derived sloop $L=2 \times_{R} L_{*}$ of cardinality $n\left(\right.$ or $\left.2^{n}\right)$, in which both $Q$ and $L$ are subdirectly irreducible of cardinality $2 n\left(\right.$ or $\left.2^{n+1}\right)$ having the same congruence lattice for each possible number $n$. In particular, there is always an $S K(32)$ with a derived $S L(32)$, both are subdirectly irreducible and have the same congruence lattices.

Note that the construction of a semi-Boolean SQS-skein $Q$ (each derived sloop $L$ of $Q$ is Boolean) given in [14] guarantees that $\mathrm{C}(Q)$ is a proper sublattice of the congruence lattice $\mathrm{C}(L)$ of its derived sloop $L$. Also each nonsimple $\mathrm{SL}(16)=L$ can be extended to a nonsimple $\operatorname{SK}(16)=Q$ with all possible congruence lattice $\mathrm{C}(Q)$ as a sublattice of $\mathrm{C}(L)$ (for details see [8]).

We know that if $L_{*}$ is a derived sloop from $Q_{*}$, then each congruence on $Q_{*}$ is a congruence on $L_{*}$. If both $Q_{*}$ and $L_{*}$ are subdirectly irreducible, then the monolith $\varphi_{*}$ of $Q_{*}$ is a congruence on $L_{*}$ containing the monolith $\theta_{*}$ of $L_{*}$ (examples for $L_{*}=S L(16)$ and $Q_{*}=S K(16)$ one can find in [8]). This means that we can choose the sub-SL(4) $=R=\left[x_{0}\right] \theta_{*} \cup\left[x_{0}\right] \theta_{*}$, $R=\left[x_{0}\right] \theta_{*}$ or $R \subseteq\left[x_{0}\right] \theta_{*}$, if $\left|\left[x_{0}\right] \theta_{*}\right|=2,4$ or $>4$, respectively. Note that $x_{0}$ represents the unit of $L_{*}$. Since $\varphi_{*} \supseteq \theta_{*}, R$ is a sub-SK(4) such that

$$
\begin{aligned}
& R=\left[x_{0}\right] \varphi_{*} \cup\left[x_{0}\right] \varphi_{*} \text { if }\left|\left[x_{0}\right] \varphi_{*}\right|=\left|\left[x_{0}\right] \theta_{*}\right|=2 \\
& R=\left[x_{0}\right] \varphi_{*} \text { if }\left|\left[x_{0}\right] \varphi_{*}\right|=4 \text { and }\left|\left[x_{0}\right] \theta_{*}\right|=2 \text { or } 4, \\
& R \subseteq\left[x_{0}\right] \varphi_{*} \text { if }\left|\left[x_{0}\right] \varphi_{*}\right|>4 \text { and }\left|\left[x_{0}\right] \theta_{*}\right|=2,4 \text { or }>4 .
\end{aligned}
$$

In view of Theorems 4,5 and $6, Q=2 \times_{R} Q_{*}$ and $L=2 \times_{R} L_{*}$ are subdirectly irreducible with a monolith $\theta_{0}$ such that $L / \theta_{0} \cong L_{*}$ and $Q / \theta_{0} \cong Q_{*}$. And as a result of Corollary $7, L$ is a derived sloop of $Q$, which means that $\mathrm{C}(Q)$ is a proper sublattice of $\mathrm{C}(L)$, if $\varphi_{*}$ properly contains $\theta_{*}$. In particular, we may construct the following examples:

Examples. Let $L_{*}=S L(16)$ be a derived sloop of $Q_{*}=S K(16)$. The result obtained in [8] enables us to choose $L_{*}$ belonging to class $4(a)$ and $Q_{*}$ belonging to class $4(a), 3$ or 2 of Table 1 . Now, we may construct an
$\operatorname{SQS}$-skein $\operatorname{SK}(32)=2 \times_{R} Q_{*}$ with a derived sloop $\operatorname{SL}(32)=2 \times_{R} L_{*}$, in which the $\operatorname{SL}(32)$ belongs to the class $5(a)$ of Table 2. The $\mathrm{SK}(32)$ will belong to the class $5(a)$ of Table 2 , if $Q_{*}$ belongs to the class $4(a)$ of Table 1. Also, the SK (32) will belong to $4(a)$ or $3(a)$ of Table 2 , if $Q_{*}$ belongs to the class 3 or 2 of Table 1, respectivly. For the last two cases the congruence lattice $\mathrm{C}(\mathrm{SK}(32))$ is a proper sublattice of $\mathrm{C}(\mathrm{SL}(32))$.

A natural open problem for future investigations is a construction of an SQS-skein $Q$ with a derived sloop $L$ for which a congruence lattice $\mathrm{C}(Q)$ is a sublattice of $\mathrm{C}(L)$.
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# S-systems of n-ary quasigroups 

Galina Belyavskaya


#### Abstract

In the theory of binary quasigroups the notions of a right (left) $S$-system and an $S$-system [1] are known. An $S$-system is simultaneously a left and right $S$-system. We introduce ( $k$ )- $S$-systems and $S$-systems (otherwise than in [10]) of $n$-ary quasigroups for $n \geqslant 2$ and $1 \leqslant k \leqslant n$, give examples of such systems and prove that any ( $k$ )-S-system, given on a finite set, is a pairwise orthogonal set ([3]) of $n$-ary operations.


## 1. Introduction

In the theory of binary quasigroups the notion of a right (left) Stein system (shortly, a right $S$-system or a left $S$-system) is known. Such system is defined in the following way [1].

A system $Q(\Sigma), \Sigma=\left\{E, A_{1}^{s}\right\} \quad\left(\Sigma=\left\{F, A_{1}^{s}\right\}\right.$, where $A_{1}^{s}$ denotes the sequence $A_{1}, A_{2}, \ldots, A_{s}$, which consists of binary quasigroups and the right (left) identity operation $E(F): E(x, y)=y(F(x, y)=x)$ given on a set $Q$ is called a right (left) $S$-system if $\Sigma$ is a group with respect to the Stein's right (left) multiplication • (o) of binary operations:

$$
(A \cdot B)(x, y)=A(x, B(x, y))((A \circ B)(x, y)=A(B(x, y), y))
$$

A system $Q(\Sigma), \Sigma=\left\{E, F, A_{1}^{s}\right\}$, is called an $S$-system if $\Sigma^{\prime}=\left\{E, A_{1}^{s}\right\}$ $\left(\Sigma^{\prime \prime}=\left\{F, A_{1}^{s}\right\}\right)$ is a right (left) $S$-system.

Finite binary $S$-systems are completely described in the works [1], [5], [6] by V.Belousov, G. Belyavskaya and A. Cheban.

[^3]Any two operations $A$ and $B$ on a set $Q$ from a right (left) $S$-system $Q(\Sigma)$ of binary quasigroups are orthogonal, that is the pair of equations $A(x, y)=a, B(x, y)=b$ has a unique solution for any $a, b \in Q$ and any $A, B \in \Sigma, A \neq B$.

In this article we introduce ( $k$ )- $S$-systems of $n$-ary quasigroups for $n \geqslant 2$, $1 \leqslant k \leqslant n$, give some examples of such systems and prove that any finite $(k)$ -$S$-system is a pairwise orthogonal set. We also consider $S$-systems of $n$-ary quasigroups in the more natural sense, than the $S$-systems of T. Yakubov [10], and prove that such a finite $S$-system contains only one $n$-quasigroup, whereas $S$-systems of [10] do not at all exist.

## 2. Necessary notions and results

We recall some notations, concepts and results which are used in the article. At first remember the following notations from [2]. By $x_{i}^{j}$ we will denote the sequence $x_{i}, x_{i+1}, \ldots, x_{j}, i \leqslant j$. If $j<i$, then $x_{i}^{j}$ is the empty sequence, $\overline{1, n}=\{1,2, \ldots, n\}$. Let $Q$ be a finite or an infinite set, $n \geqslant 2$ be a positive integer and let $Q^{n}$ denote the Cartesian power of the set $Q$.

An $n$-ary operation $A$ (briefly, an $n$-operation) on a set $Q$ is a mapping $A: Q^{n} \rightarrow Q$ defined by $A\left(x_{1}^{n}\right) \rightarrow x_{n+1}$, and in this case we write $A\left(x_{1}^{n}\right)=$ $x_{n+1}$.

A finite $n$-groupoid $(Q, A)$ of order $m$ is a set $Q$ with one $n$-ary operation $A$ defined on $Q$, where $|Q|=m \geqslant 2$.

An $n$-ary quasigroup ( $n$-quasigroup) is an $n$-groupoid such that in the equality

$$
A\left(x_{1}^{n}\right)=x_{n+1}
$$

every $n$ elements from $x_{1}^{n+1}$ uniquely define the ( $n+1$ )-th element. Usually a quasigroup $n$-operation $A$ is itself considered as an $n$-quasigroup.

The $n$-operation $E_{k}, 1 \leqslant k \leqslant n$, on a set $Q$ with $E_{k}\left(x_{1}^{n}\right)=x_{k}$ is called the $k$-th identity operation (or the $k$-th selector) of arity $n$.

An $n$-operation $A$ on $Q$ is called $k$-invertible for some $k \in \overline{1, n}$ if the equation

$$
A\left(a_{1}^{k-1}, x_{k}, a_{k+1}^{n}\right)=a_{n+1}
$$

has a unique solution for each fixed $n$-tuple $\left(a_{1}^{k-1}, a_{k+1}^{n}, a_{n+1}\right) \in Q^{n}$.
For a $k$-invertible $n$-operation there exists the $k$-inverse $n$-operation ${ }^{(k)} A$ defined in the following way:

$$
{ }^{(k)} A\left(x_{1}^{k-1}, x_{n+1}, x_{k+1}^{n}\right)=x_{k} \Leftrightarrow A\left(x_{1}^{n}\right)=x_{n+1}
$$

for all $x_{1}^{n+1} \in Q^{n+1}$.
It is evident that

$$
A\left(x_{1}^{k-1},{ }^{(k)} A\left(x_{1}^{n}\right), x_{k+1}^{n}\right)={ }^{(k)} A\left(x_{1}^{k-1}, A\left(x_{1}^{n}\right), x_{k+1}^{n}\right)=x_{k}
$$

and ${ }^{(k)}\left[{ }^{(k)} A\right]=A$ for $k \in \overline{1, n}$.
Let $\Omega_{n}$ be the set of all $n$-ary operations on a finite or an infinite set $Q$. On $\Omega_{n}$ define a binary operation $\underset{k}{\oplus}$ (the $k$-multiplication) in the following way:

$$
(A \underset{k}{\oplus} B)\left(x_{1}^{n}\right)=A\left(x_{1}^{k-1}, B\left(x_{1}^{n}\right), x_{k+1}^{n}\right),
$$

$A, B \in \Omega_{n}, x_{1}^{n} \in Q^{n}$. Shortly this equality can be written as

$$
A \underset{k}{\oplus} B=A\left(E_{1}^{k-1}, B, E_{k+1}^{n}\right)
$$

where $E_{k}$ is the $k$-th selector.
In [11] it was proved that $\left(\Omega_{n}, \underset{k}{\oplus}\right)$ is a semigroup with the identity $E_{k}$. If $\Lambda_{k}$ is the set of all $k$-invertible $n$-operations from $\Omega_{n}$ for some $k \in \overline{1, n}$, then $\left(\Lambda_{k}, \underset{k}{\oplus}\right)$ is a group. In this group $E_{k}$ is the identity, the inverse element of $A$ is the operation ${ }^{(k)} A \in \Lambda_{k}$, since $A \underset{k}{\oplus} E_{k}=E_{k} \underset{k}{\oplus} A, \underset{k}{\oplus}{ }_{k}^{(k)} A={ }^{(k)} \underset{k}{\oplus} A=E_{k}$.

An $n$-ary quasigroup ( $Q, A$ ) (or simply $A$ ), is an $n$-groupoid with an $k$-invertible $n$-operation for each $k \in \overline{1, n}$ [2].

Let $\left(x_{1}^{n}\right)_{k}$ denote the $(n-1)$-tuple $\left(x_{1}^{k-1}, x_{k+1}^{n}\right) \in Q^{n-1}$ and let $A$ be an $n$-operation, then the $(n-1)$-operation $A_{a}$ :

$$
A_{a}\left(x_{1}^{n}\right)_{k}=A\left(x_{1}^{k-1}, a, x_{k+1}^{n}\right)
$$

is called the $(n-1)$-retract of $A$, defined by position $k, k \in \overline{1, n}$, with the element $a$ in this position (with $x_{k}=a$ ).

If in an $n$-operation $A$ we fix all positions except two positions $k$ and $l$ we obtain a binary operation $\bar{A}\left(x_{k}, x_{l}\right)=A\left(a_{1}^{k-1}, x_{k}, a_{k+1}^{l-1}, x_{l}, a_{l+1}^{n}\right)$ which is called a binary retract of $A$ [2].

An $n$-ary operation $A$ on $Q$ is called complete if there exists a permutation $\bar{\varphi}$ of $Q^{n}$ such that $A=E_{1} \bar{\varphi}$ (that is $A\left(x_{1}^{n}\right)=E_{1} \bar{\varphi}\left(x_{1}^{n}\right)$ ). If a complete $n$-operation $A$ is finite and has order $m$, then the equation $A\left(x_{1}^{n}\right)=a$ has exactly $m^{n-1}$ solutions for any $a \in Q$ [11].

Any $k$-invertible $n$-operation $A, k \in \overline{1, n}$, is complete, but there exist complete $n$-operations, which are not $k$-invertible for each $k \in \overline{1, n}$ [11].

Definition 1. (cf. [3]) Two $n$-ary operations $(n \geqslant 2) A$ and $B$ given on a set $Q$ of order $m$ are called orthogonal (shortly, $A \perp B$ ) if the system $\left\{A\left(x_{1}^{n}\right)=a, B\left(x_{1}^{n}\right)=b\right\}$ has exactly $m^{n-2}$ solutions for any $a, b \in Q$.

A set $\Sigma=\left\{A_{1}^{s}\right\}, s \geqslant 2$, of $n$-operations is called pairwise orthogonal if each pair of distinct $n$-operations from $\Sigma$ is orthogonal.

It is an algebraic analog of orthogonality of $n$-dimensional hypercubes which (just as $n$-operations and $n$-quasigroups) are used in various areas including affine and projective geometries, designs of experiments, errorcorrecting and error-detecting coding theory and cryptology.

In the article [7] a connection between $n$-dimensional hypercubes and $n$-ary operations and different types of their orthogonality were considered. The pairwise orthogonality is the weakest from these types.

In [3] the algebraic approach was first used for study of orthogonality of two $n$-dimensional hypercubes and the following criterion of orthogonality of two finite $k$-invertible $n$-operations was established.

Theorem 1. (cf. [3]) Let $k$ be a fixed number from $\overline{1, n}$. Two finite $k$ invertible $n$-operations $A$ and $B$ on a set $Q$ are orthogonal if and only if the $(n-1)$-retract $C_{a}$ of the $n$-operation $C=B \underset{k}{\oplus}{ }^{(k)} A$, defined by $x_{k}=a$, is complete for every $a \in Q$.

## 3. (k)- $S$-systems of $n$-quasigroups

For the $n$-ary case, $n \geqslant 2$, we introduce ( $k$ )-S-systems of $n$-quasigroups in the following way.

Definition 2. A system $Q\left(\Sigma_{k}\right), \Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}, s \geqslant 1$, where all $A_{i}$ are $n$-quasigroups, given on a set $Q$, is called a $(k)$ - $S$-system of $n$-quasigroups if $\left(\Sigma_{k}, \underset{k}{\oplus}\right)$ is a group.

If $n=2$ and $\Sigma_{2}=\left\{E, A_{1}^{s}\right\} \quad\left(\Sigma_{1}=\left\{F, A_{1}^{s}\right\}\right)$ we obtain a right (left) $S$-system of binary quasigroups, since $\underset{2}{\oplus}=\cdot(\underset{1}{\oplus}=0)$ (the right and the left multiplications of binary operations respectively).

Examples of $(k)$ - $S$-systems. Let $(Q,+)$ be an elementary abelian group (that is a group which is a direct power of a group of a prime order $p$ [9]) of order $m=p^{t}, p \geqslant 3$, and an $n$-quasigroup $(Q, A)$ has the form:

$$
\begin{equation*}
A\left(x_{1}^{n}\right)=\alpha_{1} x_{1}+\ldots+\alpha_{k-1} x_{k-1}+x_{k}+\alpha_{k+1} x_{k+1}+\ldots+\alpha_{n} x_{n} \tag{1}
\end{equation*}
$$

where all $\alpha_{i}$ are permutations of $Q$. Consider the $(k)$-powers $A, A^{2}, \ldots, A^{p-1}$, that is the powers of $A$ with respect to the $k$-multiplication of $n$-operations: $A^{l}=A \underset{k}{\oplus} A \underset{k}{\oplus} \ldots \underset{k}{\oplus} A(l$ times $)$ [4]. By Corollary 6 of [4] all these powers are $n$-quasigroups, $A^{p}=E_{k}$ and $\left(\Sigma_{k}^{\prime}, \underset{k}{\oplus}\right)$ where $\Sigma_{k}^{\prime}=\left\{E_{k}, A, A^{2}, \ldots, A^{p-1}\right\}$ is a (cyclic) group. Hence, $Q\left(\Sigma_{k}^{\prime}\right)$ is a ( $k$ )- $S$-systems of $n$-quasigroups.

Moreover, if $m=p \geqslant 3$ and in (1) $\alpha_{i}$ is the identity permutation for each $i \in \overline{1, n}$, that is

$$
\begin{equation*}
A\left(x_{1}^{n}\right)=x_{1}+x_{2}+\ldots+x_{n} \tag{2}
\end{equation*}
$$

then $Q\left(\Sigma_{k}^{\prime}\right)$ is a $(k)$ - $S$-system for any $k \in \overline{1, n}$.
Note, that $n$-quasigroups of $\Sigma_{k}^{\prime}$ can be different from $n$-quasigroups of $\Sigma_{l}^{\prime}$, if $k \neq l$. So, it is easy to check that if an $n$-quasigroup $A$ of order $p$ has the form (2), then the sets $\Sigma_{k}^{\prime}$ and $\Sigma_{l}^{\prime}$ are intersected only by the $n$-quasigroup $A$.

Indeed, let $1 \leqslant k \leqslant l \leqslant n$ and the $(k)$-power $A^{r}$ coincide with the (l)-power $A^{t}$ for $1 \leqslant r<t \leqslant p-1$. Then
$r\left(x_{1}+\ldots+x_{k-1}\right)+x_{k}+r\left(x_{k+1}+\ldots+x_{n}\right)=t\left(x_{1}+\ldots+x_{l-1}\right)+x_{l}+t\left(x_{l+1}+\ldots+x_{n}\right)$,
whence it follows that

$$
\begin{gathered}
(t-r)\left(x_{1}+\ldots+x_{k-1}\right)+t\left(x_{k}+\ldots+x_{l-1}\right)+x_{l}-x_{k}-r\left(x_{k+1}+\ldots+x_{l}\right)+ \\
+(t-r)\left(x_{l+1}+\ldots+x_{n}\right)=0 .
\end{gathered}
$$

Setting $x_{1}=\ldots=x_{k-1}=x_{k+1}=\ldots=x_{l-1}=x_{l+1}=\ldots=x_{n}=0$, we obtain $t x_{k}-x_{k}=r x_{l}-x_{l}$ for all $x_{k}, x_{l}$ of $Q$ and so $t=r=1$.

Proposition 1. Let $Q\left(\Sigma_{k}\right), \Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}$, be a $(k)$-S-system of $n$-quasigroups, $n \geqslant 3,1 \leqslant l<k \leqslant n$ and $u=a_{1}^{l-1}, v=a_{l+1}^{k-1}, w=a_{k+1}^{n}$ be fixed (ordered) tuples of elements from $Q$. Then the system $Q\left(\Sigma_{u, v, w}\right)$ of binary retracts where $\Sigma_{u, v, w}=\left\{E, \bar{A}_{1}^{s}\right\}$ with $\bar{A}_{i}\left(x_{l}, x_{k}\right)=A_{i}\left(u, x_{l}, v, x_{k}, w\right)$, is a right $S$-system of binary quasigroups for any $u \in Q^{l-1}, v \in Q^{k-l-1}$, $w \in Q^{n-k}$.

Proof. We must prove that $\Sigma_{u, v, w}$ is a group with respect to the right multiplication of binary operations. At first we note that $E_{k}\left(u, x_{l}, v, x_{k}, w\right)=$ $\bar{E}_{k}\left(x_{l}, x_{k}\right)=x_{k}$, that is $\bar{E}_{k}=E$.

Let $A_{i} \in \Sigma_{k}$, then ${ }^{(k)} A_{i} \in \Sigma_{k}, \bar{A}_{i} \in \Sigma_{u, v, w}$ and ${ }^{(k)} \bar{A}_{i} \in \Sigma_{u, v, w}$. Prove that ${ }^{(2)} \bar{A}_{i} \in \Sigma_{u, v, w}$. Indeed, from $\left(A_{i} \underset{k}{\oplus}{ }^{(k)} A_{i}\right)\left(x_{1}^{n}\right)=x_{k}$ it follows

$$
\begin{aligned}
\left(A_{i} \oplus_{k}^{(k)} A_{i}\right)\left(u, x_{l}, v, x_{k}, w\right) & =A_{i}\left(u, x_{l}, v,{ }^{(k)} A_{i}\left(u, x_{l}, v, x_{k}, w\right), w\right) \\
& =\bar{A}_{i}\left(x_{l},{ }^{(k)} \bar{A}_{i}\left(x_{l}, x_{k}\right)\right)=x_{k} .
\end{aligned}
$$

But $\bar{A}_{i}\left(x_{l},{ }^{(2)} \bar{A}_{i}\left(x_{l}, x_{k}\right)\right)=x_{k}$. Hence, ${ }^{(k)} \bar{A}_{i}={ }^{(2)} \bar{A}_{i}$ and ${ }^{(2)} \bar{A}_{i} \in \Sigma_{u, v, w}$.
Further, if $A_{i} \underset{k}{\oplus} A_{j}=A_{r} \in \Sigma_{k}$, then

$$
\begin{aligned}
\left(A_{i} \oplus \underset{k}{\oplus} A_{j}\right)\left(u, x_{l}, v, x_{k}, w\right) & =A_{i}\left(u, x_{l}, v, A_{j}\left(u, x_{l}, v, x_{k}, w\right), w\right) \\
& =\bar{A}_{i}\left(x_{l}, \bar{A}_{j}\left(x_{l}, x_{k}\right)\right)=\left(\bar{A}_{i} \cdot \bar{A}_{j}\right)\left(x_{l}, x_{k}\right) \\
& =A_{r}\left(u, x_{l}, v, x_{k}, w\right)=\bar{A}_{r}\left(x_{l}, x_{k}\right),
\end{aligned}
$$

that is $\bar{A}_{i} \cdot \bar{A}_{j}=\bar{A}_{r} \in \Sigma_{u, v, w}$.
It still remains to prove that $\bar{A}_{i} \neq \bar{A}_{j}$ if $i \neq j$. Let $\bar{A}_{i}=\bar{A}_{j}$, then $A_{i}\left(u, x_{l}, v, x_{k}, w\right)=A_{j}\left(u, x_{l}, v, x_{k}, w\right),{ }^{(k)} A_{i}\left(u, x_{l}, v, A_{j}\left(u, x_{l}, v, x_{k}, w\right), w\right)=$ $x_{k}$. But $B={ }^{(k)} A_{i} \underset{k}{\oplus} A_{j} \in \Sigma_{k}$, so $B\left(u, x_{l}, v, x_{k}, w\right)=x_{k}$ for any $x_{l} \in Q$ implies that $B$ is not an $n$-quasigroup, so $B=E_{k}$ and $i=j$.

Therefore, we proved that the set $\Sigma_{u, v, w}$ is a group with respect to the right multiplication of binary operations.

Remark. If in Proposition $1 k<l, u=a_{1}^{k-1}, v=a_{k+1}^{l-1}, w=$ $a_{l+1}^{n}, \bar{A}_{i}\left(x_{k}, x_{l}\right)=A_{i}\left(u, x_{k}, v, x_{l}, w\right)$, then analogously one can prove that $\Sigma_{u, v, w}=\left\{F, \bar{A}_{1}^{s}\right\}$ is a left $S$-system of binary quasigroups.

Theorem 2. Let $n \geqslant 3, k(1 \leqslant k \leqslant n)$ be a fixed number, $Q$ be a set of order $m, Q\left(\Sigma_{k}\right), \Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}$, be a $(k)$-S-system of $n$-quasigroups. Then $\Sigma_{k}$ is a pairwise orthogonal set of $n$-operations and $s \leqslant m-1$.

Proof. Let $A_{i}, A_{j} \in \Sigma_{k}, i \neq j$, then ${ }^{(k)} A_{j} \in \Sigma_{k}$ and $A_{i} \underset{k}{\oplus}\left({ }^{(k)} A_{j}\right)$ is an $n$-quasigroup of $\Sigma_{k}$, so any ( $n-1$ )-retract of this $n$-quasigroup is an ( $n-1$ )quasigroup which is always complete. By Theorem $1 A_{i} \perp A_{j}$. Now it is evident that $A_{i} \perp E_{k}$, since $A_{i} \underset{k}{\oplus} E_{k}=A_{i}$ and ${ }^{(k)} E_{k}=E_{k}$. Thus, $\Sigma_{k}$ is a pairwise orthogonal set of $n$-operations.

But by Proposition $1 Q\left(\Sigma_{u, v, w}\right)$, where $\Sigma_{u, v, w}=\left\{E, \bar{A}_{1}^{s}\right\}$, is a right $S$-system of binary quasigroups which is an orthogonal set and can not contain more than $m-1$ binary quasigroups (latin squares) of order $m$ [8], so $s \leqslant m-1$.

Definition 3. A $(k)$ - $S$-system $Q\left(\Sigma_{k}\right)$ with $|Q|=m$ is called complete if it contains $m-1 n$-quasigroups, that is if $\left|\Sigma_{k}\right|=m$.

Proposition 2. For any $n \geqslant 3$ and any $k \in \overline{1, n}$ there exist complete $(k)$ -$S$-systems of $n$-quasigroups of each prime order $p \geqslant 3$.

Proof. Examples of such $(k)$ - $S$-systems are the (cyclic) systems obtained with the help of $n$-quasigroups of the form (2) where $(Q,+)$ is a group of a prime order $p \geqslant 3$.

Note that (cyclic) ( $k$ )- $S$-systems which are obtained from an $n$ quasigroup $A$ of the form (1) are not complete if $m=p^{t}, t>1$.

## 4. $S$-systems of $n$-quasigroups

In [10] $n$-ary $S$-systems were considered in the following sense.
Definition 4. (cf. [11]) A system $Q(\Sigma), \Sigma=\left\{E_{1}^{n}, A_{1}^{s}\right\}, s \geqslant 1$, where $A_{i}$ is an $n$-quasigroup for each $i \in \overline{1, s}, n \geqslant 2$, is called an $S$-system of $n$-quasigroups if $\Sigma$ is closed with respect to the (Menger's) superposition: $C\left(B_{1}^{n}\right)=C\left(B_{1}, B_{2}, \ldots, B_{n}\right) \in \Sigma\left(C\left(B_{1}^{n}\right)\left(x_{1}^{n}\right)=C\left(B_{1}\left(x_{1}^{n}\right), \ldots, B_{n}\left(x_{1}^{n}\right)\right)\right.$ for any $C, B_{1}, \ldots, B_{n} \in \Sigma$.
T. Yakubov in [10] proved that if $Q(\Sigma)$ is a finite (that is the set $Q$ is finite) $n$-ary $S$-system in this sense, then $\Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}$ is a group with respect to the $k$-multiplication of $n$-operations for each $k \in \overline{1, n}$. Using this fact and the definition of $(k)$ - $S$-systems it is natural to define an $S$-system of $n$-ary quasigroups in the following way.

Definition 5. A system $Q(\Sigma), \Sigma=\left\{E_{1}^{n}, A_{1}^{s}\right\}, s \geqslant 1, n \geqslant 2$, where all $A_{i}$ are $n$-quasigroups is called an $S$-system of $n$-quasigroups if $\Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}$ is a $(k)$ - $S$-system for any $k \in \overline{1, n}$.

Proposition 3. Let $Q(\Sigma), \Sigma=\left\{E_{1}^{n}, A_{1}^{s}\right\}$, be an $S$-system of $n$-quasigroups, $n \geqslant 3,1 \leqslant p<q \leqslant n$ and $u=a_{1}^{p-1}, v=a_{p+1}^{q-1}, w=a_{q+1}^{n}$ be fixed (ordered) tuples of elements from $Q$. Then the system $Q\left(\Sigma_{u, v, w}\right)$ of binary retracts where $\Sigma_{u, v, w}=\left\{E, F, \bar{A}_{1}^{s}\right\}$ with $\bar{A}_{i}\left(x_{p}, x_{q}\right)=A_{i}\left(u, x_{p}, v, x_{q}, w\right)$, is an $S$ system of binary quasigroups for any $u \in Q^{p-1}, v \in Q^{q-p-1}, w \in Q^{n-q}$.

Proof. In this case $E_{p}\left(u, x_{p}, v, x_{q}, w\right)=x_{p}=F\left(x_{p}, x_{q}\right), E_{q}\left(u, x_{p}, v, x_{q}, w\right)=$ $x_{q}=E\left(x_{p}, x_{q}\right)$. From Definition 5 it follows that $\Sigma_{k}=\left\{E_{k}, A_{1}^{s}\right\}$ is a $(k)$ - $S$ system for any $k \in \overline{1, n}$. If $k=q$, then by Proposition $1 \Sigma_{u, v, w}=\left\{E, \bar{A}_{1}^{s}\right\}$
of binary retracts is a right $S$-system of binary quasigroups. On the other hand, if $k=p$, then $\Sigma_{u, v, w}^{\prime}=\left\{F, \bar{A}_{1}^{s}\right\}$ for the same $u, v, w$ is a left $S$-system of binary quasigroups (see Remark). Thus, $Q\left(\Sigma_{u, v, w}\right)$ is an $S$-system of binary quasigroups.

For the binary case Definition 4 and Definition 5 are equivalent (see Theorem 4.1 of [1]). We shall prove that when $n>2$ it is not true. At first remind that an $n$-quasigroup $(Q, A)$ is called an $n$-TS- quasigroup if its $k$-inverse $n$-quasigroups coincide with $A$ for each $k \in \overline{1, n}$ (see [2]).

Theorem 3. A finite system $Q(\Sigma), \Sigma=\left\{E_{1}^{n}, A_{1}^{s}\right\}, n \geqslant 3$, is an $S$-system of n-quasigroups if and only if $s=1$ and the $n$-quasigroup $A_{1}$ is an $n-T S$ quasigroup.

Proof. By Proposition 3 the system $Q\left(\Sigma_{u, v, w}\right)$ of binary retracts, where $\Sigma_{u, v, w}=\left\{F, E, \bar{A}_{1}^{s}\right\}, \bar{A}_{i}\left(x_{p}, x_{q}\right)=A_{i}\left(u, x_{p}, v, x_{q}, w\right)$, is an $S$-system of binary quasigroups. By Theorem 4.2 of [1] all operations of a finite $S$-system of binary quasigroups are idempotent if $s \geqslant 2$ (note that in [1] $s \geqslant 4$ since $s$ designates the number of all operations in an $S$-system), that is $A_{i}(u, x, v, x, w)=\bar{A}_{i}(x, x)=x$ for every $x \in Q$. Now we use the idea of the proof from [10].

If $n=3$, then $\bar{A}_{i}(a, a)=a$ and $A_{i}(a, a, w)=a$ (if, for example, $p=1$, $q=2)$ for any $w$ of $Q$. But it is impossible as $A_{i}$ is a 3-quasigroup.

Let $n \geqslant 4, a \neq b$, the element $a$ be in $A_{i}$ in positions $p, q$ $(p<q)$ and the element $b$ is in positions $r, t(q<r<t)$, i.e., $A_{i}(\ldots, a, \ldots, a, \ldots, b, \ldots, b, \ldots)$. Fix tuples $u \in Q^{p-1}, v \in Q^{q-p-1}$, $w \in Q^{n-q}$ where in the tuple $w$ the element $b$ is in the positions $r, t$. Then for a binary quasigroup $\bar{A}_{i}$ of the system $\Sigma_{u, v, w}$ we have

$$
\bar{A}_{i}\left(x_{p}, x_{q}\right)=A_{i}\left(u, x_{p}, v, x_{q}, w\right)=A_{i}\left(u, x_{p}, v, x_{q}, w_{1}, b, w_{2}, b, w_{3}\right),
$$

if $w=\left(w_{1}, b, w_{2}, b, w_{3}\right)$, and

$$
\begin{equation*}
\bar{A}_{i}(a, a)=A_{i}(u, a, v, a, w)=A_{i}\left(u, a, v, a, w_{1}, b, w_{2}, b, w_{3}\right)=a . \tag{3}
\end{equation*}
$$

Now consider the system $\Sigma_{u_{1}, w_{2}, w_{3}}$ with $u_{1}=\left(u, a, v, a, w_{1}\right)$, then

$$
\begin{aligned}
& \overline{\bar{A}}_{i}\left(x_{r}, x_{t}\right)=A_{i}\left(u_{1}, x_{r}, w_{2}, x_{t}, w_{3}\right), \\
& \overline{\bar{A}}_{i}(b, b)=A_{i}\left(u, a, v, a, w_{1}, b, w_{2}, b, w_{3}\right)=b .
\end{aligned}
$$

Taking into account the equality (3), we conclude that $a=b$. Thus, the case $s \geqslant 2$ for $n>2$ is impossible.

It remains only the case $s=1$. In this case the $n$-quasigroup $A_{1}$ coincides with all its inverse $n$-quasigroups, that is it is an $n$ - $T S$-quasigroup. On the other hand, if an $n$-quasigroup $A$ is an $n$ - $T S$-quasigroup, then $A={ }^{(k)} A$ for any $k \in \overline{1, n}, A \underset{k}{\oplus} A=E_{k}$ and $\Sigma=\left\{E_{1}^{n}, A\right\}$ is an $S$-system.

Unfortunately, such $S$-systems of $n$-quasigroups are trivial.
As an example of an $n$ - $T S$-quasigroup can be the $n$-quasigroup of the form (2) where $(Q,+)$ is an (abelian) group of exponent two ( $2 x=0$ for all $x \in Q$ ). Such group has order $2^{t}$ for some natural $t \geqslant 1$.

In [10] it was proved that finite $S$-systems of $n$-quasigroups in the sense of Definition 4 do not exist even for $s=1$. Taking into account Theorem 3 we conclude that Definition 4 and Definition 5 are not equivalent for $n>2$.

## References

[1] V. D. Belousov: Systems of quasigroups with generalized identities, (Russian), Uspehi Matem. Nauk, vol. XX, I(121), (1965), 75-146.
[2] V. D. Belousov: n-Ary quasigroups, (Russian), Kishinev, Sţiinta, 1972.
[3] G. B. Belyavskaya: Pairwise orthogonality of n-ary operations, Bul. Acad. Sţi. Republ. Moldova, ser. Matematica 3(49), (2005), 5-18.
[4] G. B. Belyavskaya: Power sets of n-ary quasigroups, Bul. Acad. Sţi. Republ. Moldova, ser. Matematica (2007) (to appear).
[5] G. B. Belyavskaya and A. M. Cheban: S-systems of an arbitrary index, I, (Russian), Mat. Issled. 7 no. 1(23), (1972), $27-43$.
[6] G.B. Belyavskaya and A. M. Cheban: S-systems of an arbitrary index, II, (Russian), Mat. Issled. 7 no. 2(24), (1972), 3-13.
[7] G. B. Belyavskaya and G. L. Mullen: Orthogonal hypercubes and n-ary operations, Quasigroups and Related Systems 13 (2005), $73-86$.
[8] J. Denés and A. D. Keedwell: Latin squares and their applications, Budapest, Academiai Kiado, 1974.
[9] A. I. Kostrikin: Introduction in algebra, (Russian), Nauka, Moscow, 1977.
[10] T. Yakubov: Research of n-ary operations, (Russian), Ph. D. Thesis, Tashkent, 1974.
[11] T. Yakubov, On (2,n)-semigroup of $n$-ary operations, (Russian), Izv. AN MSSR., Ser. fiz.-teh. i mat. nauk 1 (1974), $29-46$.

Institute of Mathematics and Computer Science
Academy of Sciences
Academiei str. 5
MD-2028 Chisinau
Moldova
E-mail: gbel@math.md

# Double Ward quasigroups 

Nick C. Fiala


#### Abstract

In this short note, we prove a one-to-one correspondence between groups and a variety of quasigroups that we call double Ward quasigroups analogous to the correspondence between groups and Ward quasigroups.


## 1. Introduction

A quasigroup consists of a non-empty set $Q$ equipped with a binary operation $*$ such that for all $a, b \in Q$, there exist unique $x, y \in Q$ such that $a * x=b$ and $y * a=b$. Alternatively, a quasigroup is an algebra ( $Q ; *, \backslash, /$ ) of type $(2,2,2)$ such that $x \backslash(x * y)=y,(x * y) / y=x, x *(x \backslash y)=y$, and $(x / y) * y=x$.

Given a group ( $G ; \circ^{-1}, e$ ), we can construct a quasigroup by defining $x * y=x \circ y^{-1}$. The operation $*$ on $G$ is sometimes referred to as right division in $G$. Clearly, this quasigroup satisfies the identity $(x * z) *(y * z)=$ $x * y$. Quasigroups satisfying the above identity are referred to as Ward quasigroups. Conversely, given a Ward quasigroup $Q$, it can be shown that $Q$ is unipotent $(x * x=y * y)$, so we may write $x * x=e$, and defining $x^{-1}=e * x$ and $x \circ y=x * y^{-1}$ makes $\left(Q ; \circ,{ }^{-1}, e\right)$ a group. Writing $W(G)$ for the Ward quasigroup constructed from the group $G$ and $\operatorname{Gr}(Q)$ for the group constructed from the Ward quasigroup $Q$, it can also be shown that $\operatorname{Gr}(W(G))=G$ and $W(G r(Q))=Q$. Therefore, there is a one-to-one correspondence between groups and Ward quasigroups. This seems to have first been noticed in [1] and [3].

Similarly, given a group ( $G ; \mathrm{o}^{-1}, e$ ), we can construct a quasigroup by defining $x * y=x^{-1} \circ y^{-1}$. The operation $*$ on $G$ is sometimes referred to as double division in $G$. Clearly, this quasigroup satisfies the Ward-like identity
$((e * e) *(x * z)) *((e * y) * z)=x * y$. For lack of a better term, we will refer to quasigroups with an element $e$ that satisfy the above identity as double Ward quasigroups (not to be confused with the Ward double quasigroups of [4]). In this short note, we prove an analogous one-to-one correspondence between groups and double Ward quasigroups.

Remark 1.1. The author gratefully acknowledges the assistance of the automated theorem-prover Prover9 [2]. Theorem 2.2 was found and proved with the aid of Prover9. As such, the proof has been suppressed. However, the proof is available from the author or can quickly be regenerated with Prover9.

## 2. Results

Theorem 2.2. Let $Q$ be a double Ward quasigroup. Define $x^{-1}=e * x$ and $x \circ y=x^{-1} * y^{-1}$. Then $\left(Q ; \circ,^{-1}, e\right)$ is a group.

Theorem 2.3. Let $G$ be a group and let $Q$ be a double Ward quasigroup. Denote by $D W(G)$ the double Ward quasigroup constructed from $G$ and denote by $G r(Q)$ the group constructed from $Q$. Then $\operatorname{Gr}(D W(G))=G$ and $D W(G r(Q))=Q$.
Problem 2.4. Characterize double Ward quasigroups by a shorter more appealing identity such as is the case for Ward quasigroups.
Problem 2.5. Prove similar results for other well-known varieties of loops with two-sided inverses, such as (left, right) inverse property loops, antiautomorphic inverse property loops, extra loops, Moufang loops, left (right) Bol loops, C-loops, LC-loops, RC-loops, and flexible loops.
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# Short identities implying a quasigroup is a loop or group 

Nick C. Fiala


#### Abstract

In this note, we find all identities in product only with at most six variable occurrences that imply that a quasigroup satisfying the identity is a not necessarily trivial loop (group). These investigations were aided by the automated theorem-prover Prover9 and the model-finder Mace4.


## 1. Introduction

A quasigroup consists of a non-empty set $Q$ equipped with a binary operation, which we simply denote by juxtaposition, such that for all $a, b \in Q$, there exist unique $x, y \in Q$ such that $a x=b$ and $y a=b$. Quasigroups are of interest not only in algebra but in combinatorics as well. Alternatively, we may define quasigroups equationally as algebras $(Q ; \cdot, \backslash, /)$ of type $(2,2,2)$ such that $x \backslash(x \cdot y)=y,(x \cdot y) / y=x, x \cdot(x \backslash y)=y$, and $(x / y) \cdot y=x$.

A quasigroup is trivial if it consists of a single element. A quasigroup $Q$ is a left (right) loop if there exists a left (right) neutral element $e \in Q$ such that $e x=x(x e=x)$ for all $x \in Q$. A loop is a quasigroup that is both a left loop and a right loop.

Henceforth, $e$ will always denote the (left, right) neutral element of a (left, right) loop and the variables $x, y$, and $z$ will always be universally quantified over the elements of a quasigroup.

Definition 1.1. We say that an identity implies that a quasigroup is a (left, right) loop (group) if and only if all quasigroups satisfying the identity are (left, right) loops (groups). Furthermore, if there exists a non-trivial (left, right) loop (group) satisfying the identity, then we say that the identity implies that a quasigroup is a not necessarily trivial (left, right) loop (group).

In [1], Belousov raised the problem of determining which identities imply that a quasigroup is a loop. It is well-known that an associative quasigroup is a loop, and therefore a group. In [5], it is shown that each of the four Moufang identities

$$
\begin{array}{ll}
(x(y z)) x=(x y)(z x) & (x z)(y x)=x((z y) x) \\
((x y) z) y=x(y(z y)) & ((y z) y) x=y(z(y x))
\end{array}
$$

imply that a quasigroup is a loop, but not necessarily a group. More generally, in [6], Kunen considers weak associative laws (identities, other than associativity, for which the left-hand side and right-hand side are different associations of the same word) that imply that a quasigroup is a loop. In particular, he completely settles the problem for the identities of BolMoufang type (weak associative laws with three distinct variables and eight variable occurrences). Similarly, one may ask which identities imply that a quasigroup is a group. This question was settled for the identities of Bol-Moufang type in [11].

In this note, we endeavor to find all identities in product only with at most six variable occurrences that imply that a quasigroup is a not necessarily trivial loop (group). Perhaps some interesting identities will arise. The author hopes that this note will be of some use as a sort of beginner's tutorial on the use of automated reasoning in equational logic in general and on the powerful software Prover9 and Mace4 in particular. As such, a great deal of detail is shown and many examples and references are given.

## 2. Prover9 and Mace4

In this section, we briefly describe the software Prover9 and Mace4.
Prover9 [10] is a resolution-style [2], [13] automated theorem-prover for first-order logic with equality that was developed by McCune. Prover9 is the successor to the well-known OTTER [8] theorem-prover and, like OTTER, utilizes the set of support strategy [2], [14].

The language of Prover9 is the language of clauses, a clause being a disjunction of (possible one or zero) literals in which all variables whose names begin with $u, v, w, x, y$, or $z$ are implicitly universally quantified and all other symbols represent constants, functions, or predicates (relations). An axiom may also be given to Prover9 as an explicitly quantified firstorder formula which is immediately transformed by Prover9 into a set of
clauses by a Skolemization [2], [3] procedure. The conjunction of these clauses is not necessarily logically equivalent to the formula, but they will be equisatisfiable (one is satisfiable if and only if the other is as well) [2], [3]. Therefore, the set of clauses can be used by Prover9 in place of the formula in proofs by contradiction.

Prover9 can be asked to prove a potential theorem by giving it clauses or formulas expressing the hypotheses and a clause or formula expressing the negation of the conclusion. Prover9 finds a proof when it derives the empty clause, a contradiction. Prover9 can also be used for question answering through the use of answer literals [2], [4], [7].

Prover9 has an autonomous mode [10] in which all inference rules, settings, and parameters are automatically set based upon a syntactic analysis of the input clauses. The mechanisms of inference for purely equational problems are paramodulation and demodulation, a restricted from of paramodulation [2], [12]. Paramodulation from an equation $i$ into an equation $j$ is accomplished as follows: unify the left-hand side $l$ of $i$ with a subterm $s$ of $j$ by finding a substitution into the variables of $l$ and $s$ that make them identical (a most general unifier), instantiate $j$ with the corresponding substitution, and infer the equation obtained by replacing $s$ in $j$ with the corresponding instance of the right-hand side of $i$.

One very important parameter used by Prover9 is the maximum weight [10] of a clause. By default, the weight of a literal is the number of occurrences of constants, variables, functions, and predicates in the literal and the weight of a clause is the sum of the weights of its literals. Prover9 discards derived clauses whose weight exceeds the maximum weight specified. By specifying a maximum weight, we sacrifice refutation-completeness (the guarantee of the existence of a derivation of the empty clause from a non-satisfiable set of clauses) [2], [13], although in practice it is frequently necessary in order to control the size of the clause space while searching for a proof. We will use the autonomous mode throughout this paper, sometimes overriding Prover9's assignment to the maximum weight parameter.

A useful companion to Prover9 is Mace4 [9], also developed by McCune. Mace4 is a finite first-order model-finder. With possibly some minor modifications, the same input can be given to Mace4 as to Prover9, Prover9 searching for a proof by contradiction and Mace4 searching for counterexamples of specified sizes (a structure of size $n$ with a single binary operation found by Mace 4 would be returned as an $n \times n$ Cayley table with the elements of the structure assumed to be $0,1, \ldots, n-1$ and the element in
the $i$ th row and $j$ th column being $i j$ ).
Remark 2.1. The reader should note that Mace4 interprets non-negative integers as distinct constants and other constants as not necessarily distinct unless otherwise stated. This is in contrast to Prover9 which interprets all constants as not necessarily distinct unless otherwise stated. The use of non-negative integers for constants in Mace 4 can have the advantage of speeding up the search for a model.

The scripting language Perl was also used to further automate the process.

## 3. The Search

In this section, we describe our search for identities in product only with at most six variable occurrences that imply that a quasigroup is a not necessarily trivial loop. Clearly, we need not consider identities with more than three distinct variables.

First, all identities in product only with at most three distinct variables and at most six variable occurrences with different left-hand side and right-hand side were generated up to renaming, canceling, mirroring, and symmetry. This resulted in 1353 identities.

Next, we sent each identity (stored in the Perl variable \$identity) to Prover9 and ran

```
set(auto). % autonomous mode
assign(max_seconds, 1). % one second time limit
% per identity
op(500, infix, [/, *, \]). % quasigroup operations
clauses(sos). % set of support clauses
x \ (x * y) = y.
(x * y) / y = x.
x * (x \ y) = y.
(x / y) * y = x. % quasigroup
e * x = x.
x * e = x. % loop
$identity. % candidate identity
a != e. % non-trivial
end_of_list. % end of set of support clauses
```

to search for a proof that a loop satisfying the identity must be trivial. Any identity for which a proof was found was eliminated. This resulted in 332 identities.

Remark 3.1. We determine whether or not Prover9 has found a proof by observing its exit status. Prover9 outputs an exit code of 0 if and only if it finds a proof.

We then sent each remaining identity to Mace4 and ran

```
assign(max_seconds, 60). % one minute time limit
% per identity
op(500, infix, [/, *, \]). % quasigroup operations
clauses(theory). % theory clauses
x \ (x * y) = y.
(x * y) / y = x.
x * (x \ y) = y.
(x / y) * y = x. % quasigroup
$identity. % candidate identity
end_of_list. % end of theory clauses
formulas(theory). % theory formulas
-(exists e all x (e * x = x & x * e = x)). % not a loop
end_of_list. % end of
% theory formulas
```

to search for a non-loop quasigroup of size at most 200 (this is simply Mace4's upper limit and is specified on the command line with -n2 -N200 or just -N200) that satisfies the identity. Any identity for which an example was found was eliminated. This resulted in 35 identities. For example, the identity

$$
x(((y x) z) y)=z
$$

was eliminated since it is valid in the non-loop quasigroup below.

```
*:
    | 01 2 3 4 5 6 7
    -+-----------------
    0 | 1 6 4 3 5 0 7 2
    1 | 3 2 5 1 4 7 0 6
    2 | 0 4 6 7 2 1 3 5
    3 | 5 7 3 4 1 2 6 0
    4 | 2 3 7 6 0 5 4 1
    5 | 7 5 2 0 6 3 1 4
    6 | 6 1 0 2 7 4 5 3
    7 | 4 0 1 5 3 6 2 7
```

Remark 3.2. We determine whether or not Mace4 has found a model by observing its exit status. Mace 4 outputs an exit code of 0 if and only if it finds a model.

Next, we sent each remaining identity to Prover9 and ran

```
set(auto). % autonomous mode
assign(max_seconds, 60). % one minute time limit
% per weight per identity
assign(max_weight, $max_weight). % maximum clause weight
op(500, infix, [/, *, \]). % quasigroup operations
clauses(sos). % set of support clauses
x \ (x * y) = y.
(x * y) / y = x.
x * (x \ y) = y.
(x / y) * y = x. % quasigroup
$identity. % candidate identity
x * f(x) != f(x) # answer(x). % not a left loop
end_of_list. % end of
% set of support clauses
```

to search for a proof that the identity implies that a quasigroup is a left loop. We have Skolemized [2], [3] the negation of $(\exists e)(\forall x)(e x=x)$ to obtain the clause $x * f(x) \quad!=f(x)$, where $f$ is a Skolem function [2], [3]. We use the answer literal answer ( x ) to obtain an expression for the left neutral element for the identities for which we find a proof (this information could also be extracted from the proof itself, although this is not always so easy to do and does not lend itself to automating). We always make a run for every value of the Perl variable \$max_weight from 20 to 100 in steps of 10 . A proof was found for all 35 identities. For example, Prover9 found the following proof that the identity

$$
(x y)(x(z y))=z
$$

implies that a quasigroup is a left loop.

```
-------- PROOF --------
Length of proof is 31.
Level of proof is 13.
Maximum clause weight is 11.
7x \ (x * y) = y. [input]
8(x * y) / y = x. [input]
9 x * (x \ y) = y. [input]
10 (x / y) * y = x. [input]
11 (x * y) * (x * (z * y)) = z. [input]
12 x * f(x) != f(x) # answer(x). [input]
13 x / (y \ x) = y. [para (9 (a 1) 8 (a 1 1))]
14 (x / y) \ x = y. [para (10 (a 1) 7 (a 1 2))]
15 (x * y) \ z = x * (z * y). [para (11 (a 1) 7 (a 1 2))]
16 x / (y * (x * z)) = y * z. [para (11 (a 1) 8 (a 1 1))]
17 x * (y * (z * (y \ x))) = z. [para (9 (a 1) 11 (a 1 1))]
19 x * ((x/y) * (z*y)) = z. [para (10 (a 1) 11 (a 1 1))]
```

```
26 x \ y = z * (y * (z \ x)). [para (9 (a 1) 15 (a 1 1))]
29 x / (y * z) = y * (x \ z). [para (9 (a 1) 16 (a 1 2 2))]
34 x / (x * y) = y. [back_demod 9 demod (29 (R))]
35 x / (y \ z) = z * (y * x). [para (10 (a 1) 17 (a 1 2 2)) flip a]
41 x * (y * x) = y. [back_demod 13 demod (35)]
43 (x * y) / z = x * (z * y). [para (11 (a 1) 34 (a 1 2))]
44 x \ y = y * x. [para (34 (a 1) 14 (a 1 1))]
45 x / y = z * (y * (x * z)). [para (17 (a 1) 34 (a 1 2)) demod (44)]
47 x * (y * y) = x. [back_demod 8 demod (43)]
52 x / (y * z) = y * (z * x). [back_demod 35 demod (44)]
55 x * (y * (z * x)) = y * z. [back_demod 26 demod (44 44) flip a]
62 x / y = y * x. [back_demod 45 demod (55)]
68 (x * y) * z = x * (y * z). [back_demod 52 demod (62)]
71 x * (x * y) = y. [back_demod 19 demod (62 68 55)]
75 x * x = y * y. [para (47 (a 1) 71 (a 1 2))]
76 x * x = c0. [new_symbol 75]
77 x * c0 = x. [back_demod 47 demod (76)]
80 c0 * x = x. [para (77 (a 1) 41 (a 1 2))]
81 $F # answer(c0). [resolve (80 a 12 a)]
-------- end of proof -------
```

Furthermore, lines 76 and 81 show that $x x=e$. The interested reader should consult [10] for information on how to read such computer-generated proofs.

We then sent each of these 35 identities, along with the corresponding expression for the left neutral element (stored in the Perl variable \$left_neutral), to Prover9 and ran

```
set(auto). % autonomous mode
assign(max_seconds, 60). % one minute time limit
    % per weight per identity
assign(max_weight, $max_weight). % maximum clause weight
op(500, infix, [/, *, \]). % quasigroup operations
clauses(sos). % set of support clauses
x \ (x * y) = y.
(x * y) / y = x.
x * (x \ y) = y.
(x / y) * y = x. % quasigroup
e * x = x. % left loop
$left_neutral = e. % might help Prover9
$identity. % candidate identity
a * e != a. % not a right loop
end_of_list. % end of set of support clauses
```

to search for a proof that the identity implies that a quasigroup is a right loop (if \$left_neutral contains the Skolem function f, then we omit the line $\$$ left_neutral = e.). A proof was found for all 35 identities.

Finally, we sent each of these 35 identities to Mace 4 and ran

```
assign(max_seconds, 60). % one minute time limit per identity
op(500, infix, [/, *, \]). % quasigroup operations
clauses(theory). % theory clauses
x \ (x * y) = y.
(x * y) / y = x.
x * (x \ y) = y.
(x / y) * y = x. % quasigroup
0 * x = x.
x * 0 = x. % loop
$identity. % candidate identity
end_of_list. % end of theory clauses
```

to search for a non-trivial loop that satisfies the identity. An example was found for all 35 identities.

## 4. Conclusion

In this final section, we state our main results.
Theorem 4.1. There are exactly 35 identities in product only with at most six variable occurrences that imply that a quasigroup is a not necessarily trivial loop (up to renaming, canceling, mirroring, and symmetry). These 35 identities are shown below.

$$
\begin{array}{cccc}
(x x) y=x(y x) & x(x((y y) z))=z & (x x)(y(y z))=z & (x(x(y y))) z=z \\
((x(x y)) y) z=z & (x x) y=z(y z) & x(((x y) z) y)=z & (x x)(y(z y))=z \\
((x x)(y z)) y=z & x(x y)=(z z) y & ((x x) y) z=z y & x(y(x y))=z z \\
x((y x) y)=z z & x(y((x y) z))=z & x((y x)(y z))=z & (x y)(x(y z))=z \\
(x(y(x y))) z=z & ((x(y x)) y) z=z & x((y x) z)=y z & (x y)(x(z y))=z \\
((x y)(x z)) y=z & x(y(x z))=z y & x((y y)(x z))=z & (x(y(y x))) z=z \\
((x(y y)) x) z=z & (x y)(y z)=x z & x(((y y) z) x)=z & x((y y) z)=z x \\
x(y z)=(x y) z & x(y(z x))=y z & (x y)(z x)=y z & x(y z)=(x z) y \\
(x y)(z x)=z y & x(y z)=y(z x) & (x y) z=y(z x) &
\end{array}
$$

Similarly, one can prove the following.
Theorem 4.2. There are exactly 16 identities in product only with at most six variable occurrences that imply that a quasigroup is a not necessarily trivial group (up to renaming, canceling, mirroring, and symmetry). These 16 identities are shown below.

$$
\begin{array}{cccc}
x(((x y) z) y)=z & x(y((x y) z))=z & x((y x)(y z))=z & (x y)(x(y z))=z \\
x((y x) z)=y z & (x y)(x(z y))=z & ((x y)(x z)) y=z & x(y(x z))=z y \\
(x y)(y z)=x z & x(y z)=(x y) z & x(y(z x))=y z & (x y)(z x)=y z \\
x(y z)=(x z) y & (x y)(z x)=z y & x(y z)=y(z x) & (x y) z=y(z x)
\end{array}
$$
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# Biembeddings of Latin squares of side 8 

Mike J. Grannell, Terry S. Griggs and Martin Knor


#### Abstract

Face 2-colourable triangular embeddings of complete tripartite graphs $K_{n, n, n}$ correspond to biembeddings of Latin squares of side $n$. We consider biembeddings that contain any of the five Latin squares derived from the Cayley tables of finite groups of order 8. Up to isomorphism, we determine all such biembeddings.


## 1. Background

In our paper [1] we discuss, in some detail, face 2-colourable topological embeddings of complete regular tripartite graphs $K_{n, n, n}$ in which all faces are triangular. Such embeddings are equivalent to biembeddings of Latin squares of side $n$ and, as proved in [1], the supporting surfaces are necessarily orientable. Up to isomorphism, this earlier paper gives all such biembeddings for $n=3,4,5$ and 6 , and it summarizes the results for $n=7$. For $n=4,5$ and 6 , there are Latin squares which do not appear in any biembedding. Another interesting feature is the partitioning of the 147 main classes of Latin squares of side 7 into sub-classes of sizes $1,1,1,2,3$, $3,3,6,6,8,8,9,18,19,26$ and 33 , such that within each sub-class most of the squares biembed with one another, but there are no biembeddings of two squares taken from different sub-classes. We refer the reader to [1] for details of this and for items of terminology.

In the current paper we turn our attention to Latin squares of side 8, where there are 283657 main classes [3]. It is computationally infeasible to determine all possible biembeddings of these squares and here we restrict
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ourselves to seeking biembeddings that contain at least one of those squares that arise from the Cayley tables of groups of order 8. Another reason for considering these particular squares is that, whilst squares which arise from the Cayley tables of cyclic groups always appear in biembeddings, those from the groups $C_{2} \times C_{2}$ and $D_{3}$ do not. It is therefore appropriate to consider the Cayley tables of the groups of order 8 . There are five such groups, usually denoted by $C_{2}^{3}=C_{2} \times C_{2} \times C_{2}, C_{4} \times C_{2}, C_{8}, D_{4}$ and $Q$. Here $C_{n}$ denotes the cyclic group of order $n, D_{n}$ is the dihedral group of order $2 n$, and $Q$ is the quaternion group. We take the corresponding Latin squares as shown in Table 1.
$\begin{array}{llllllllllllllllllllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7\end{array}$ $\begin{array}{lllllllllllllllllllllll}1 & 0 & 4 & 5 & 2 & 3 & 7 & 6 & 1 & 2 & 3 & 0 & 5 & 6 & 7 & 4 & 1 & 2 & 3 & 4 & 5 & 6 & 7\end{array} 0$
 $\begin{array}{llllllllllllllllllllllll}3 & 5 & 6 & 0 & 7 & 1 & 2 & 4 & 3 & 0 & 1 & 2 & 7 & 4 & 5 & 6 & 3 & 4 & 5 & 6 & 7 & 0 & 1 & 2\end{array}$ $\begin{array}{llllllllllllllllllllllll}4 & 2 & 1 & 7 & 0 & 6 & 5 & 3 & 4 & 5 & 6 & 7 & 0 & 1 & 2 & 3 & & 4 & 5 & 6 & 7 & 0 & 1 & 2\end{array} 3$ $\begin{array}{llllllllllllllllllllllll}5 & 3 & 7 & 1 & 6 & 0 & 4 & 2 & 5 & 6 & 7 & 4 & 1 & 2 & 3 & 0 & & 5 & 6 & 7 & 0 & 1 & 2 & 3\end{array} 4$ $\begin{array}{llllllllllllllllllllllll}6 & 7 & 3 & 2 & 5 & 4 & 0 & 1 & 6 & 7 & 4 & 5 & 2 & 3 & 0 & 1 & & 6 & 7 & 0 & 1 & 2 & 3 & 4 \\ 5\end{array}$ $\begin{array}{lllllllllllllllllllllll}7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 & 7 & 4 & 5 & 6 & 3 & 0 & 1 & 2 & 7 & 0 & 1 & 2 & 3 & 4 & 5\end{array}$ $C_{2}^{3} \quad C_{4} \times C_{2} \quad C_{8}$


Table 1. Group-based squares of side 8 .

## 2. Results

There are 3167 nonisomorphic biembeddings that contain at least one of the five group-based squares of side 8 . Table 2 gives a breakdown of these by the individual squares and the size of the automorphism group $\Gamma$ of the biembedding. The column sums given in the last line of the table exclude
duplications arising from biembeddings that contain a pair of group-based squares.

| $\|\Gamma\|$ | 1 | 2 | 3 | 4 | 6 | 8 | 12 | 16 | $>16$ | $\sum$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $C_{2}^{3}$ | 23 | 6 | 4 | 6 | - | 2 | 2 | 5 | 1 | 49 |
| $C_{4} \times C_{2}$ | 1750 | 126 | 19 | 55 | - | 7 | 5 | 2 | - | 1964 |
| $C_{8}$ | 568 | 54 | 60 | - | 6 | - | 1 | 1 | 11 | 701 |
| $D_{4}$ | 159 | 37 | 18 | 5 | - | 3 | - | 5 | - | 227 |
| $Q$ | 183 | 16 | 20 | 12 | - | 2 | 2 | 1 | - | 236 |
| $\sum$ | 2683 | 235 | 120 | 75 | 6 | 14 | 10 | 12 | 12 | 3167 |

Table 2. Biembeddings containing a group-based square.

As regards the biembeddings whose groups of automorphisms have orders greater than 16 , there is one of $C_{2}^{3}$ with 48 automorphisms, while $C_{8}$ has one with 24 automorphisms (forming $S_{4}$ ), four with 32 automorphisms, one with 64 automorphisms, two with 128 automorphisms, one with 192 automorphisms, one with 256 automorphisms and one with 768 automorphisms. This last biembedding, which is of $C_{8}$ with a copy of itself, is the unique regular triangular embedding of $K_{8,8,8}$ in an orientable surface (see [1] and [2] for details). The biembedding of $C_{2}^{3}$ with an automorphism group of order 48 is with a non group-based Latin square, but all 11 biembeddings of $C_{8}$ are with copies of itself.

The method for obtaining these biembeddings was to select one of the five group-based squares and to regard its triples of row, column and entry symbols as triangles with the common clockwise orientation (row, column, entry). In any biembedding containing this Latin square, the rotation about each point contains 8 known ordered pairs; what remains unknown is the ordering of these pairs. By considering all possible orderings and rejecting those which give rise to pseudosurfaces, all biembeddings containing the given square may be determined. Working through the five squares, each new biembedding was checked for isomorphism with those found previously. The large number of biembeddings to be checked required the use of an effective invariant in order to establish the isomorphism classes. The invariant used was as follows.

Consider a fixed biembedding of Latin squares of side 8. Denote by $\rho_{z}$ the rotation around a vertex $z$. Since $\rho_{z}$ is a cyclic permutation of order 16 ,
for each two neighbours $x$ and $y$ of $z$ there are integers $m_{1}$ and $m_{2}$ such that $y=\rho_{z}^{m_{1}}(x)$ and $y=\rho_{z}^{-m_{2}}(x)$, where $1 \leqslant m_{1}, m_{2} \leqslant 15$ and $m_{1}+m_{2}=16$. Put

$$
d(z ; x, y)=\min \left\{m_{1}, m_{2}\right\}
$$

Now if $d(z ; x, v)=d(z ; v, y)=1$, and $x \neq y$, then $d(v ; x, y)=2$. However if $d(z ; x, v)=d(z ; v, y)=3$, and $x \neq y$, then $d(v ; x, y)$ can be any even number from 2 to 8 . (Note we cannot use $d(z ; x, v)=d(z ; v, y)=2$ because then $v$ is not adjacent to either $x$ or $y$, being in the same vertex partition set.) Let $I_{v}$ be the sum of the 16 numbers given by the formula

$$
I_{v}=\sum_{v z \in E(G)}(d(v ; x, y): \text { where } d(z ; x, v)=d(z ; v, y)=3 \text { and } x \neq y)
$$

Now the multiset of 24 elements $I_{v}$, together with the number of automorphisms, forms a satisfactory invariant for our biembeddings. There is just one pair of biembeddings for $C_{4} \times C_{2}$ and two pairs for $C_{8}$, which represent nonisomorphic biembeddings, although their invariants coincide.

Up to isomorphism, there are 23 biembeddings where both the Latin squares are group-based. In Table 3, in each of these cases, we specify a representative biembedding from the isomorphism class by means of a vector $\left(A, B, p_{1}, p_{2}, p_{3}\right)$ where $A, B$ identify the two squares as in Table 1 , and $p_{1}, p_{2}, p_{3}$ specify permutations applied respectively to the rows, columns and entries of the second square. From these, the biembedding may be constructed by taking the two squares exactly as in Table 1 and then applying the permutations to the second square, finally sewing the resulting triangular faces together along their common edges. A permutation entry such as $p_{1}=31267405$ is to be read as the permutation $\left(\begin{array}{llllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\ 3 & 1 & 2 & 6 & 7 & 4 & 0 & 5\end{array}\right)$, indicating that row 0 of the square from Table 1 is placed in row 3 , row 3 is placed in row 6 , and so on. We use $I$ to denote the identity permutation. In no case do we need to permute rows, columns and entries with each other. We also give information about the automorphism group $\Gamma$ of each biembedding with a second vector $\left(M ; m_{1}, m_{2}, m_{3}, m_{4}\right)$ denoting that $|\Gamma|=M$ and that there are $m_{1}$ mappings which preserve orientation and colour classes, $m_{2}$ mappings which preserve orientation and reverse the colour classes, $m_{3}$ mappings which reverse orientation and preserve the colour classes, and $m_{4}$ mappings which reverse orientation and reverse the colour classes.

| 1. | $\left(C_{2}^{3}, D_{4}, 31267405,45203617,35061427\right),(3 ; 3,0,0,0)$, |
| :--- | :--- |
| 2. | $\left(C_{4} \times C_{2}, D_{4}, 64752103,32104567,21034567\right),(16 ; 8,0,8,0)$, |
| 3. | $\left(C_{4} \times C_{2}, D_{4}, 53261407,61204357,41263057\right),(4 ; 2,0,2,0)$, |
| 4. | $\left(C_{4} \times C_{2}, D_{4}, 51302647,61250347,40351267\right),(2 ; 2,0,0,0)$, |
| 5. | $\left(C_{4} \times C_{2}, D_{4}, 24673105,12306547,23561047\right), \quad(2 ; 2,0,0,0)$, |
| 6. | $\left(C_{4} \times C_{2}, Q, 54670213,13024657,20134657\right), \quad(16 ; 8,0,8,0)$, |
| 7. | $\left(C_{4} \times C_{2}, Q, 53601472,64310257,03152647\right), \quad(4 ; 2,0,2,0)$, |
| 8. | $\left(C_{4} \times C_{2}, Q, 24601573,64210357,13254607\right), \quad(4 ; 2,0,2,0)$, |
| 9. | $\left(C_{4} \times C_{2}, Q, 21706354,53420617,20134657\right), \quad(2 ; 2,0,0,0)$, |
| 10. | $\left(C_{4} \times C_{2}, Q, 54601273,64310257,14253607\right), \quad(2 ; 2,0,0,0)$, |
| 11. | $\left(C_{8}, C_{8}, 12345670, I, I\right), \quad(768 ; 192,192,192,192), r e g u l a r$, |
| 12. | $\left(C_{8}, C_{8}, 52741630, I, I\right), \quad(256 ; 64,64,64,64)$, |
| 13. | $\left(C_{8}, C_{8}, 56341270,05634127,45230167\right), \quad(192 ; 48,48,48,48)$, |
| 14. | $\left(C_{8}, C_{8}, 16745230, I, I\right), \quad(128 ; 32,32,32,32)$, |
| 15. | $\left(C_{8}, C_{8}, 52741630, I, 45230167\right),(128 ; 32,32,32,32)$, |
| 16. | $\left(C_{8}, C_{8}, 52741630,05634127,45230167\right),(64 ; 16,16,16,16)$, |
| 17. | $\left(C_{8}, C_{8}, 12367450, I, I\right), \quad(32 ; 8,8,8,8)$, |
| 18. | $\left(C_{8}, C_{8}, 14763250, I, I\right), \quad(32 ; 8,8,8,8)$, |
| 19. | $\left(C_{8}, C_{8}, 12547630, I, I\right), \quad(32 ; 8,8,8,8)$, |
| 20. | $\left(C_{8}, C_{8}, 16347250, I, I\right), \quad(32 ; 8,8,8,8)$, |
| 21. | $\left(C_{8}, C_{8}, 16345270,01634527,05234167\right), \quad(24 ; 12,0,12,0)$, |
| 22. | $\left(C_{8}, C_{8}, 34561270,05634127,45230167\right), \quad(16 ; 4,4,4,4)$, |
| 23. | $\left(C_{8}, C_{8}, 34561270,03456127,23450167\right), \quad(12 ; 3,3,3,3)$. |

Table 3. Biembeddings containing two group-based squares.

Table 4 summarizes these biembeddings where both squares are groupbased. The entries give the number of biembeddings of square A with square B.

|  | $C_{2}^{3}$ | $C_{4} \times C_{2}$ | $C_{8}$ | $D_{4}$ | $Q$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{2}^{3}$ | - | - | - | 1 | - |
| $C_{4} \times C_{2}$ | - | - | - | 4 | 5 |
| $C_{8}$ | - | - | 13 | - | - |
| $D_{4}$ | 1 | 4 | - | - | - |
| $Q$ | - | 5 | - | - | - |

Table 4. Numbers of mutual biembeddings of group-based squares.

It can be seen that there are, for example, no biembeddings of two squares both derived from $C_{2}^{3}$. A very recent result gives a partial explanation for the partitioning of the squares of side 7 described in our earlier paper and establishes the non-biembeddability of two copies of $C_{2}^{n}$ for $n \geqslant 2$, as well as other non-biembeddability results. A paper describing these results is in preparation.

Finally we give the exceptional biembedding of $C_{2}^{3}$ with a non groupbased square and having an automorphism group of order 48 . The square $C_{2}^{3}$ is taken as in Table 1, and the other square is as follows.

$$
\begin{array}{llllllll}
7 & 0 & 1 & 4 & 2 & 3 & 5 & 6 \\
6 & 4 & 5 & 2 & 3 & 7 & 1 & 0 \\
1 & 2 & 7 & 5 & 0 & 6 & 4 & 3 \\
4 & 6 & 0 & 7 & 1 & 2 & 3 & 5 \\
5 & 3 & 6 & 1 & 4 & 0 & 2 & 7 \\
2 & 5 & 3 & 6 & 7 & 1 & 0 & 4 \\
0 & 1 & 4 & 3 & 6 & 5 & 7 & 2 \\
3 & 7 & 2 & 0 & 5 & 4 & 6 & 1
\end{array}
$$

The two squares generate triangular faces that are sewn together along common edges to form the embedding. The automorphism type is given by the vector $(48 ; 24,0,24,0)$.
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# Fuzzy ideals in ordered semigroups 

Niovi Kehayopulu and Michael Tsingelis


#### Abstract

The right (left) ideals, quasi- and bi-ideals play an essential role in studying the structure of some ordered semigroups. In an attempt to show how similar is the theory of ordered semigroups based on ideals or ideal elements with the theory of ordered semigroups based on fuzzy ideals, keeping the usual definitions of fuzzy right ideal, fuzzy left ideal, fuzzy quasi-ideal and fuzzy bi-ideal, we show here that in ordered groupoids, the fuzzy right (resp. left) ideals are fuzzy quasi-ideals and in ordered semigroups, the fuzzy quasi-ideals are fuzzy bi-ideals. Moreover, we prove that in regular ordered semigroups, the fuzzy quasi-ideals and the fuzzy bi-ideals coincide. We finally show that in an ordered semigroup the fuzzy quasi-ideals are just intersections of fuzzy right and fuzzy left ideals.


## 1. Introduction and prerequisites

The notion of ideals created by Dedekind for the theory of algebraic numbers, was generalized by Emmy Noether for associative rings. The oneand two-sided ideals introduced by her, are still central concepts in ring theory. A further generalization of ideals, the concept of quasi-ideals, was introduced by Ottó Steinfeld. Steinfeld remarked first that the concept of quasi-ideals could be defined not only for rings, but for semigroups as well, and that a quasi-ideal of a semigroup was just the intersection of a right and a left ideal-generalizing a correspondence result given by L. Kovács for rings. Since then many papers on ideals for rings and semigroups appeared showing the importance of the concept [A.H. Clifford, L.M. Gluskin, M.-P. Schützenberger, S. Lajos, K. Iséki and many others]. Further generalization

[^4]of ideals by lattice-theoretical methods was given by G. Birkhoff, O. Steinfeld, and N. Kehayopulu. The concepts of fuzzy one- and two-sided ideals in groupoids have been introduced by A. Rosenfeld in [11], the concepts of fuzzy bi-ideals and fuzzy quasi-ideals in semigroups have been introduced by N. Kuroki in [8] and [9], respectively. Fuzzy ideals in semigroups have been first studied by N. Kuroki, later by other authors as well (for a detailed exposition see the introduction in [7]). Fuzzy ideals in ordered groupoidssemigroups have been introduced by Kehayopulu and Tsingelis in [5]. For a recent work on fuzzy ideals see also $[3,4]$.

In semigroups the right (resp. left) ideals are quasi-ideals, and the quasiideals are bi-ideals. In regular (in the sense of J.v. Neumann) semigroups the bi-ideals and the quasi-ideals coincide [10]. Analogous results are true for ordered semigroups as well. In ordered semigroups the right (resp. left) ideals are quasi-ideals and the quasi-ideals are bi-ideals, and in regular ordered semigroups the bi-ideals and the quasi-ideals coincide. Moreover, in lattice ordered semigroups having a greatest element, the right (resp. left) ideal elements are quasi-ideal elements, the quasi-ideal elements are bi-ideal elements, and in regular lattice ordered semigroups which have a greatest element the bi-ideal elements and the quasi-ideal elements are the same. It might be noted that the concept of right and left ideal elements in an ordered groupoid has been introduced by G. Birkhoff (see, for example [1] p. 328). Ideals play an important role in studying the structure of some ordered semigroups. In an attempt to show how similar is the theory of fuzzy ordered semigroups based on ideals (right, quasi- etc.) with the theory of ordered semigroups based on ideals or the theory of lattice ordered semigroups based on ideal elements, keeping the usual definitions of fuzzy right ideal, fuzzy left ideal, fuzzy quasi-ideal and fuzzy bi-ideal, we show here that in ordered groupoids the fuzzy right (resp. fuzzy left) ideals are fuzzy quasi-ideals, in ordered semigroups the fuzzy quasi-ideals are fuzzy bi-ideals, and in regular ordered semigroups the fuzzy quasi-ideals and the fuzzy bi-ideals coincide. Moreover, we show that if $S$ is an ordered semigroup, then a fuzzy subset $f$ is a fuzzy quasi-ideal of $S$ if and only if there exist a fuzzy right ideal $g$ and a fuzzy left ideal $h$ of $S$ such that $f=g \cap h$.

Following the terminology given by L.A. Zadeh, if $(S, \cdot, \leqslant)$ is an ordered groupoid, we say that $f$ is a fuzzy subset of $S$ (or a fuzzy set in $S$ ) if $S$ is a mapping of $S$ into the real closed interval [0,1] (cf. [5]). For $a \in S$, we define $A_{a}=\{(y, z) \in S \times S \mid a \leqslant y z\}$. For two fuzzy subsets $f$ and $g$ of $S$,
we define the multiplication of $f$ and $g$ as the fuzzy subset of $S$ defined by:

$$
(f \circ g)(a)=\left\{\begin{array}{lll}
\sup _{(y, z) \in A_{a}}\{\min \{f(y), g(z)\}\} & \text { if } & A_{a} \neq \emptyset \\
0 & \text { if } & A_{a}=\emptyset
\end{array}\right.
$$

and in the set of all fuzzy subsets of $S$ we define the order relation as follows: $f \subseteq g$ if and only if $f(x) \leqslant g(x)$ for all $x \in S$. Finally for two fuzzy subsets $f$ and $g$ of $S$ we define the operations $f \cap g$ and $f \cup g$ as the fuzzy subsets of $S$ defined by:

$$
(f \cap g)(x)=\min \{f(x), g(x)\} \text { and }(f \cup g)(x)=\max \{f(x), g(x)\} .
$$

For an ordered groupoid $S$, the fuzzy subset 1 of $S$ is defined by $1(x)=1$ for all $x \in S$. If $F(S)$ is the set of fuzzy subsets of $S$, it is clear that the fuzzy subset 1 of $S$ is the greatest element of the ordered set $(F(S), \subseteq)$. Moreover, as we have already seen in [6], if $S$ is an ordered groupoid (resp. ordered semigroup), then the set $F(S)$ of all fuzzy subsets of $S$ with the multiplication o and the order $\subseteq$ on $S$ defined above is an ordered groupoid (resp. ordered semigroup) as well.

## 2. Main results

Definition 1. (cf. [5]) Let $(S, \cdot, \leqslant)$ be an ordered groupoid. A fuzzy subset $f$ of $S$ is called a fuzzy right ideal (resp. fuzzy left ideal) of $S$ if
(1) $f(x y) \geqslant f(x)$ (resp. $f(x y) \geqslant f(y))$ for every $x, y \in S$ and
(2) $x \leqslant y$ implies $f(x) \geqslant f(y)$.

Definition 2. (cf. [5]) Let ( $S, \cdot, \leqslant$ ) be an ordered groupoid. A fuzzy subset $f$ of $S$ is called a fuzzy quasi-ideal of $S$ if
(1) $(f \circ 1) \cap(1 \circ f) \subseteq f$ and
(2) $x \leqslant y$ implies $f(x) \geqslant f(y)$.

Definition 3. Let $(S, \cdot, \leqslant)$ be an ordered semigroup. A fuzzy subset $f$ of $S$ is called a fuzzy bi-ideal of $S$ if the following assertions are satisfied:
(1) $f(x y z) \geqslant \min \{f(x), f(z)\}$ for all $x, y, z \in S$ and
(2) $x \leqslant y$ implies $f(x) \geqslant f(y)$.

Proposition 1. If ( $S, \cdot, \leqslant$ ) is an ordered groupoid, then the fuzzy right (resp. left) ideals of $S$ are fuzzy quasi-ideals of $S$.

Proof. Let $f$ be a fuzzy right ideal of $S$ and $x \in S$. First of all,

$$
((f \circ 1) \cap(1 \circ f))(x)=\min \{(f \circ 1)(x),(1 \circ f)(x)\}
$$

If $A_{x}=\emptyset$ then we have $(f \circ 1)(x)=0=(1 \circ f)(x)$ and, since $f$ is a fuzzy right ideal of $S$, we have $\min \{(f \circ 1)(x),(1 \circ f)(x)\}=0 \leqslant f(x)$.

Let $A_{x} \neq \emptyset$. Then

$$
(f \circ 1)(x)=\sup _{(u, v) \in A_{x}}\{\min \{f(u), 1(v)\}\}
$$

On the other hand,

$$
f(x) \geqslant \min \{f(u), 1(v)\} \quad \forall(u, v) \in A_{x}
$$

Indeed, if $(u, v) \in A_{x}$, then $x \leqslant u v, f(x) \geqslant f(u v) \geqslant f(u)=$ $\min \{f(u), 1(v)\}$. Hence we have

$$
\begin{aligned}
f(x) & \geqslant \sup _{(u, v) \in A_{x}}\{\min \{f(u), 1(v)\}\}=(f \circ 1)(x) \\
& \geqslant \min \{(f \circ 1)(x),(1 \circ f)(x)\} \\
& =((f \circ 1) \cap(1 \circ f))(x)
\end{aligned}
$$

Therefore $f$ is a fuzzy quasi-ideal of $S$.
Proposition 2. If $(S, \cdot, \leqslant)$ is an ordered semigroup, then the fuzzy quasiideals are fuzzy bi-ideals of $S$.

Proof. Let $f$ be a fuzzy quasi-ideal of $S$ and $x, y, z \in S$. Then we have

$$
f(x y z) \geqslant((f \circ 1) \cap(1 \circ f))(x y z)=\min \{(f \circ 1)(x y z),(1 \circ f)(x y z)\}
$$

Since $(x, y z) \in A_{x y z}$, we have

$$
(f \circ 1)(x y z)=\sup _{(u, v) \in A_{x y z}}\{\min \{f(u), 1(v)\}\} \geqslant \min \{f(x), 1(y z)\}=f(x)
$$

Since $(x y, z) \in A_{x y z}$, we have

$$
(1 \circ f)(x y z)=\sup _{(u, v) \in A_{x y z}}\{\min \{1(u), f(v)\}\} \geqslant \min \{1(x y), f(z)\}=f(z)
$$

Thus we have

$$
f(x y z) \geqslant \min \{(f \circ 1)(x y z),(1 \circ f)(x y z)\} \geqslant \min \{f(x), f(z)\}
$$

So $f$ is a fuzzy bi-ideal of $S$.
Proposition 3. In a regular ordered semigroup S, the fuzzy quasi-ideals and the fuzzy bi-ideals coincide.
Proof. Let $f$ be a fuzzy bi-ideal of $S$ and $x \in S$. We will prove that

$$
\begin{equation*}
((f \circ 1) \cap(1 \circ f))(x) \leqslant f(x) \tag{1}
\end{equation*}
$$

First of all, we have

$$
((f \circ 1) \cap(1 \circ f))(x)=\min \{(f \circ 1)(x),(1 \circ f)(x)\}
$$

If $A_{x}=\emptyset$ then, as we have already seen in Proposition 1, condition (1) is satisfied.

Let $A_{x} \neq \emptyset$. Then

$$
\begin{align*}
& (f \circ 1)(x)=\sup _{(z, w) \in A_{x}}\{\min \{f(z), 1(w)\}\}  \tag{2}\\
& (1 \circ f)(x)=\sup _{(u, v) \in A_{x}}\{\min \{1(u), f(v)\}\} \tag{3}
\end{align*}
$$

Let $(f \circ 1)(x) \leqslant f(x)$. Then we have

$$
\begin{aligned}
f(x) & \geqslant(f \circ 1)(x) \geqslant \min \{(f \circ 1)(x),(1 \circ f)(x)\} \\
& =((f \circ 1) \cap(1 \circ f))(x),
\end{aligned}
$$

and condition (1) is satisfied.
Let $(f \circ 1)(x)>f(x)$. Then, by $(2)$, there exists $(z, w) \in A_{x}$ such that

$$
\begin{equation*}
\min \{f(z), 1(w)\}>f(x) \tag{4}
\end{equation*}
$$

(otherwise $f(x) \leqslant(f \circ 1)(x)$, which is impossible).
Since $(z, w) \in A_{x}$, we have $z, w \in S$ and $x \leqslant z w$. Similarly, from $\min \{f(z), 1(w)\}=f(z)$, by (4), we obtain

$$
\begin{equation*}
f(z)>f(x) \tag{5}
\end{equation*}
$$

We will prove that $(1 \circ f)(x) \leqslant f(x)$, Then

$$
\min \{(f \circ 1)(x),(1 \circ f)(x)\} \leqslant(1 \circ f)(x) \leqslant f(x)
$$

so $((f \circ 1) \cap(1 \circ f))(x) \leqslant f(x)$, and condition (1) is satisfied.

By (3), it is enough to prove that

$$
\min \{1(u), f(v)\} \leqslant f(x) \quad \forall(u, v) \in A_{x} .
$$

Let $(u, v) \in A_{x}$. Then $x \leqslant u v$ for some $u, v \in S$. Since $S$ is regular, there exists $s \in S$ such that $x \leqslant x s x$. Then $x \leqslant z w s u v$. Then, since $f$ is a fuzzy bi-ideal of $S$, we have

$$
f(x) \geqslant f(z w s u v) \geqslant \min \{f(z), f(v)\} .
$$

If $\min \{f(z), f(v)\}=f(z)$, then $f(z) \leqslant f(x)$ which is impossible by (5). Thus we have $\min \{f(z), f(v)\}=f(v)$, then $f(x) \geqslant f(v)=\min \{1(u), f(v)\}$.

In the following, using the usual definitions of ideals mentioned above, we show that the fuzzy quasi-ideals of an ordered semigroup are just intersections of fuzzy right and fuzzy left ideals.

Lemma 1. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$. Then we have the following:
(i) $(1 \circ f)(x y) \geqslant f(y)$ for all $x, y \in S$,
(ii) $(1 \circ f)(x y) \geqslant(1 \circ f)(y)$ for all $x, y \in S$.

Proof. (i) Let $x, y \in S$. Since $(x, y) \in A_{x y}$, we have

$$
(1 \circ f)(x y)=\sup _{(w, z) \in A_{x y}}\{\min \{1(w), f(z)\}\} \geqslant \min \{1(x), f(y)\}=f(y) .
$$

(ii) Let $x, y \in S$. If $A_{y}=\emptyset$, then $(1 \circ f)(y)=0$. Since $1 \circ f$ is a fuzzy subset of $S$, we have $(1 \circ f)(x y) \geqslant 0=(1 \circ f)(y)$.

Let now $A_{y} \neq 0$. Then

$$
(1 \circ f)(y)=\sup _{(w, z) \in A_{y}}\{\min \{1(w), f(z)\}\} .
$$

On the other hand,

$$
\begin{equation*}
(1 \circ f)(x y) \geqslant \min \{1(w), f(z)\} \quad \forall(w, z) \in A_{y} . \tag{6}
\end{equation*}
$$

Indeed, let $(w, z) \in A_{y}$. Since $(x, y) \in A_{x y}$, we have

$$
(1 \circ f)(x y)=\sup _{(s, t) \in A_{x y}}\{\min \{1(s), f(t)\}\} .
$$

Since $(w, z) \in A_{y}$, we have $y \leqslant w z$, then $x y \leqslant x w z$, and $(x w, z) \in A_{x y}$. Hence we have

$$
(1 \circ f)(x y) \geqslant \min \{1(x w), f(z)\}=f(z)=\min \{1(w), f(z)\} .
$$

By (6), we have

$$
(1 \circ f)(x y) \geqslant \sup _{(w, z) \in A_{y}}\{\min \{1(w), f(z)\}\}=(1 \circ f)(y) .
$$

In a similar way we prove the following:
Lemma 2. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$. Then we have the following:
(i) $(f \circ 1)(x y) \geqslant f(x)$ for all $x, y \in S$,
(ii) $(f \circ 1)(x y) \geqslant(f \circ 1)(x)$ for all $x, y \in S$.

Lemma 3. Let $(S, \cdot, \leqslant)$ be an ordered semigroup, $f$ a fuzzy subset of $S$ and $x \leqslant y$. Then we have

$$
(1 \circ f)(x) \geqslant(1 \circ f)(y)
$$

Proof. If $A_{y}=\emptyset$, then $(1 \circ f)(y)=0$. Since $1 \circ f$ is a fuzzy subset of $S$, we have $(1 \circ f)(x) \geqslant 0$, then $(1 \circ f)(x) \geqslant(1 \circ f)(y)$.

Let $A_{y} \neq \emptyset$. Then

$$
(1 \circ f)(y)=\sup _{(w, z) \in A_{y}}\{\min \{1(w), f(z)\}\}=\sup _{(w, z) \in A_{y}}\{f(z)\}
$$

On the other hand,

$$
\begin{equation*}
(1 \circ f)(x) \geqslant f(z) \quad \forall(w, z) \in A_{y} . \tag{7}
\end{equation*}
$$

Indeed, let $(w, z) \in A_{y}$. Since $x \leqslant y \leqslant w z$, we have $(w, z) \in A_{x}$. Then

$$
(1 \circ f)(x y)=\sup _{(s, t) \in A_{x y}}\{\min \{1(s), f(t)\}\} \geqslant \min \{1(w), f(z)\}=f(z) .
$$

Thus, by (7), we have

$$
(1 \circ f)(x) \geqslant \sup _{(w, z) \in A_{y}}\{f(z)\}=(1 \circ f)(y) .
$$

In a similar way we prove the following:

Lemma 4. Let $(S, \cdot, \leqslant)$ be an ordered semigroup, $f$ a fuzzy subset of $S$ and $x \leqslant y$. Then

$$
(f \circ 1)(x) \geqslant(f \circ 1)(y) .
$$

Lemma 5. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$. Then

$$
(f \cup(1 \circ f))(x y) \geqslant(f \cup(1 \circ f))(y) \quad \forall x, y \in S
$$

Proof. Let $x, y \in S$. Since $1 \circ f \subseteq f \cup(1 \circ f)$, we have

$$
(f \cup(1 \circ f))(x y) \geqslant(1 \circ f)(x y) .
$$

By Lemma $1,(1 \circ f)(x y) \geqslant f(y)$ and $(1 \circ f)(x y) \geqslant(1 \circ f)(y)$, so we have

$$
(1 \circ f)(x y) \geqslant \max \{f(y),(1 \circ f)(y)\}=(f \cup(1 \circ f))(y) .
$$

Therefore $(f \cup(1 \circ f))(x y) \geqslant(f \cup(1 \circ f))(y)$.
In a similar way we prove the following:
Lemma 6. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$. Then

$$
(f \cup(f \circ 1))(x y) \geqslant(f \cup(f \circ 1))(x) \quad \forall x, y \in S
$$

Lemma 7. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$ such that for all $x, y \in S$ such that $x \leqslant y$, we have $f(x) \geqslant f(y)$. Then the fuzzy subset $f \cup(1 \circ f)$ is a fuzzy left ideal of $S$.
Proof. Let $x, y \in S$. By Lemma 5, we have $(f \cup(1 \circ f))(x y) \geqslant(f \cup(1 \circ f))(y)$. Let now $x \leqslant y$. Then $(f \cup(1 \circ f))(x) \geqslant(f \cup(1 \circ f))(y)$. Indeed: Since $f$ is a fuzzy subset of $S$ and $x \leqslant y$, by Lemma 3 , we get $(1 \circ f)(x) \geqslant(1 \circ f)(y)$ and, by hypothesis, $f(x) \geqslant f(y)$. Then

$$
\begin{aligned}
(f \cup(1 \circ f))(x) & =\max \{f(x),(1 \circ f)(x)\} \geqslant \max \{f(y),(1 \circ f)(y)\} \\
& =(f \cup(1 \circ f))(y) .
\end{aligned}
$$

In a similar way we prove the following:
Lemma 8. Let $(S, \cdot, \leqslant)$ be an ordered semigroup and $f$ a fuzzy subset of $S$ such that for all $x, y \in S$ such that $x \leqslant y$, we have $f(x) \geqslant f(y)$. Then the fuzzy subset $f \cup(f \circ 1)$ is a fuzzy right ideal of $S$.

Lemma 9. If $a, b, c$ are real numbers, then
(i) $\min \{a, \max \{b, c\}\}=\max \{\min \{a, b\}, \min \{a, c\}\}$ and
(ii) $\max \{a, \min \{b, c\}\}=\min \{\max \{a, b\}, \max \{a, c\}\}$.

Proof. (i) Let $a \leqslant \max \{b, c\}$. Then $\min \{a, \max \{b, c\}\}=a$. If $b \leqslant c$, then $\max \{b, c\}=c, a \leqslant c, \min \{a, b\} \leqslant a=\min \{a, c\}$, and

$$
\max \{\min \{a, b\}, \min \{a, c\}\}=a
$$

so condition $(i)$ is satisfied. If $c<b$ then, in a similar way we prove that condition ( $i$ ) is satisfied.

Let now $a>\max \{b, c\}$. Then $\min \{a, \max \{b, c\}\}=\max \{b, c\} \geqslant b$, $a>b$, and $\min \{a, b\}=b$. Similarly $\min \{a, c\}=c$. Then

$$
\max \{\min \{a, b\}, \min \{a, c\}\}=\max \{b, c\}
$$

and condition $(i)$ is satisfied.
The proof of $(i i)$ is similar.

Lemma 10. Let $S$ be an ordered semigroup and $f, g, h$ fuzzy subsets of $S$. Then

$$
f \cap(g \cup h)=(f \cap g) \cup(f \cap h)
$$

Proof. Indeed,

$$
\begin{aligned}
(f \cap(g \cup h))(x) & =\min \{f(x),(g \cup h)(x)\} \\
& =\min \{f(x), \max \{g(x), h(x)\}\} \\
& =\max \{\min \{f(x), g(x)\}, \min \{f(x), h(x)\}\} \quad(\text { by Lemma 9) } \\
& =\max \{f \cap g)(x),(f \cap h)(x)\} \\
& =((f \cap g) \cup(f \cap h))(x) .
\end{aligned}
$$

By Lemma 10, we have the following:

Corollary 1. If $S$ is an ordered semigroup, then the set of all fuzzy subsets of $S$ is a distributive lattice.

Proposition 4. Let $(S, \cdot, \leqslant)$ be and ordered semigroup. A fuzzy subset $f$ of $S$ is a fuzzy quasi-ideal of $S$ if and only if there exist a fuzzy right ideal $g$ and a fuzzy left ideal $h$ of $S$ such that $f=g \cap h$.

Proof. $\Longrightarrow$. By Lemmas 7 and $8, f \cup(1 \circ f)$ is a fuzzy left ideal and $f \cup(f \circ 1)$ is a fuzzy right ideal of $S$. Moreover, we have

$$
f=(f \cup(1 \circ f)) \cap(f \cup(f \circ 1)) .
$$

In fact, by Corollary 1 , we have

$$
\begin{aligned}
(f \cup(1 \circ f)) & \cap(f \cup(f \circ 1))=((f \cup(1 \circ f)) \cap f) \cup((f \cup(1 \circ f)) \cap(f \circ 1)) \\
& =(f \cap f) \cup((1 \circ f) \cap f) \cup(f \cap(f \circ 1)) \cup((1 \circ f) \cap(f \circ 1)) \\
& =f \cup((1 \circ f) \cap f) \cup(f \cap(f \circ 1)) \cup((1 \circ f) \cap(f \circ 1)) .
\end{aligned}
$$

Since $f$ is a fuzzy quasi-ideal of $S$, we have $(f \circ 1) \cap(1 \circ f) \subseteq f$. Besides, $(1 \circ f) \cap f \subseteq f$ and $f \cap(f \circ 1) \subseteq f$. Hence

$$
(f \cup(1 \circ f)) \cap(f \cup(f \circ 1))=f .
$$

$\Longleftarrow$. Let $x \in S$. Then

$$
\begin{equation*}
((f \circ 1) \cap(1 \circ f))(x) \leqslant f(x) \tag{8}
\end{equation*}
$$

In fact, $((f \circ 1) \cap(1 \circ f))(x)=\min \{(f \circ 1)(x),(1 \circ f)(x)\}$. If $A_{x}=\emptyset$, then $(f \circ 1)(x)=0=(1 \circ f)(x)$. So, in this case condition (8) is satisfied.

If $A_{x} \neq \emptyset$, then

$$
\begin{equation*}
(f \circ 1)(x)=\sup _{(y, z) \in A_{x}}\{\min \{f(y), 1(z)\}\}=\sup _{(y, z) \in A_{x}}\{f(y)\} . \tag{9}
\end{equation*}
$$

We have

$$
\begin{equation*}
f(y) \leqslant h(x) \quad \forall(y, z) \in A_{x} . \tag{10}
\end{equation*}
$$

Indeed, for $(y, z) \in A_{x}$ we have $x \leqslant y z$ and $h(x) \geqslant h(y z) \geqslant h(y)$ because $h$ is a fuzzy left ideal of $S$.

Thus, applying (10) to (9), we obtain

$$
(f \circ 1)(x)=\sup _{(y, z) \in A_{x}}\{f(y)\} \leqslant h(x) .
$$

In a similar way, we get $(1 \circ f)(x) \leqslant g(x)$. Hence

$$
\begin{aligned}
((f \circ 1) \cap(1 \circ f))(x) & =\min \{(f \circ 1)(x),(1 \circ f)(x)\} \\
& \leq \min \{h(x), g(x)\} \\
& =(h \cap g)(x) \\
& =f(x),
\end{aligned}
$$

which completes the proof of (8).
We thank the managing editor of the journal Professor Wieslaw A. Dudek for editing, communicating the paper and the useful discussions concerning this paper we had, and we also thank the referee for his time to read the paper carefully and his (her) prompt reply.
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# A note on Belousov quasigroups 

Aleksandar Krapež


#### Abstract

A Belousov identity is a balanced identity which is a consequence of commutativity. It is proved that a quasigroup is Belousov iff it has a permutation $\pi$ satisfying $\pi(x y)=y x$ and a weak (anti)automorphism-like property depending on Belousov identities the quasigroup satisfies.


A balanced (also called linear) identity is one in which each variable appears precisely twice, once on each side of the equality symbol. Instead of identity the word equation is sometimes used. We note that, although quasigroups might be defined equationally, using multiplication $(\cdot)$ and both division operations ( $\backslash$ and $/$ ), the identities which we consider contain the multiplication symbol only. The dual operation $*$ of $\cdot$ is defined by $x * y=$ $y \cdot x$. The symbol $*$ is considered not to belong to the language of quasigroups. When unambiguous, the term $x \cdot y$ is usually shortened to $x y$.

The product symbol $(\Pi)$ is used but only for products of $2^{n}$ factors. Formally: $\prod_{i=m}^{m} x_{i}=x_{m}$ and $\prod_{i=m}^{m+2^{n}-1} x_{i}=\left(\prod_{i=m}^{m+2^{n-1}-1} x_{i}\right)\left(\prod_{i=m+2^{n-1}}^{m+2^{n}} x_{i}\right)$.
V. D. Belousov defined in [1] an important class of balanced identities which were named Belousov equations by A. Krapež and M. A. Taylor in [3]. A balanced identity $s=t$ is Belousov if for every subterm $p$ of $s(t)$ there is a subterm $q$ of $t(s)$ such that $p$ and $q$ have exactly the same variables.

[^5]Examples of Belousov identities are:

$$
\begin{align*}
x & =x  \tag{0}\\
x y & =x y \\
x y & =y x  \tag{1}\\
x \cdot y z & =z y \cdot x \\
x y \cdot u v & =v u \cdot y x  \tag{11}\\
x y \cdot(z u \cdot v w) & =(u z \cdot w v) \cdot y x
\end{align*}
$$

The identity $\left(B_{0}\right)$ and all identities $t=t$ are trivial. Belousov identities not equivalent to $\left(B_{0}\right)$ are nontrivial. A quasigroup satisfying a set of Belousov identities, not all of them trivial, is a Belousov quasigroup.

The characteristic property of Belousov identities is:
Theorem 1. (partially in Krapež [2]) A balanced quasigroup identity $s=t$ is Belousov:

- iff $s=t$ is a consequence of the theory of commutative quasigroups,
- iff there is an identity $E q(\cdot, *)$ which is true in all quasigroups and $s=t$ is $E q(\cdot, \cdot)$,
- iff the trees of terms $s, t$ are isomorphic.

Their importance stems from:
Theorem 2. (Krapež [2], Belousov [1]) A quasigroup satisfying a balanced but not Belousov identity is isotopic to a group.

Belousov identities are described in [4] using polynomials from $\mathbb{Z}_{2}[x]$.
Theorem 3. (Krapež, Taylor [4]) Every set of Belousov identities is equivalent to a single normal Belousov identity.

For the reduction algorithm and the proof consult [4]. Below we just give the definition of a normal Belousov identity.

Definition 1. A quasigroup for which there is a permutation $\pi$ such that $\pi(x y)=y x$ is called almost commutative. The permutation $\pi$ is called a swap.

The next theorem was proved by Belousov, except that he forgot to exclude the trivial identities (i.e., $t=t$ ).

Theorem 4. (Belousov [1]) Every Belousov quasigroup is almost commutative.

A sequence $\alpha_{1} \ldots \alpha_{n}$ of zeros and ones is a pattern. It is a normal pattern if $\alpha_{1}=\alpha_{n}=1$.

Let $\pi$ be a swap, $p=\alpha_{1} \ldots \alpha_{n}$ a pattern and st a term. We define :

$$
\pi^{\alpha_{1} \ldots \alpha_{n}}(s t)=\pi^{\alpha_{1}}\left(\pi^{\alpha_{2} \ldots \alpha_{n}}(s) \cdot \pi^{\alpha_{2} \ldots \alpha_{n}}(t)\right)
$$

The relations $\pi^{0}=I d(I d(x)=x)$ and $\pi^{1}=\pi$ are assumed.
Definition 2. Let $\pi$ be a swap and $p$ a pattern of length $n>0$. The Belousov identity $\left(B_{p}\right)$ is:

$$
\begin{equation*}
\prod_{i=1}^{2^{n}} x_{i}=\pi^{p}\left(\prod_{i=1}^{2^{n}} x_{i}\right) \tag{p}
\end{equation*}
$$

This is a normal Belousov identity if $p$ is a normal pattern.
We assume that $\left(B_{0}\right)$ is also a normal Belousov identity.
Note that the identity $\left(B_{p}\right)$ does not contain a single occurrence of $\pi$. It is used up while transforming various subterms st of $\prod_{i=1}^{2^{n}} x_{i}$ into $t s$.

Theorem 5. Let p be a nontrivial normal pattern $\alpha_{1} \ldots \alpha_{n}$. A quasigroup satisfies the normal Belousov identity $\left(B_{p}\right)$ iff it has a swap $\pi$ satisfying:

$$
\begin{equation*}
\pi\left(\prod_{i=1}^{2^{n-1}} y_{i}\right)=\pi^{0 \alpha_{2} \ldots \alpha_{n-1}}\left(\prod_{i=1}^{2^{n-1}} \pi\left(y_{i}\right)\right) \tag{1}
\end{equation*}
$$

Proof. Apply $\pi$ to both sides of $\left(B_{p}\right)$; then use $\pi^{2}(x)=x$; next push $\pi$ inside the product on the right hand side of the equation; then pull out $\pi$ back, preserving expressions $\pi\left(x_{2 i-1} x_{2 i}\right)$; and finally substitute $y_{i}$ for $x_{2 i-1} x_{2 i}$. We get (1).

All transformations are equivalent, so the theorem follows.
Example 1. For $p=1$ we get that a quasigroup is commutative if $I d$ is a swap.

Example 2. For $p=11$ we get the result of M. Polonijo [5] that a quasigroup satisfies $\left(B_{11}\right)$ (or palindromic identity in the terminology of [5]) iff it has a swap $\pi$ satisfying $\pi(x y)=\pi^{01}(x \cdot y)=\pi(x) \cdot \pi(y)$.
Example 3. For $p=101$ we get that a quasigroup satisfies $\prod_{i=1}^{8} x_{i}=$ $\pi^{101}\left(\prod_{i=1}^{8} x_{i}\right)=\left(x_{6} x_{5} \cdot x_{8} x_{7}\right)\left(x_{2} x_{1} \cdot x_{4} x_{3}\right)$ iff it has a swap $\pi$ satisfying $\pi(x y \cdot u v)=\pi^{001}(x y \cdot u v)=\pi(x) \pi(y) \cdot \pi(u) \pi(v)$.

The last two examples suggest:
Corollary 1. A quasigroup satisfies ( $B_{10 \ldots 01}$ ) (with $n \geqslant 0$ zeros) iff it has a swap $\pi$ satisfying $\pi\left(\prod_{i=1}^{2^{n+1}} y_{i}\right)=\prod_{i=1}^{2^{n+1}} \pi\left(y_{i}\right)$.
Example 4. For $p=111$ we get that a quasigroup satisfies $\prod_{i=1}^{8} x_{i}=$ $\pi^{111}\left(\prod_{i=1}^{8} x_{i}\right)=\left(x_{8} x_{7} \cdot x_{6} x_{5}\right)\left(x_{4} x_{3} \cdot x_{2} x_{1}\right)$ iff it has a swap $\pi$ satisfying $\pi(x y \cdot u v)=\pi^{011}(x y \cdot u v)=\pi(\pi(x) \pi(y)) \cdot \pi(\pi(u) \pi(v))=\pi(y) \pi(x) \cdot \pi(v) \pi(u)$.

Another way of looking at Theorem 5 is:
Theorem 6. The equational theory of $B_{p}$-quasigroups ( $p=\alpha_{1} \ldots \alpha_{n}, n>$ 0 ) is equivalent to the equational theory of algebras $(S ; \cdot, \backslash, /, \pi)$ with the quasigroup axioms: $x \backslash x y=y, x(x \backslash y)=y, x y / y=x,(x / y) y=x$, the swap axiom $\pi(x y)=y x$ and (1).

The last axiom has a half as many variables as the identity $\left(B_{p}\right)$.
In case of an equational theory with arbitrary nontrivial Belousov identities we can combine the Theorem 6 with the Theorem 3 to get the appropriate axiom (1).
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# A note on an Abel-Grassmann's 3-band 

Qaiser Mushtaq and Madad Khan


#### Abstract

An Abel-Grassmann's groupoid is discussed in several papers. In this paper we have investigated AG-3-band and ideal theory on it. An AG-3-band $S$ has associative powers and is fully idempotent. A subset of an AG-3-band is a left ideal if and only it is right and every ideal of $S$ is prime if and only if the set of all ideals of $S$ is totally ordered under inclusion. An ideal of $S$ is prime if and only if it is strongly irreducible. The set of ideals of $S$ is a semilattice.


## 1. Introduction

An left almost semigroup [3], abbreviated as an LA-semigroup, is a groupoid $S$ whose elements satisfy for all $a, b, c \in S$ the invertive law:

$$
\begin{equation*}
(a b) c=(c b) a \tag{1}
\end{equation*}
$$

In [[1], the same structure is called a left invertive groupoid and in [7] it is called an $A G$-groupoid. It is a useful non-associative algebraic structure, midway between a groupoid and a commutative semigroup, with wide applications in the theory of flocks and has a character similar to commutative semigroup.

An AG-groupoid $S$ is medial [3], that is,

$$
\begin{equation*}
(a b)(c d)=(a c)(b d) \tag{2}
\end{equation*}
$$

holds for all $a, b, c, d, \in S$.
If an AG-groupoid $S$ satisfies for all $a, b, c, d, \in S$ one of the following properties

$$
\begin{equation*}
(a b) c=b(c a) \tag{3}
\end{equation*}
$$
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$$
\begin{equation*}
(a b) c=b(a c), \tag{4}
\end{equation*}
$$

then it is called an $\mathrm{AG}^{*}$-groupoid [9]. It is easy to see that the conditions (3) and (4) are equivalent.

In $\mathrm{AG}^{*}$-groupoid $S$ holds all permutation identities of a next type [9],

$$
\begin{equation*}
\left(x_{1} x_{2}\right)\left(x_{3} x_{4}\right)=\left(x_{p(1)} x_{p(2)}\right)\left(x_{p(3)} x_{p(4)}\right) \tag{5}
\end{equation*}
$$

where $\{p(1), p(2), p(3), p(4)\}$ means any permutation of the set $\{1,2,3,4\}$.
An AG-groupoid satisfying the identity

$$
\begin{equation*}
a(b c)=b(a c) \tag{6}
\end{equation*}
$$

is called an $\mathrm{AG}^{* *}$-groupoid [6]. An AG-groupoid in which (aa) $a=a(a a)=a$ holds for all $a$ is called an AG-3-band [9]. In an AG-3-band $S$ we have $S^{2}=S, \quad(S a) S=S(a S)$ and $(S S) S=S(S S)$.

It has been shown in [9], that ( $a a$ ) $a=a(a a)=a$ and $(b b) b=b(b b)=b$ imply

$$
a b=(a b)((a b)(a b))=((a b)(a b))(a b) .
$$

## 2. AG-3-bands

By an $\mathrm{AG}^{* *}$-3-band we mean an AG-3-band satisfying identity (6). An $\mathrm{AG}^{* *}-3$-band $S$ is a commutative semigroup because using (2), (6) and (1), we get

$$
\begin{aligned}
x y & =(x y)((x y)(x y))=(x y)((x x)(y y))=(x x)((x y)(y y)) \\
& =(x x)((y y) y) x)=((y y) y)((x x) x)=y x
\end{aligned}
$$

for all $x, y \in S$. The commutativity and (1) leads us to the associativity.
By an $\mathrm{AG}^{*}-3$-band we mean an AG-3-band satisfying (3). If $S$ is an AG-3-band, then $S=S^{2}$ and by virtue of identity (5), a non-associative $\mathrm{AG}^{*}$ - 3 -band does not exist.

An AG-groupoid $S$ is paramedial [2], that is,

$$
(a b)(c d)=(d b)(c a)
$$

holds for all $a, b, c, d, \in S$.
A paramedial AG-3-band becomes a commutative semigroup because

$$
a b=(a b)((a b)(a b))=(a b)((b a)(b a))=((b a)(b a))(b a)=b a .
$$

Lemma 1. Every left identity in an AG-3-band is a right identity.
Proof. Let $e$ be a left identity and $a$ be any element in an AG-3-band $S$. Then using (1), we get

$$
a e=(a(a a)) e=(e(a a)) a=(a a) a=a
$$

Hence $e$ is right identity.
As a consequence of Lemma 1, one can see that an AG-3-band with a left identity becomes a commutative monoid, because it has been shown in [5] that every right identity is the unique identity in an AG-groupoid and the identity implies commutativity which further implies associativity.

Lemma 2. An $A G-3-b a n d ~ S$ is a commutative semigroup if and only if $(x y)^{2}=(y x)^{2} \quad$ holds for all $x, y \in S$.

Proof. Indeed, using (1), (2), we get

$$
\begin{aligned}
s a & =((s s) s) a=(a s)(s s)=((a(a a)) s)(s s)=(a s)((a a) s) s) \\
& =(a s)((s s)(a a))=(a s)((a a)(s s))=(a(a a))(s(s s))=a s
\end{aligned}
$$

The converse is easy.
Lemma 3. If $S$ is an $A G-3-b a n d$, then $a S \subseteq S a$ for all $a$ in $S$.
Proof. Using (1) and (2), we get

$$
\begin{aligned}
a s & =(a(a a))(x y)=(a x)((a a) y)=(a x)(y a) a) \\
& =(a(y a))(x a)=((x a)(y a)) a,
\end{aligned}
$$

which completes the proof.
It is easy fact that $(a S) S=S a, S(a S)=(S a) S, \quad(S a) S \subseteq S(S a)$ and $S a \subseteq(S a) S$.

Lemma 4. If $S$ is an $A G-3-b a n d$, then $a^{n}=a$ and $a^{n+1}=a^{2}$, where $n$ is a positive odd integer.

Proof. Obviously $a^{3}=(a a) a=a(a a)$. Let the result be true for an odd integer $k$, that is $a^{k}=a$. Then using (1), we obtain $a^{k+2}=a^{k+1+1}=$ $a^{k+1} a^{1}=\left(a^{k} a\right) a=a^{2} a^{k}=a^{2} a=a^{3}=a$. Hence $a^{n}=a$ for all odd integers $n$. This proves the first identity. To prove the second, observe that $a^{4}=a^{3} a=a a=a^{2}$ and assume that $a^{s}=a^{2}$ is true for an even integer $s$. Then using (1), we get $a^{s+2}=a^{2} a^{s}=a^{2} a^{2}=a^{4}=a^{2}$, which proves that $a^{n+1}=a^{2}$ is true for a positive odd integer $n$.

Lemma 5. An AG-3-band has associative powers.
Proof. The proof is easy.
As a consequence of Lemmas 4 and 5 , one can easily see that the sequence of the powers of $a$ has an element $a$ at odd position and $a^{2}$ at even position that is, $a, a^{2}, a, a^{2} \ldots$.

The following proposition can be proved easily.
Proposition 1. In an $A G$-3-band $S$ for all $a, b \in S$ and all positive integers $m$, $n$ we have

$$
a^{m} a^{n}=a^{m+n}, \quad(a b)^{n}=a^{n} b^{n}, \quad\left(a^{m}\right)^{n}=a^{m n} .
$$

Let $\left\{S_{\alpha}: \alpha \in I\right\}$ be a family of AG-3-bands containing a zero element. We may denote all the zeros elements by common symbol 0 . The disjoint union of $\{0\}$ and all $S_{\alpha} \backslash\{0\}$ becomes an AG-3-band if we define the product of $x$ and $y$ as their product in $S_{\alpha}$, if they are in the same $S_{\alpha}$, and zero otherwise.

An AG-groupoid $S$ is called locally associative if $a(a a)=(a a) a$ holds for all $a \in S$ [4].

Lemma 6. Every $A G-3$-band is locally associative $A G$-groupoid, but the converse is not true.

Example 1. Let the binary operation on $S=\{a, b, c, d\}$ be defined as follows [4]:

| $\cdot$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $d$ | $d$ | $b$ | $d$ |
| $b$ | $d$ | $d$ | $a$ | $d$ |
| $c$ | $a$ | $b$ | $c$ | $d$ |
| $d$ | $d$ | $d$ | $d$ | $d$ |

Then $(S, \cdot)$ is locally associative but it is not AG-3-band because $a(a a)=$ (aa) $a=d \neq a$.

A subset $I$ of an AG-groupoid $S$ is said to be right (left) ideal if $I S \subseteq I$ $(S I \subseteq I)$. As usual $I$ is said to be an ideal if it is both right and left ideal. An ideal $I$ of an AG-groupoid is called 3-potent if $I(I I)=(I I) I=I$.

An AG-groupoid $S$ without zero is called simple (left simple, right simple) if it does not properly contain any two sided (left, right) ideal.

An AG-groupoid $S$ with zero is called zero-simple if it has no proper ideals and $S^{2} \neq\{0\}$.

The existence of non-associative simple and zero-simple AG-3-bands is guaranteed by the following example.

Example 2. The set $S=\{1,2,3,4,5,6,7,8\}$ with the binary operation defined as follows [9]:

| $\cdot$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 7 | 8 | 3 | 4 | 5 | 6 |
| 2 | 2 | 1 | 8 | 7 | 4 | 3 | 6 | 5 |
| 3 | 5 | 6 | 3 | 4 | 7 | 8 | 1 | 2 |
| 4 | 6 | 5 | 4 | 3 | 8 | 7 | 2 | 1 |
| 5 | 7 | 8 | 1 | 2 | 5 | 6 | 3 | 4 |
| 6 | 8 | 7 | 2 | 1 | 6 | 5 | 4 | 3 |
| 7 | 3 | 4 | 5 | 6 | 1 | 2 | 7 | 8 |
| 8 | 4 | 3 | 6 | 5 | 2 | 1 | 8 | 7 |

is an AG-3-band which has no proper ideals, so it is simple. If we add the element 0 to the set $S$ and extend the binary operation putting $0 \cdot 0=0 \cdot s=$ $s \cdot 0=0$ for all $s$ in $S$, then $(S \cup\{0\}, \cdot)$ will be a zero-simple AG-3-band.
 is left.

Proof. Let $A$ be a right ideal of $S$. Then using (1) we get $s a=((s s) s) a=$ (as)(ss), which implies that $A$ is a left ideal of $S$.

The converse follows from Lemma 3.
$A$ subset $M$ of an AG-groupoid $S$ is called an $m$-system if for $a, b \in M$ there exists $x \in S$ such that $(a x) b \in M$.

A subset $B$ of an AG-groupoid $S$ is called a $p$-system if for every $b \in B$ there exists $x \in S$ such that $(b x) b \in B$.

Proposition 3. In an $A G$-groupoid each $m$-system is a $p$-system.
Lemma 7. In an AG-3-band every (left, right) ideal is p-system, but the converse is not true.

Proof. If $a, b$ belongs to an ideal $I$ of an AG-3-band $S$, then ( $a s$ ) $a \in(I S) I$.
The converse statement follows from Example 2. In this example $B=$ $\{1,2\}$ is a $p$-system but not an ideal.

Two subsets $A, B$ of an AG-groupoid $S$ are called right (left) connected if $A S \subseteq B$ and $B S \subseteq A$ (resp. $S A \subseteq B$ and $S B \subseteq A$ ) [8]. $A$ and $B$ are connected if they are both left and right connected.

Lemma 8. If $A$ and $B$ are ideal of an $A G-3$-band $S$, then $A B$ band $B A$ are right and left connect.

Proof. Using (1), we get $(A B) S=(S B) A \subseteq B A$. Similarly $(B A) S \subseteq$ $A B$. So, $A B$ and $B A$ are right connected. Also $S(B A)=(S S)(B A)=$ $((B A) S) S=((S A) B) S \subseteq A B$, and $S(A B) \subseteq B A$.

Proposition 4. If $A$ and $B$ are ideals of an $A G-3$-band, then $A B$ is an ideal.

Proof. Using (2), one can easily show that $A B$ is an ideal.
It is interesting to note that if $S$ is an AG-3-band and $I_{1}, I_{2}, I_{3}$ are proper ideals of $S$, then $\left(I_{1} I_{2}\right) I_{3}$ is an ideal of $S$. It can be generalized, that is, if $I_{1}, I_{2}, \ldots, I_{n}$ are ideals, then $\left(\ldots\left(\left(I_{1} I_{2}\right) I_{3}\right) \ldots\right) I_{n}$ is also an ideal and $\left(\ldots\left(\left(I_{1} I_{2}\right) I_{3}\right) \ldots\right) I_{n} \subseteq I_{1} \cap I_{2} \cap \ldots \cap I_{n}$.

An AG-groupoid $S$ is said to be fully idempotent if every ideal of $S$ is idempotent, i.e., for ecery ideal $I$ of $S$ we have $I^{2}=I$.

An AG-groupoid $S$ is said to be fully semiprime if every ideal of $S$ is semiprime, i.e., for every ideal $P$ of $S$ from $A^{2} \subseteq P$, where $A$ is an ideal of $S$, it follows $A \subseteq P$.

Every AG-3-band is fully idempotent and fully semiprime. Consequently, $A^{n}=A$ for an ideal $A$ and any positive integer $n$.

Lemma 9. $I J=J I=I \cap J$ for all ideals of an AG-3-band.
Proof. If $x \in I \cap J$, then $x=x(x x) \in I J$, whence $I J=I \cap J$. So, $I J=J I$.

An ideal $I$ of an AG-groupoid $S$ is said to be strongly irreducible if and only if for ideals $H$ and $K$ of $S, H \cap K \subseteq I$ implies either $H \subseteq I$ or $K \subseteq I$.

An AG-groupoid $S$ is called totally ordered if for all ideals $A, B$ of $S$ either $A \subseteq B$ or $B \subseteq A$.

An ideal $P$ of an AG-groupoid $S$ is called prime if and only if $A B \subseteq P$ implies that either $A \subseteq P$ or $B \subseteq P$ for all ideals $A$ and $B$ in $S$.

Using Lemma 9, one can prove the following Theorems.

Theorem 1. In an $A G$-3-band an ideal is strongly irreducible if and only if it is prime.

Theorem 2. An ideal of an $A G-3$-band $S$ is prime if and only if the set of all ideals of $S$ is totally ordered under inclusion.

Theorem 3. The set of ideals of an $A G-3-b a n d ~ S$ form a semilattice, $\left(L_{S}, \wedge\right)$, where $A \wedge B=A B, A$ and $B$ are ideals of $S$.
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# Decomposition of AG $^{*}$-groupoids 

Qaiser Mushtaq and Madad Khan


#### Abstract

We have shown that an $\mathrm{AG}^{*}$-groupoid $S$ has associative powers, and $S / \rho$, where $a \rho b$ if and only if $a b^{n}=b^{n+1}, b a^{n}=a^{n+1} \forall a, b \in S$, is a maximal separative commutative image of $S$.


An Abel-Grassmann's groupoid [9], abbreviated as an $A G$-groupoid, is a groupoid $S$ whose elements satisfy the invertive law:

$$
\begin{equation*}
(a b) c=(c b) a . \tag{1}
\end{equation*}
$$

It is also called a left almost semigroup $[3,4,5,7]$. In [1], the same structure is called a left invertive groupoid. In this note we call it an AG-groupoid. It is a useful non-associative algebraic structure, midway between a groupoid and a commutative semigroup, with wide applications in the theory of flocks.

An AG-groupoid $S$ is medial [2], i.e., it satisfies the identity

$$
\begin{equation*}
(a b)(c d)=(a c)(b d) . \tag{2}
\end{equation*}
$$

It is known [3] that if an AG-groupoid contains a left identity then it is unique. It has been shown in [3] that an AG-groupoid contains a left identity then it is unique. It has been proved also that an AG-groupoid with right identity is a commutative monoid, that is, a semigroup with identity element.

If an AG-groupoid satisfy one of the following equivalent identities:

$$
\begin{align*}
& (a b) c=b(c a)  \tag{3}\\
& (a b) c=b(a c) \tag{4}
\end{align*}
$$

then it is called an $A G^{*}$-groupoid [10].
Let $S$ be an $\mathrm{AG}^{*}$-groupoid and a relation $\rho$ be defined in $S$ as follows. For a positive integer $n, a \rho b$ if and only if $a b^{n}=b^{n+1}$ and $b a^{n}=a^{n+1}$, for all $a$ and $b$ in $S$.

In this paper, we have shown that $\rho$ is a separative congruence in $S$, that is, $a^{2} \rho a b$ and $a b \rho b^{2}$ implies that $a \rho b$ when $a, b \in S$.

The following four propositions have been proved in [10].
Proposition 1. Every $A G^{*}$-groupoid has associative powers, i.e., $a a^{n}=$ $a^{n} a$ for all $a$.

Proposition 2. In an $A G^{*}$-groupoid $S, a^{m} a^{n}=a^{m+n}$ for all $a \in S$ and positive integers $m, n$.

Proposition 3. In an $A G^{*}$-groupoid $S$, $\left(a^{m}\right)^{n}=a^{m n}$ for all $a \in S$ and positive integers $m, n$.

Proposition 4. If $S$ is an $A G^{*}$-groupoid, then for all $a, b \in S,(a b)^{n}=a^{n} b^{n}$ and positive integer $n \geqslant 1$ and $(a b)^{n}=b^{n} a^{n}$ for $n>1$.

Theorem 1. Let $S$ be an $A G^{*}$-groupoid. If $a b^{m}=b^{m+1}$ and $b a^{n}=a^{n+1}$ for $a, b \in S$ and positive integers $m, n$ then $a \rho b$.

Proof. For the sake of definiteness assume that $m<n$ and $m>1$. Then by multiplying, $a b^{m}=b^{m+1}$ by $b^{n-m}$ and successively applying Proposition 1, identities (1) and (2), we obtain

$$
\begin{aligned}
b^{m+1} b^{n-m} & =\left(a b^{m}\right) b^{n-m}=a\left(b^{m-1} b\right) b^{n-m}=\left(b^{m-1} a\right) b b^{n-m} \\
& =\left(b^{n-m} b\right)\left(b^{m-1} a\right)=\left(b b^{n-m}\right)\left(b^{m-1} a\right)=b^{n-m}\left(b\left(b^{m-1} a\right)\right) \\
& =b^{n-m}\left((a b) b^{m-1}\right)=\left((a b) b^{n-m}\right) b^{m-1}=\left(b^{n-m+1} a\right) b^{m-1} \\
& =a\left(b^{n-m+1} b^{m-1}\right)=a b^{n} .
\end{aligned}
$$

Thus $a b^{n}=b^{n+1}, b a^{n}=a^{n+1}$ and so $a \rho b$.
Theorem 2. The relation $\rho$ on an $A G^{*}$-groupoid is a congruence relation.
Proof. Evidently $\rho$ is reflexive and symmetric. For transitivity we may proceed as follows.

Let $a \rho b$ and $b \rho c$ so that there exist positive integers $n, m$ such that,

$$
a b^{n}=b^{n+1}, \quad b a^{n}=a^{n+1} \quad \text { and } \quad b c^{m}=c^{m+1}, \quad c b^{m}=b^{m+1} .
$$

Let $k=(n+1)(m+1)-1$, that is, $k=n(m+1)+m$. Using identities (1), (2) and Propositions 2 and 3 , we get

$$
\begin{aligned}
a c^{k} & =a c^{n(m+1)+m}=a\left(c^{n(m+1)} c^{m}\right)=a\left(\left(c^{m+1}\right)^{n} c^{m}\right)=a\left(\left(b c^{m}\right)^{n} c^{m}\right) \\
& =a\left(\left(b^{n} c^{m n}\right) c^{m}\right)=a\left(c^{m(n+1)} b^{n}\right)=\left(b^{n} a\right) c^{m(n+1)}=\left(b^{n} a\right)\left(c^{m(n+1)-1} c\right) \\
& =\left(b^{n} c^{m(n+1)-1}\right)(a c)=\left((a c) c^{m(n+1)-1}\right) b^{n}=\left(c\left(a c^{m(n+1)-1}\right)\right) b^{n} \\
& =\left(b^{n}\left(a c^{m(n+1)-1}\right)\right) c=\left(\left(a b^{n}\right) c^{m(n+1)-1}\right) c=\left(b^{n+1} c^{m(n+1)-1}\right) c \\
& =\left(\left(b b^{n}\right) c^{m(n+1)-1}\right) c=\left(b^{n}\left(b c^{m(n+1)-1}\right)\right) c=\left(c\left(b c^{m(n+1)-1}\right)\right) b^{n} \\
& =\left((b c) c^{m(n+1)-1}\right) b^{n}=\left(b^{n} c^{m(n+1)-1}\right)(b c)=\left(b^{n} b\right)\left(c^{m(n+1)-1} c\right) \\
& =b^{n+1} c^{m(n+1)}=\left(b c^{m}\right)^{n+1}=c^{(m+1)(n+1)}=c^{k+1} .
\end{aligned}
$$

Similarly, $c a^{k}=a^{k+1}$. Thus $\rho$ is an equivalence relation. To show that $\rho$ is compatible, assume that $a \rho b$ such that for some positive integer $n$,

$$
a b^{n}=b^{n+1} \text { and } b a^{n}=a^{n+1} .
$$

Let $c \in S$. Then by identity (2) and Propositions 4 and 1 , we get

$$
(a c)(b c)^{n}=(a c)\left(b^{n} c^{n}\right)=\left(a b^{n}\right)\left(c c^{n}\right)=b^{n+1} c^{n+1} .
$$

Similarly, $(b c)(a c)^{n}=(a c)^{n+1}$. Hence $\rho$ is a congruence relation on $S$.
Theorem 3. The relation $\rho$ is separative.
Proof. Let $a, b \in S, a b \rho a^{2}$ and $a b \rho b^{2}$. Then by definition of $\rho$ there exist positive integers $m$ and $n$ such that,

$$
\begin{array}{ll}
(a b)\left(a^{2}\right)^{m}=\left(a^{2}\right)^{m+1}, & a^{2}(a b)^{m}=(a b)^{m+1}, \\
(a b)\left(b^{2}\right)^{n}=\left(b^{2}\right)^{n+1}, & b^{2}(a b)^{n}=(a b)^{n+1}
\end{array}
$$

Now using identities (3), (2), (1) and Proposition 1, we get

$$
\begin{aligned}
b a^{2 m+1} & =b\left(a^{2 m} a\right)=(a b) a^{2 m}=(a b)\left(a^{m} a^{m}\right)=\left(a a^{m}\right)\left(b a^{m}\right) \\
& =a^{m+1}\left(b a^{m}\right)=\left(b a^{m+1}\right) a^{m}=\left(b\left(a^{m} a\right)\right) a^{m}=\left(\left(a^{m} b\right) a\right) a^{m} \\
& =\left(a^{m} a\right)\left(a^{m} b\right)=\left(a a^{m}\right)\left(a^{m} b\right)=a^{m}\left(a\left(a^{m} b\right)\right) \\
& =a^{m}\left((b a) a^{m}\right)=\left((b a) a^{m}\right) a^{m}=\left(\left(a^{m} a\right) b\right) a^{m} \\
& =\left(a^{m+1} b\right) a^{m}=b\left(a^{m+1} a^{m}\right)=b a^{2 m+1}=b\left(a^{2 m} a\right) \\
& =(a b) a^{2 m}=(a b)\left(a^{2}\right)^{m}=\left(a^{2}\right)^{m+1}=a^{2 m+2} .
\end{aligned}
$$

Using identities (3), (2) and (1) and Theorem 2, 3, we get

$$
\begin{aligned}
a b^{2 n+1} & =a\left(b^{2 n} b\right)=(b a) b^{2 n}=(b a)\left(b^{n} b^{n}\right)=\left(b b^{n}\right)\left(a b^{n}\right) \\
& =\left(b^{n}\left(b b^{n}\right)\right) a=\left(\left(b^{n} b^{n}\right) b\right) a=(a b)\left(b^{n} b^{n}\right) \\
& =(a b)\left(b^{2 n}\right)=(a b)\left(b^{2}\right)^{n}=\left(b^{2}\right)^{n+1}=b^{2 n+2}
\end{aligned}
$$

Now by Theorem $1, a \rho b$. Hence $\rho$ is separative.
The following Lemma has been proved in [10]. We re-state it without proof for use in our later results.

Lemma 1. Let $\sigma$ be a separative congruence on an $A G^{*}$-groupoid $S$, then for all $a, b \in S$ it follows that $a b \sigma b a$.

Theorem 4. Let $S$ be an $A G^{*}$-groupoid. Then $S / \rho$ is a maximal separative commutative image of $S$.

Proof. By Theorem 3, $\rho$ is separative, and hence $S / \rho$ is separative. We now show that $\rho$ is contained in every separative congruence relation $\sigma$ on $S$. Let $a \rho b$ so that there exists a positive integer $n$ such that,

$$
a b^{n}=b^{n+1} \quad \text { and } \quad b a^{n}=a^{n+1}
$$

We need to show that $a \sigma b$, where $\sigma$ is a separative congruence on $S$. Let $k$ be any positive integer such that,

$$
a b^{k} \sigma b^{k+1} \quad \text { and } \quad b a^{k} \sigma a^{k+1}
$$

Suppose $k \geqslant 2$. Putting $a b^{0}=a$ in the next term (if $k=2$ )

$$
\begin{aligned}
\left(a b^{k-1}\right)^{2} & =\left(a b^{k-1}\right)\left(a b^{k-1}\right)=a^{2} b^{2 k-2}=(a a)\left(b^{k-2} b^{k}\right) \\
& =\left(a b^{k-2}\right)\left(a b^{k}\right)=\left(a b^{k-2}\right) b^{k+1}
\end{aligned}
$$

i.e., $\left.a b^{k-2}\right)\left(a b^{k}\right) \sigma\left(a b^{k-2}\right) b^{k+1}$.

Using identity (1) and Proposition 2 we get

$$
\begin{aligned}
\left(a b^{k-2}\right) b^{k+1} & =\left(b^{k+1} b^{k-2}\right) a=b^{2 k-1} a=\left(b^{k} b^{k-1}\right) a=\left(a b^{k-1}\right) b^{k} \\
\left(a b^{k-1}\right) b^{k} & =\left(b^{k} b^{k-1}\right) a=b^{2 k-1} a=\left(b^{k-1} b^{k}\right) a=\left(a b^{k}\right) b^{k-1}
\end{aligned}
$$

Thus $\left(a b^{k-1}\right)^{2} \sigma\left(a b^{k}\right) b^{k-1}$.
Since $a b^{k} \sigma b^{k+1}$ and $\left(a b^{k}\right) b^{k-1} \sigma b^{k+1} b^{k-1}$, hence $\left(a b^{k-1}\right)^{2} \sigma\left(b^{k}\right)^{2}$. It further implies that, $\left(a b^{k-1}\right)^{2} \sigma\left(a b^{k-1}\right) b^{k} \sigma\left(b^{k}\right)^{2}$. Thus $a b^{k-1} \sigma b^{k}$. Similarly, $b a^{k-1} \sigma a^{k}$ 。

Thus if (1) holds for $k$, it holds for $k+1$. By induction down from $k$, it follows that (1) holds for $k=1, a b \sigma b^{2}$ and $b a \sigma a^{2}$. Hence by Lemma 1 and separativity of $\sigma$ it follows that $a \sigma b$.

Lemma 2. If $x a=x$ for some $x$ and for some $a$ in an $A G^{*}$-groupoid, then $x^{n} a=x^{n}$ for some positive integer $n$.

Proof. Let $n=2$, then identity (3) implies that

$$
x^{2} a=(x x) a=x(x a)=x x=x^{2} .
$$

Let the result be true for $k$, that is $x^{k} a=x^{k}$. Then by identity (3) and Proposition 1, we get

$$
x^{k+1} a=\left(x x^{k}\right) a=x^{k}(x a)=x^{k} x=x^{k+1} .
$$

Hence $x^{n} a=x^{n}$ for all positive integers $n$.
Theorem 5. Let a be a fixed element of an $A G^{*}$-groupoid $S$, then

$$
Q=\left\{x \in S \mid x a=x \text { and } a=a^{2}\right\}
$$

is a commutative subsemigroup.
Proof. As $a a=a$, we have $a \in Q$. Now if $x, y \in Q$ then by identity (2),

$$
x y=(x a)(y a)=(x y)(a a)=(x y) a .
$$

To prove that $Q$ is commutative and associative, assume that $x$ and $y$ belong to $Q$. Then by using identity (1), we get $x y=(x a) y=(y a) x=y x$, and commutativity gives associativity. Hence $Q$ is a commutative subsemigroup of $S$.

Theorem 6. Let $\eta$ and $\xi$ be separative congruences on an $A G^{*}$-groupoid $S$ and $x^{2} a=x^{2}$, for all $x \in S$. If $\eta \cap(Q \times Q) \subseteq \xi \cap(Q \times Q)$, then $\eta \subseteq \xi$.

Proof. If $x \eta y$ then,

$$
\left(x^{2}(x y)\right)^{2} \eta\left(x^{2}(x y)\left(x^{2} y^{2}\right) \eta\left(x^{2} y^{2}\right)^{2}\right.
$$

It follows that $\left(x^{2}(x y)\right)^{2},\left(x^{2} y^{2}\right)^{2} \in Q$. Now by identities (2), (1), (3), respectively and Lemma 2, it means that,

$$
\begin{aligned}
\left(x^{2}(x y)\right)\left(x^{2} y^{2}\right) & =\left(x^{2} x^{2}\right)\left((x y) y^{2}\right)=\left(x^{2} x^{2}\right)\left(y^{3} x\right) \\
& =x^{4}\left(y^{3} x\right)=\left(x x^{4}\right) y^{3}=x^{5} y^{3} \\
\left(x^{5} y^{3}\right) a & =\left(x^{5} y^{3}\right)(a a)=\left(x^{5} a\right)\left(y^{3} a\right)=x^{5} y^{3} .
\end{aligned}
$$

So, $x^{2}(x y)\left(x^{2} y^{2}\right) \in Q$. Hence $\left(x^{2}(x y)\right)^{2} \xi\left(x^{2}(x y)\left(x^{2} y^{2}\right) \xi\left(x^{2} y^{2}\right)^{2}\right.$ implies that $x^{2}(x y) \xi x^{2} y^{2}$.

Since $x^{2} y^{2} \eta x^{4}$ and $x^{2} a=x^{2}$ for all $x \in S$, so $\left(x^{2} y^{2}\right), x^{4} \in Q$. Thus $x^{2} y^{2} \xi x^{4}$ and it follows from Proposition 4 that $x^{2} y^{2}=(x y)^{2}$. So $\left(x^{2}\right)^{2} \xi x^{2}(x y) \xi(x y)^{2}$ which means that $x^{2} \xi x y$. Finally, $x^{2} \eta y^{2}$ and $x^{2}, y^{2} \in Q$, means that $x^{2} \xi y^{2}, x^{2} \xi x y \xi y^{2}$. As $\xi$ is separative so $x \xi y$. Hence $\eta \subseteq \xi$ and by Lemma $1, S / \eta$ is the maximal separative commutative image of $S$.
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# On finite quasigroups whose subquasigroup lattices are distributive 

Konrad Pióro


#### Abstract

We prove that if the subquasigroup lattice of a finite quasigroup $Q$ is distributive, then $Q$ is cyclic (i.e., $Q$ is generated by one element) and also, each of its subquasigroups is also cyclic. Finally, we give examples which show that the inverse implication does not hold.


It is a classical result of Group Theory, showed by Ore in [5] (see also [7]), that the subgroup lattice of a group $\mathcal{G}$ is distributive if and only if $\mathcal{G}$ is locally cyclic (i.e., each finitely generated subgroup of $\mathcal{G}$ is cyclic). In particular, a finite group $\mathcal{G}$ has a distributive subgroup lattice if and only if $\mathcal{G}$ is cyclic.

In the present paper we prove the following result for quasigroups (for definitions and simple facts of quasigroups and lattices see e.g. [1], [2], [3])

Theorem 1. Let $\mathcal{Q}=(Q, \circ, \backslash, /)$ be a finite quasigroup such that its subquasigroup lattice $\mathcal{S}(\mathcal{Q})$ is distributive. Then $\mathcal{Q}$ and each subquasigroup of $\mathcal{Q}$ are cyclic.

Before the proof observe that, in the contrary to groups, a subquasigroup of a cyclic quasigroup need not be cyclic. Let $\mathcal{Q}$ be a six-element quasigroup given by the following table (recall, see e.g. [1], that a finite groupoid ( $Q, \circ$ ) is a quasigroup if and only if the multiplication table of $\circ$ is a Latin square, i.e., each element of $Q$ occurs exactly once in each row and each column)

2000 Mathematics Subject Classification: 05B15, 06D05, 06B15, 20N05, 08A30.
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| o | a | b | c | d | e | f |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | a | c | b | f | e | d |
| b | c | b | a | d | f | e |
| c | b | a | c | e | d | f |
| d | f | d | e | c | a | b |
| e | e | f | d | a | b | c |
| f | d | e | f | b | c | a |

Then $\mathcal{Q}=\langle f\rangle=\langle e\rangle=\langle d\rangle$, so $\mathcal{Q}$ is cyclic. On the other hand, $\{a, b, c\}$ is a subquasigroup of $\mathcal{Q}$ which is non-cyclic, because $a \circ a=a, b \circ b=b$ and $c \circ c=c$. Note that the constructed quasigroup $\mathcal{Q}$ is even commutative.

Observe also that such example cannot be found among quasigroups having less than 6 elements. More precisely, it is easy to see that any twoelement quasigroup is cyclic. So if a quasigroup $\mathcal{Q}$ contains a non-cyclic subquasigroup $\mathcal{G}$, then $\mathcal{G}$ must have at least three elements, say $a, b, c$. Next, there is $q \in Q$ which generate $\mathcal{Q}$, in particular $q \in Q \backslash G$. The elements $q \circ a, q \circ b$ and $q \circ c$ are pairwise different. They are also different from $a, b, c$ (more precisely, $\{q \circ a, q \circ b, q \circ c\} \cap G=\emptyset$, because $a, b, c \in G$ and $\mathcal{G}$ is a quasigroup). At most one of them may be equal $q$. Thus we have obtained at least six different elements of $\mathcal{Q}$.

Theorem 1 is straightforward implied by the following more general lemma (where $\wedge$ and $\vee$ are lattice operations of infimum and supremum respectively)

Lemma 1. Let $\mathcal{Q}=(Q, \circ, \backslash, /)$ be a finite quasigroup such that for any two different elements $p, q \in Q$
$(*)\langle p \circ q\rangle=(\langle p \circ q\rangle \wedge\langle p\rangle) \vee(\langle p \circ q\rangle \wedge\langle q\rangle)$.
Then all subquasigroups of $\mathcal{Q}$ are cyclic.
Obviously if the subquasigroup lattice $\mathcal{S}(\mathcal{Q})$ is distributive, then $(*)$ holds. Because $\langle p \circ q\rangle=\langle p \circ q\rangle \wedge\langle p, q\rangle=\langle p \circ q\rangle \wedge(\langle p\rangle \vee\langle q\rangle)=(\langle p \circ q\rangle \wedge$ $\langle p\rangle) \vee(\langle p \circ q\rangle \wedge\langle q\rangle)$.

Proof. Assume that $\mathcal{Q}$ contains subquasigroups which are non-cyclic. Take a family $\mathcal{A}$ of all such subquasigroups. Since $\mathcal{Q}$ is a finite quasigroup, $\mathcal{A}$ is a finite set which is partially ordered by set-inclusion. Thus $(\mathcal{A}, \subseteq)$ contains at least one minimal element, say $\mathcal{G}$. Then $\mathcal{G}$ is a subquasigroup of $\mathcal{Q}$ such that
(i) $\mathcal{G}$ is non-cyclic,
(ii) each proper (i.e., non-empty and non-equal $\mathcal{G}$ ) subquasigroup of $\mathcal{G}$ is cyclic.

Further,
(iii) $\mathcal{G}$ is generated by two elements.

More precisely, $\mathcal{G}$ is finite, so $\mathcal{G}$ is generated by some elements $g_{1}, g_{2}, \ldots, g_{k}$, i.e.,

$$
\mathcal{G}=\left\langle g_{1}, g_{2}, \ldots, g_{k}\right\rangle .
$$

Take the new subquasigroup $\left\langle g_{1}, g_{2}\right\rangle \leq \mathcal{G}$. If $\mathcal{G} \neq\left\langle g_{1}, g_{2}\right\rangle$, then $\left\langle g_{1}, g_{2}\right\rangle$ is a cyclic subquasigroup. Let $\left\langle g_{1}, g_{2}\right\rangle=\left\langle g^{\prime}\right\rangle$ for some $g^{\prime} \in G$. Then

$$
\mathcal{G}=\left\langle g^{\prime}, g_{3}, \ldots, g_{k}\right\rangle
$$

Thus by simple induction on $k$ we obtain that $\mathcal{G}$ is generated by two elements.

Let $\mathcal{B}$ be a set of all pairs $\left(g_{1}, g_{2}\right)$ of elements of $\mathcal{G}$ which generate $\mathcal{G}$ (i.e., $\left\langle g_{1}, g_{2}\right\rangle=\mathcal{G}$ ). Note that $\mathcal{B}$ is finite and non-empty.

Now from the set

$$
\left\{g_{1} \in G:\left(g_{1}, g_{2}\right) \in \mathcal{B} \text { for some } g_{2} \in \mathcal{G}\right\}
$$

we choose an element $g$ such that

$$
\begin{equation*}
|\langle g\rangle|=\min \left\{\left|\left\langle g_{1}\right\rangle\right|:\left(g_{1}, g_{2}\right) \in \mathcal{B} \text { for some } g_{2} \in G\right\} \tag{1}
\end{equation*}
$$

Next, from the set

$$
\left\{g_{2} \in G:\left(g, g_{2}\right) \in \mathcal{B}\right\}
$$

we choose an element $h$ such that

$$
\begin{equation*}
|\langle h\rangle|=\min \left\{\left|\left\langle g_{2}\right\rangle\right|:\left(g, g_{2}\right) \in \mathcal{B}\right\} \tag{2}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
g \circ h \notin\langle g\rangle \quad \text { and } \quad g \circ h \notin\langle h\rangle \tag{3}
\end{equation*}
$$

Assume for example that $g \circ h \in\langle g\rangle$. Then $h=g \backslash(g \circ h) \in\langle g\rangle$, so $\langle h\rangle \subseteq\langle g\rangle$, and consequently $\mathcal{G}=\langle g, h\rangle=\langle g\rangle$. But it is a contradiction with the assumption that $\mathcal{G}$ is not cyclic.

Thus $\langle g\rangle,\langle h\rangle$ and $\langle g \circ h\rangle$ are three different subquasigroups of $\mathcal{G}$. Of course $\langle g\rangle$ and $\langle h\rangle$ are not comparable (otherwise $\mathcal{G}$ would be cyclic).

By the condition (*) we have

$$
\langle g \circ h\rangle=(\langle g \circ h\rangle \wedge\langle g\rangle) \vee(\langle g \circ h\rangle \wedge\langle h\rangle)
$$

Let

$$
\mathcal{G}_{1}=\langle g \circ h\rangle \wedge\langle g\rangle=\langle g \circ h\rangle \cap\langle g\rangle
$$

and

$$
\mathcal{G}_{2}=\langle g \circ h\rangle \wedge\langle h\rangle=\langle g \circ h\rangle \cap\langle h\rangle
$$

Then $\mathcal{G}_{1} \subseteq\langle g\rangle$ and $\mathcal{G}_{2} \subseteq\langle h\rangle$. Moreover,

$$
\begin{equation*}
\mathcal{G}_{1} \neq\langle g\rangle \quad \text { or } \quad \mathcal{G}_{2} \neq\langle h\rangle \tag{4}
\end{equation*}
$$

Assume that both equalities hold. Then $g$ and $h$ both belong to $\langle g \circ h\rangle$, because $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are contained in $\langle g \circ h\rangle$. Hence $\langle g, h\rangle$ is contained in $\langle g \circ h\rangle$, and consequently $\mathcal{G}=\langle g, h\rangle=\langle g \circ h\rangle$, which is impossible.

Since $\mathcal{G}_{1} \subseteq\langle g\rangle \varsubsetneqq \mathcal{G}$, we have by the minimality of $\mathcal{G}$, that $\mathcal{G}_{1}$ is cyclic, i.e.,

$$
\mathcal{G}_{1}=\left\langle g_{1}\right\rangle \text { for some } g_{1}
$$

Analogously, $\mathcal{G}_{2}$ is also cyclic, i.e.,

$$
\mathcal{G}_{2}=\left\langle h_{1}\right\rangle \text { for some } h_{1} .
$$

Assume first that

$$
\begin{equation*}
\left\langle g_{1}\right\rangle \varsubsetneqq\langle g\rangle \tag{a.1}
\end{equation*}
$$

Then $\left|\left\langle g_{1}\right\rangle\right| \supsetneqq|\langle g\rangle|$. So by the choice of $g$ we obtain that for each element $\bar{h}$ of $\mathcal{G}, g_{1}$ and $\bar{h}$ don't generate $\mathcal{G}$. In particular,

$$
\left\langle g_{1}, h\right\rangle \varsubsetneqq \mathcal{G}
$$

Hence $\left\langle g_{1}, h\right\rangle$ has less elements than $\mathcal{G}$, so (by the minimality of $\mathcal{G}$ ) $\left\langle g_{1}, h\right\rangle$ is cyclic. Let $\overline{g_{1}}$ be an element of $\mathcal{G}$ such that

$$
\left\langle g_{1}, h\right\rangle=\left\langle\overline{g_{1}}\right\rangle
$$

On the other hand,

$$
\mathcal{G}_{1} \subseteq\left\langle g_{1}, h\right\rangle, \quad \mathcal{G}_{2} \subseteq\langle h\rangle \subseteq\left\langle g_{1}, h\right\rangle
$$

and

$$
\langle g \circ h\rangle=\mathcal{G}_{1} \vee \mathcal{G}_{2}
$$

Thus

$$
g \circ h \in\langle g \circ h\rangle \subseteq\left\langle g_{1}, h\right\rangle=\left\langle\overline{g_{1}}\right\rangle
$$

Since $\left\langle\overline{g_{1}}\right\rangle$ contains $g \circ h$ and $h$, we obtain that $\left\langle\overline{g_{1}}\right\rangle$ contains also $g$, because $g=(g \circ h) / h$. Hence, the cyclic quasigroup $\left\langle\overline{g_{1}}\right\rangle$ contains $g$ and $h$, which implies

$$
\mathcal{G}=\langle g, h\rangle=\left\langle\overline{g_{1}}\right\rangle
$$

But it is impossible, because we have assumed that $\mathcal{G}$ is not cyclic.
Now assume that

$$
\begin{equation*}
\mathcal{G}_{2}=\left\langle h_{1}\right\rangle \varsubsetneqq\langle h\rangle \tag{a.2}
\end{equation*}
$$

Then

$$
\left|\left\langle h_{1}\right\rangle\right| \varsubsetneqq|\langle h\rangle|,
$$

so by the choice of $h$ we obtain that $g$ and $h_{1}$ don't generate $\mathcal{G}$, i.e.,

$$
\left\langle g, h_{1}\right\rangle \varsubsetneqq \mathcal{G}
$$

Hence, $\left\langle g, h_{1}\right\rangle$ has less elements than $\mathcal{G}$, so $\left\langle g, h_{1}\right\rangle$ is cyclic (by the minimality of $\mathcal{G})$. Let $\overline{h_{1}}$ be an element of $\mathcal{G}$ such that

$$
\left\langle g, h_{1}\right\rangle=\left\langle\overline{h_{1}}\right\rangle
$$

Similarly as in the first case we have

$$
g \circ h \in\langle g \circ h\rangle=\mathcal{G}_{1} \vee \mathcal{G}_{2}=\left\langle g_{1}, h_{1}\right\rangle \subseteq\left\langle g, h_{1}\right\rangle
$$

Since $\left\langle\overline{h_{1}}\right\rangle=\left\langle g, h_{1}\right\rangle$ contains $g \circ h$ and $g$, we have that $\left\langle\overline{h_{1}}\right\rangle$ contains also $h$, because $h=g \backslash(g \circ h)$. This fact implies that

$$
\mathcal{G}=\langle g, h\rangle=\left\langle\overline{h_{1}}\right\rangle
$$

Thus we again obtain a contradiction.
Summarizing we have shown that $\mathcal{G}_{1}=\langle g\rangle$ and $\mathcal{G}_{2}=\langle h\rangle$. But it contradicts (4), which completes the proof.

Obviously any groupoid (in particular, each quasigroup) with at most three elements in which each subgroupoid is cyclic, has at most four subgroupoids (together with the empty subgroupoid). In particular, its subgroupoid lattice is distributive.

Unfortunately, there is a four-element quasigroup with a non-distributive subquasigroup lattice, although each of its subquasigroups is cyclic. For example, let $\mathcal{Q}=\{a, b, c, d\}$ be a quasigroup defined by the following multiplication table

| o | a | b | c | d |
| :---: | :---: | :---: | :---: | :---: |
| a | c | a | d | b |
| b | d | b | a | c |
| c | b | d | c | a |
| d | a | c | b | d |

Then $\langle a\rangle=\langle b, c\rangle=\langle b, d\rangle=\langle c, d\rangle=\mathcal{Q}$, and $\langle b\rangle=\{b\},\langle c\rangle=\{c\},\langle d\rangle=\{d\}$. Thus $\mathcal{Q}$ has exactly five subquasigroups $\emptyset,\langle b\rangle,\langle c\rangle,\langle d\rangle$ and $\mathcal{Q}$. These subquasigroups form the non-distributive lattice $\mathcal{M}_{5}$, so $\mathcal{S}(\mathcal{Q})$ is not distributive. Observe also that, for example, elements $b$ and $d$ (together with $b \circ d=c$ ) do not satisfy ( $*$ ) of Lemma 1 .

Now we show that even commutativity is not enough as an additional assumption. Let $\mathcal{Q}$ be a commutative five-element quasigroup such that

| o | a | b | c | d | e |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a | a | c | d | b | e |
| b | c | b | e | d | a |
| c | d | e | c | a | b |
| d | b | d | a | e | c |
| e | e | a | b | c | d |

Then $\langle a\rangle=\{a\},\langle b\rangle=\{b\},\langle c\rangle=\{c\}$ and $\langle e\rangle=\langle d\rangle=\langle a, b\rangle=\langle a, c\rangle=$ $\langle b, c\rangle=\mathcal{Q}$. Thus $\emptyset,\langle a\rangle,\langle b\rangle,\langle c\rangle$ and $\mathcal{Q}$ are all pairwise different subquasigroups of $\mathcal{Q}$. Moreover, the lattice $\mathcal{S}(\mathcal{Q})$ is isomorphic with $\mathcal{M}_{5}$, so it is not distributive. Note also that elements $a$ and $b$ do not satisfy (*) of Lemma 1.

Remark 1. For any commutative quasigroup $\mathcal{Q}$ with at most four elements, if each subquasigroup of $\mathcal{Q}$ is cyclic, then the subquasigroup lattice $\mathcal{S}(\mathcal{Q})$ is distributive.

It is true for an arbitrary groupoid with at most three elements, so we take a four-element commutative quasigroup $\mathcal{Q}$. Note that if each subquasigroup of $\mathcal{Q}$ is cyclic, then $\mathcal{Q}$ has at most $|Q|+1=5$ subquasigroups (because the empty set is also a subquasigroup). But if a quasigroup has at most four subquasigroups, then of course it has distributive subquasigroup lattice. Thus we can take $\mathcal{Q}$ with exactly five subquasigroups (three proper subquasigroups).

Assume that $\mathcal{S}(\mathcal{Q})$ is not distributive. Then $\mathcal{S}(\mathcal{Q})$ is isomorphic with the non-modular lattice $\mathcal{N}_{5}$ or with the non-distributive lattice $\mathcal{M}_{5}$.

First we consider the case when $\mathcal{S}(\mathcal{Q})$ is isomorphic with $\mathcal{N}_{5}$. Let $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ be proper subquasigroups of $\mathcal{Q}$ such that $\mathcal{G}_{1} \varsubsetneqq \mathcal{G}_{2}$. Let $\emptyset \neq \mathcal{G}_{3} \varsubsetneqq \mathcal{Q}$ be the subquasigroup which is not comparable with $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ (i.e., $\mathcal{G}_{3} \cap \mathcal{G}_{2}=\emptyset$ and $\left.\mathcal{G}_{3} \vee \mathcal{G}_{1}=\mathcal{Q}\right)$. Let $q$ generates $\mathcal{Q}$; and $g_{1}, g_{2}, g_{3}$ generate $\mathcal{G}_{1}, \mathcal{G}_{2}, \mathcal{G}_{3}$ respectively. Of course $q, g_{1}, g_{2}, g_{3}$ are pairwise different elements, i.e., $Q=$ $\left\{q, g_{1}, g_{2}, g_{3}\right\}$. Moreover, it is easy to see that $G_{1}=\left\{g_{1}\right\}, G_{2}=\left\{g_{1}, g_{2}\right\}$ and $G_{3}=\left\{g_{3}\right\}$. In other words we have

$$
g_{1} \circ g_{1}=g_{1}, \quad g_{3} \circ g_{3}=g_{3}, \quad g_{2} \circ g_{2}=g_{1} .
$$

By the first equality and the definition of quasigroup we have also

$$
g_{2} \circ g_{1}=g_{2} \text { and } g_{1} \circ g_{2}=g_{2},
$$

because each of equations $x \circ g_{1}=g_{1}$ and $g_{1} \circ x=g_{1}$ has exactly one solution.

These all equalities imply that $g_{3} \circ g_{1}$ and $g_{3} \circ g_{2}$ cannot be equal $g_{3}, g_{1}$ and $g_{2}$. Thus $g_{3} \circ g_{1}=q$ and $g_{3} \circ g_{2}=q$. But it is impossible, because the equation $g_{3} \circ x=q$ has two different solutions. This contradiction shows that $\mathcal{S}(\mathcal{Q})$ cannot be isomorphic with $\mathcal{N}_{5}$.

Now assume that $\mathcal{S}(\mathcal{Q})$ is isomorphic with $\mathcal{M}_{5}$. Then there are pairwise different proper and non-comparable subquasigroups $\mathcal{G}_{1}, \mathcal{G}_{2}, \mathcal{G}_{3}$ of $\mathcal{Q}$. Let $g_{1}, g_{2}, g_{3}$ generate these three subquasigroups, respectively. Let $q$ be a generator of $\mathcal{Q}$. Of course $q, g_{1}, g_{2}, g_{3}$ are pairwise different, so $Q=\left\{q, g_{1}, g_{2}, g_{3}\right\}$. Hence we obtain $G_{1}=\left\{g_{1}\right\}, G_{2}=\left\{g_{2}\right\}, G_{3}=\left\{g_{3}\right\}$. So

$$
g_{1} \circ g_{1}=g_{1}, \quad g_{2} \circ g_{2}=g_{2}, \quad g_{3} \circ g_{3}=g_{3} .
$$

Moreover, since $q$ generate $\mathcal{Q}$ we have that $q \circ q \neq q$. Of course we can assume that $q \circ q=g_{1}$. Then $q \circ g_{1}=g_{1} \circ q$ is different from $g_{1}$ (because the equation $q \circ x=g_{1}$ has exactly one solution) and $q \circ g_{1}$ is not equal $q$ (because $q$ generates $\mathcal{Q}$ ). Of course we can assume that $g_{1} \circ q=q \circ g_{1}=g_{2}$ (replacing $g_{3}$ by $g_{2}$ if necessary).

Now observe that equalities $q \circ q=g_{1}, g_{1} \circ q=g_{2}$ and $g_{3} \circ g_{3}=g_{3}$ imply that $g_{3} \circ q$ cannot equals $g_{1}, g_{2}$ and $g_{3}$. So $g_{3} \circ q=q$. Analogously $q \circ g_{1}=g_{2}, g_{1} \circ g_{1}=g_{1}$ and $g_{3} \circ g_{3}=g_{3}$ imply $g_{3} \circ g_{1}=q$. But these equalities cannot hold in a quasigroup, because $g_{1} \neq q$. This contradiction completes the proof.

At the end of the paper observe that if $\mathcal{G}$ is a finite group satisfying the condition $(*)$ from Lemma 1 , then $\mathcal{G}$ is cyclic, and consequently its subgroup lattice $\mathcal{S}(\mathcal{G})$ is distributive. But the following example shows that for finite (and even commutative) quasigroups the condition ( $*$ ) is indeed weaker.

Let $\mathcal{Q}=(Q, \circ)$ be a commutative six-element quasigroup such that

| o | a | b | c | d | e | f |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | a | c | f | e | b | d |
| b | c | b | a | f | d | e |
| c | f | a | d | b | e | c |
| d | e | f | b | d | c | a |
| e | b | d | e | c | a | f |
| f | d | e | c | a | f | b |

Then $\langle a\rangle=\{a\},\langle b\rangle=\{b\},\langle d\rangle=\{d\}$ and $\langle c\rangle=\langle e\rangle=\langle f\rangle=\langle a, b\rangle=$ $\langle a, d\rangle=\langle b, d\rangle=\mathcal{Q}$. So $\mathcal{Q}$ has exactly five subquasigroups (together with the empty subquasigroup) which form the non-distributive lattice $\mathcal{M}_{5}$.

On the other hand, we obtain by a straightforward verification that $\mathcal{Q}$ satisfies (*). More precisely, if $g \in\{c, e, f\}$, then $\langle g \circ h\rangle \wedge\langle g\rangle=\langle g \circ h\rangle \wedge \mathcal{Q}=$ $\langle g \circ h\rangle$; so (*) holds. The analogous situation we have for $h \in\{c, e, f\}$. If $g, h \in\{a, b, d\}$, then $g \circ h \in\{c, e, f\} ;$ so $\langle g \circ h\rangle=\mathcal{Q}$ which implies $(*)$ (because then $\langle g \circ h\rangle \wedge\langle g\rangle=\langle g\rangle$ and $\langle g \circ h\rangle \wedge\langle h\rangle=\langle h\rangle$, thus the right hand side of $(*)$ equals $\langle g\rangle \vee\langle h\rangle=\mathcal{Q})$.
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