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Deep learning-based software for detecting
population density of Antarctic birds

Sinan Uğuz

Abstract

Monitoring populations of bird species living in Antarctica
with current technologies is critical to the future of habitats
on the continent. Studies of bird species living in Antarctica
are limited due to climate, challenging geographic conditions,
and transportation and logistical constraints. The goal of this
study is to develop Deep Learning-based software to determine
the population densities of Antarctic penguins and endangered
albatrosses. Images of penguins and albatrosses obtained from
internet sources were labeled using the segmentation technique.
For this purpose, 4144 labeled data were trained with five differ-
ent convolutional neural network architectures TOOD, YOLOv3,
YOLOF, Mask R-CNN, and Sparse R-CNN. The performance of
the obtained models was measured using the average precision
(AP) metric. The experimental results show that the TOOD-
ResNet50 model with 0.73 AP 50 detects the Antarctic birds ad-
equately compared to the other models. At the end of the study,
a software was developed to detect penguins and albatrosses in
real time.

Keywords: Deep Learning, Antarctic birds, Remote sensing,
Population estimation, Convolutional neural network.
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1 Introduction
As a result of global warming in the world, the melting of sea ice has
negatively affected the feeding ecosystems of populations of bird species
such as penguins, albatrosses, skuas, cormorants, petrels, and Arctic
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terns living in Antarctica. Polar regions have difficult conditions for
scientific studies due to climatic difficulties, geographic barriers, trans-
portation and logistical constraints, and ecological limitations. Despite
these difficult conditions, knowledge of bird species populations is very
important for the region’s habitat. Because many seabird species are
closely spaced in colonies or breed in large numbers in inaccessible ar-
eas, population estimates of these birds are difficult [1]. Penguins are
among the most important bird species living in Antarctica. It is esti-
mated that the total number of penguin pairs breeding in Antarctica,
where there are 18 different species of penguins, is about 20 million.
Although penguins cover a large geographic area, they are concentrated
in coastal areas with less harsh climates [2]. Another important bird
species that lives in Antarctica is the albatross. All but seven of the
world’s 22 albatross species are threatened with extinction. Every year,
tens of thousands of albatrosses die because they get caught in large
nets while fishing behind fishing boats [3].

Determining the population densities of both bird species will pro-
vide information on the breeding behavior of these birds and make
an important contribution to the protection of the Antarctic habitat.
To this end, researchers have used various remote sensing technolo-
gies such as satellite imagery and computer vision techniques. In [4],
satellite imagery with a resolution of 10 m was used to survey the pen-
guin population and determine their reproductive behavior. The same
authors used commercial satellite imagery at 30 cm resolution for al-
batross colonies in their 2017 study [5]. In [6] were identified breeding
colonies of the bird species Thalassoica Antarctica using images in six
spectral bands from Landsat-8. In another study using satellite im-
agery, in [7] was used a convolutional neural network (CNN) called
U-Net for albatross colony detection. According to the researchers,
the main limitations of the research are noise in satellite images, cloud
cover, and complex background images.

The main disadvantage of studies based on satellite imagery is that
the spatial resolution of satellite imagery is not high enough to clearly
detect birds. While it is possible with military satellites to detect ob-
jects in an area of 10 cm2, these satellites cannot be used by researchers
because they are not open to the public [8]. Another problem that arises
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when using satellite imagery is that the number of birds detected in
the colony cannot be accurately estimated. In particular, birds ap-
proaching each other for warmth in very cold time periods cause the
population to be miscalculated. Satellite imagery can be of great use
in determining the location of new colonies. However, various solu-
tions need to be developed to determine the population density at that
location.

The most successful methods for bird colony population detection
are Deep Learning, which has recently achieved great success in all
fields, and image processing techniques [9]. In image processing, re-
searchers must manually extract features from images and apply vari-
ous machine-learning techniques to solve each problem. This is a very
long process. Also, in order to define an object, all the features must
be defined by the researchers; for example, to create a penguin’s fea-
ture map using image processing, researchers must define features such
as its beak, arm, and leg. However, in the Deep Learning-based ap-
proach, feature extraction is done automatically using Deep Learning
architectures [10]. In [9], images of birds near lakes and on agricultural
land were collected by unmanned aerial vehicles (UAVs). This dataset
includes popular CNN models, Faster Region-based CNN (Faster R-
CNN), Region-based Fully Convolutional Network (R-FCN), Single
Shot MultiBox Detector (SSD), RetinaNet, and You Only Look Once
(YOLO). The best accuracy was achieved with Faster R-CNN and the
fastest result production with YOLO.

In the other study [11], a penguin dataset was created. The unique
feature of this dataset is the use of the dot annotations technique. That
is, each penguin in the dataset is represented by dots. The researchers
proposed a CNN model based on the VGG16 classification architec-
ture. As a result of the study, the population density of penguins was
determined by creating kernel density maps. In [12], it was aimed
to detect Black-browed albatross and Southern Rockhopper penguin
colonies using drone imagery. Approximately 37.000 data labels were
made. Training was conducted using the RetinaNet architecture. The
mAP for the albatross model was 97.66% and the mAP for the penguin
model was 87.16%. In another study, the Penguin Counting model de-
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veloped by1 is still in the project phase. The main objective of the
project is to count the penguins in the images captured by the camera
traps deployed in Antarctica. For this purpose, the Microsoft Azure
platform and the PyTorch framework were used.

Though several approaches were presented for population predic-
tion of Antarctica birds, there exist some significant challenges in it.
Some Antarctic seabirds gather at the sea surface, while albatrosses
and penguins are not seen in groups in the sea. For this reason, it is
necessary to estimate the population of albatrosses and penguins from
land rather than from the surface of the sea. For land imaging, the res-
olution of commercial satellite images is insufficient. Another problem
is the difficult geographic conditions when taking images with a drone.
On the other hand, population estimates can be made with deep learn-
ing techniques using camera images placed in specific regions.

The aim of this study is to develop a Deep Learning-based remote
sensing software for penguin and albatross colony prediction. The spe-
cific contributions of this study are as follows: (1) A new dataset con-
sisting of 4144 penguin and albatross images is collected to train deep
learning models. (2) In contrast to similar studies, a segmentation-
based annotation technique was used here. (3) By using various state-
of-the-art object detection models, the best AP value of 73% in predic-
tion success was achieved.

2 Material and Methods

The general processes of the project are shown in the diagram in Fig.1.
According to this diagram, the first phase of the project is the data
preprocessing process. The images of penguins and albatrosses were
obtained from the Internet using open-source images and videos. The
penguins and albatrosses in the images are individually labeled based
on segmentation. In the next step, model trainings were conducted
using innovative CNN models. As a result of all trainings, a perfor-
mance evaluation of the model was performed. The model with the
best performance was used in the developed graphical user interface

1https://penguin-counting-app.azurewebsites.net
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(GUI) software.

Figure 1. General operating diagram for experimental studies

2.1 Data collection and preparation

To create the dataset, images of penguins and albatrosses were obtained
from the Internet via open-source images and videos. The VLC player
program was used for the images obtained from the videos. With the
help of this program, one image per 20 frames was obtained from each
of the video images of albatross and penguin colonies. The common
feature of the obtained images is that they are images taken from a
high angle and not in the form of a drone or satellite image. This
is because the software we developed is designed to recognize camera
images taken from a specific height and angle. In addition, birds in
colonies were preferred for all images. Penguin and albatross images
in the dataset were labeled based on segmentation via the Supervisely
platform2.

An example of labeling is shown in Fig.2. It can be seen that the
labeled penguins in the image are colored purple. On the Supervisely
platform, segmentation by rectangles and polygons can be done using
the tools on the left. Each record stores the coordinate information
of the bird in that image. In this study, a total of 4.144 labels were

2https://supervise.ly
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created. The fact that the labeling process is based on segmentation
means that more time is required. It took the project team about 50
hours to label 4.144 images. The distribution of the number of images
and labels in the dataset is shown in Table 1.

Figure 2. Segmentation-based labeling

Table 1. Numerical distribution of classes in the dataset

Classes Image Count Label Count Size
Penguin 128 2072
Albatross 106 2072
Total 234 4144 55MB

2.2 Implementation details of CNN models

CNN architectures first appeared in 1998 with LeNET-5 [13], then came
AlexNet in 2012 [14], and later several other CNN architectures were
developed that provided successful solutions to artificial intelligence
problems. With these architectures, numerous convolutional opera-
tions, pooling operations, and different types of activation functions
were tried.

In this study, experiments were conducted using state-of-the-art
CNN architectures to detect population densities of Antarctic birds.
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The experiments in this study were conducted using the MMDetec-
tion3, a state-of-the-art PyTorch-based modular object detection li-
brary released by the OpenMMLab project4. The toolbox directly
supports state-of-the-arts deep learning frameworks. Sparse R-CNN,
YOLOF, TOOD, YOLOv3, and Mask R-CNN frameworks were pre-
ferred in this study. For these frameworks, ResNet-50, ResNet-101,
and DarkNet-53 architectures were chosen as backbones.

In this study, 90% of the enlarged data was randomly selected as
the training set and the remaining 10% as the test set. Of these, 10%
of the training set was selected as the validation set. All models were
configured to use the base models, and the training hyperparameters
were predefined and remained static for all experiments. For train-
ing the state-of-the-art models, the number of iterations was started
with 100 and gradually increased. In the selection of parameters, the
preferred values in some literature studies [15]–[18] were used. Accord-
ingly, Adam and SGD were used as learning algorithms. The learning
rate was initially set to 0.01 and the mini-batch size was set to 8. The
weight decay and momentum coefficients were set to 0.0001 and 0.9,
respectively.

The Supervisely platform provides the ability to run MMDetection
architectures. The training and testing processes on the Supervisely
platform are performed on a workstation with the configurations of
an Intel Xeon CPU, 16GB Nvidia Quadro RTX5000 GPU with 16GB
RAM.

2.3 Performance evaluation of CNN models

Object detection problems are challenging tasks that involve both clas-
sifying the objects on the image and determining the coordinates of
the images. In these problems, the labeled regions are expressed as
ground truth (G), and the regions detected by the trained model are
expressed as default boxes (D). As can be seen in Fig.3, the ratio of
the intersection of the G and D regions to the union is defined as the
intersection over the union (IoU).

3https://github.com/open-mmlab/mmdetection
4https://github.com/open-mmlab
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Figure 3. Ground-truth and default-box match

IoU takes values between 0 and 1, and IoU = 1 means that the
boxes overlap [19]. The greater the overlap, the better the detection
success. Average precision (AP) was used as a performance evaluation
metric for the Sparse R-CNN, YOLOF, TOOD, YOLOv3, and Mask R-
CNN architectures used in this study. AP given in Eq.(1) is a popular
metric used for the performance of the Microsoft Common Objects in
Context (COCO) dataset [20].

AP =
1

10
(AP 50 +AP 55 +AP 60 + ...+AP 95). (1)

For the performance evaluation of the system in this study, the AP
was preferred, which is commonly used in the literature [21], [22] for
object detection problems. Accordingly, the AP 50 metric expresses the
calculated AP values for IoU > 0.5. As stated in Section 3 of this
study, the best results were obtained with the AP 50.

3 Results and Discussion
The performance results obtained as a result of training for the state-of-
the-art CNN architectures used in this study are shown in Table 2. The
experiments for five different models lasted approximately 48.5 hours.
In this study, the ResNet50, ResNet101, and DarkNet-53 architectures
were preferred as backbone networks. The main task of the backbone
networks is to classify the objects detected in the image as albatross
or penguin. As can be seen in Table 2, the best results were obtained
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with the AP 50 metric. Accordingly, the TOOD_ResNet50 model was
the best performing model with 73.0%. The lowest performance was
achieved with the YOLOv3 architecture with 49.2%.

Table 2. Performance comparison of state-of-the-art models

Model Backbone AP 50:0.5:9 AP 50 AP 75 APS APM APL

Sparse
R-CNN

ResNet50 33.3 54.1 37.0 16.0 33.2 50.7

YOLOF ResNet50 31.0 59.8 27.4 09.0 34.3 50.9
TOOD ResNet101 47.4 68.7 55.2 23.7 53.0 63.9
TOOD ResNet50 51.3 73.0 61.6 35.1 54.0 56.5
YOLOv3 DarkNet-53 22.8 49.2 17.1 2.8 24.5 32.6
Mask R-
CNN

ResNet50 43.0 60.1 54.0 29.3 47.1 54.5

The training loss curves are shown in Figure 4, where the coordi-
nates represent epoch and loss values.

As the number of training iterations increased continuously, the
loss values of all models decreased abruptly at first and then slowly.
The epoch number is limited to 500 in this study. Increasing the num-
ber of epochs will help to further reduce the oscillations in the loss
curve. However, increasing the iteration number would significantly in-
crease the duration of the experiments [23]. When considering the loss
curves, the Sparse R-CNN and YOLOv3 models are the models with
the least oscillations. The loss curve of TOOD-ResNet50, the best pre-
diction model, gradually converged toward 0.162 after 250 iterations,
while that of YOLOv3, the lowest prediction model, converged toward
306.75. The loss values for the YOLOF, Sparse R-CNN, and Mask
R-CNN models decreased to 0.215, 5.25, and 0.217, respectively. It is
shown that the TOOD-ResNet50 model has a lower loss value among
all models and learns the attributes of penguin and albatross images
effectively.

It can be seen that the loss is fixed at a certain value in all models
except the YOLOF model. In the YOLOv3 model, the loss decreased
to a certain level in the first iterations, but no significant decrease was
observed in the next iterations.

In this study, a graphical user interface (GUI) was developed for the
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(a) (b)

(c) (d)

(e) (f)

Figure 4. The loss curve of the models on the test set. (a) The loss
curve of Sparse R-CNN model with ResNet50 backbone (b) The loss
curve of YOLOF model with ResNet50 backbone (c) The loss curve of
TOOD model with ResNet101 backbone (d) The loss curve of TOOD
model with ResNet50 backbone (e) The loss curve of YOLOv3 model
with DarkNet-53 backbone (f) The loss curve of Mask R-CNN model
with ResNet50 backbone
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state-of-the-art application using PyQt5, one of Python’s libraries. In
the GUI screen shown in Figure 5, the image is first selected from the
file system using the ”Select Image” button. The ”Add Model” button
allows the selection of the file with extension .pth, which contains the
weights of the best state-of-the-art model. The ”Add Configuration
File” button is used to load the configuration file created by the Super-
visely platform. The program also detects penguins and albatrosses on
video. For this purpose, the ”Add Video” button must be selected. Af-
ter all the selection processes are completed, the results can be viewed
in real time on the right side of the screen. The obtained results can
be saved in the database.

Figure 5. GUI developed for detection of Antarctic birds

The sample results obtained for the best model are shown in Fig-
ure 6.

Table 3 shows the comparison between this study and some other
studies. Other than this study, there is only one study [12] that detects
both penguins and albatrosses. This is one of the two studies using data
from the Internet as the data source. It can be seen that the studies
are divided into two areas: Image processing and CNN as the method
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(a) (b)

(c) (d)

Figure 6. Results of the best model. (a) Original image of penguin
colony (b) The result produced by the model (c) Original image with
penguins and albatrosses (d) The result produced by the model

used. The five different CNN models used in this study have not been
used in any previous study.

Apart from this study, there is only one study [11] that uses seg-
mentation labeling. In CNN-based studies, [12] achieved a prediction
success of 97.6% for black-browed albatrosses and 90% for southern
rockhopper penguins using the RetinaNet architecture. [9], on the other
hand, achieved a prediction success between 85% and 95.4% in his ex-
periments. In our study, a prediction rate of up to 73% was achieved.

Detection of colony populations can be said to be a difficult problem
for several reasons. One of these reasons is that birds in Antarctica
stay close together to protect themselves from the cold. This makes
the angle of the camera very important. For example, in the image in
Figure 6a, the camera took an image from the horizontal position. For

211



Sinan UĞUZ

Table 3. Results from previous studies on detection of birds in Antarc-
tica

Ref. Birds Data
Source Method Labeling GUI

[4] Penguin Satellite Image Pro. - No
[5] Albatross Satellite Image Pro. - No
[6] Penguin Satellite Image Pro. - No
[7] Albatross Satellite U-NET Rectangle No
[9] Land birds Drone R-CNN,SSD Rectangle No
[11] Penguin Internet VGG-16 Point Yes

[12] Penguin Drone RetinaNet Rectangle NoAlbatross

This
Paper

Penguin
Albatross Internet

TOOD

Segmentation Yes
YOLOv3
YOLOF
Faster R-CNN
Sparse R-CNN

this reason, some penguins left behind are not detected by the software.
It is recommended that researchers wishing to conduct similar studies
work with images taken from the top angle.

Complex background images are the type of problem that re-
searchers find difficult in deep learning applications. Since the data
was not collected under controlled conditions, background trees, rocks,
etc. affect the prediction success. However, the results obtained in this
study are encouraging for studies with other Antarctic birds such as
skuas, cormorants, petrels, and arctic terns.

In this study, 4,144 labeling operations took approximately 50
hours. The fact that the labeling process is based on segmentation
means that more time is spent. As the number of tags increases, the
models are more successful, so datasets with more tags can be created.
However, limited image resources on the Internet are a major problem.
In particular, data collection with cameras in Antarctica will provide
much more successful results.
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4 Conclusion
The protection of Antarctic habitat is considered important everywhere
in the world. However, reasons such as climate, geographic conditions,
and an insufficient research budget require the use of new technological
solutions in Antarctic research. In this study, Deep Learning-based
software was developed for real-time detection of penguin and albatross
colonies in Antarctica. The dataset obtained from internet sources was
trained with five different convolutional neural network architectures:
YOLOv3, YOLOF, Faster R-CNN, and Sparse R-CNN. In addition to
the close proximity of albatrosses and penguins in the colony images,
the complex background structure complicates the problem. However,
the experimental results show that the TOOD-ResNet50 model with
0.73 AP 50 adequately detects the birds compared to the other models.
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