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Abstract

This paper presents a review work on various approaches to
software based fault tolerance. The aim of this paper is to cover
past and present approaches to software implemented fault tol-
erance that rely on both software design diversity and on single
but enhanced design.

1 Introduction

Fault tolerance is the ability of a system to perform its function cor-
rectly even in the presence of internal faults. The purpose of fault
tolerance is to increase the dependability of a system. The objective of
a fault-tolerant system is to mask faults (or to detect errors to switch
to an alternate module) and continue to provide service despite faults.
Fault tolerant systems must provide their specified services despite the
occurrence of faults in the systems’s components [1]. A failure occurs
when an actual running system deviates from the specified behaviour.
The cause of a failure is called an error. A fault is the root cause of
a failure. In other words, an error is merely the symptom of a fault.
A fault may not necessarily result in an error, but the same fault may
result in multiple errors. Similarly, a single error may lead to multiple
failures [116]. All fault tolerance techniques must use some form of
redundancy to tolerate faults. Depending on the class of faults [76]
redundant devices, networks, data or applications are used. Software
fault tolerance relies either on design diversity or on single design using
robust data structure. The only type of fault possible in software is
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a design fault introduced during the software development. Software
faults are what we commonly call “bugs”. According to [74], software
faults are the root cause in a high percentage of operational system fail-
ures. The consequences of these failures depend on the application and
the particular characteristic of the faults. The immediate effects can
range from minor inconveniences (e.g., having to restart a hung per-
sonal computer) to catastrophic events (e.g., software in an aircraft that
prevents the pilot from recovering from an input error) [75]. From a
business perspective, operational failures caused by software faults can
translate into loss of potential customers, lower sales, higher warranty
repair costs, and losses due to legal actions from the people affected
by the failures. There are four ways of dealing with software faults:
prevention, removal, fault tolerance, and input sequence workarounds.
Fault prevention is concerned with the use of design methodologies,
techniques, and technologies aimed at preventing the introduction of
faults into the design. Fault removal considers the use of techniques like
reviews, analyses, and testing to check an implementation and remove
any faults thereby exposed. The proper use of software engineering
during the development processes is a way of realizing fault prevention
and fault removal (i.e., fault avoidance). The use of fault avoidance is
the standard approach for dealing with software faults and the many
developments in the software field target the improvement of the fault
avoidance techniques. [74,76] states that the software development pro-
cess usually removes most of the deterministic design faults. This type
of fault is activated by the inputs independently of the internal state of
the software. A large number of the faults in operational software are
state-dependent faults activated by particular input sequences. Given
the lack of techniques that can guarantee that complex software de-
signs are free of design fault, fault tolerance is sometimes used as an
extra layer of protection. Software fault tolerance is the use of tech-
niques to enable the continued delivery of services at an acceptable
level of performance and safety after a design fault becomes active.
Single version technique aims to improve the fault tolerance of a sin-
gle piece of software by adding extra measures into the design aiming
the error detection, containment, and tolerating errors caused by the
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design faults. Multi-version fault tolerance technique uses multiple ver-
sions (or variants) of a piece of software in a structured way to ensure
that design faults in one version do not cause system failures. This
is based on masking the design bugs. A characteristic of the software
fault tolerance techniques is that they can be applied at any level in a
software system: procedure, process, full application program, or the
whole system including the operating system [4]. Such technique can
also be applied selectively to those components that are deemed to have
design faults due to their complexity [5]. Whatever measure we may
take to remove software design bugs, software cannot be made free of
design bugs. Though at present software errors have been attributed
to be the main cause of most system failures. Transient errors often
disrupt proper functioning (e.g., program hanging, wrong answer, false
branching, data and code errors etc.) of an application program during
the execution of an application system. But recent studies [2,3] have
suggested that soft errors or transient bit-errors are increasingly re-
sponsible for system malfunctioning. Nowadays, computer systems are
becoming more complex and are optimized for price and performance
and not for availability. This makes soft errors an even more common
case. Move towards denser, smaller, and low voltage transistors has
the potential to increase these transient errors. Most system software
architectures assume faith in underlying hardware, and software make
no provisions to deal with hardware faults. [101] predicts that soft error
rate (SER) per chip of logic circuits will increase nine orders of magni-
tude from 1992 to 2011 and at that point magnitude will be comparable
to the SER per chip of unprotected memory elements. Researches in
[104] have analyzed the effect of soft errors on system software. Soft-
ware fault tolerance techniques have also been proposed in [102,103]. In
this survey paper, we not only investigate various approaches to toler-
ate software design bugs but also we investigate the consequence of soft
error on the system as a whole and current research into proposed re-
covery mechanisms along with transient fault tolerance. Multi version
approach is basically on the assumption that software built differently
might fail differently and thus, if one of the redundant versions fails, at
least one of the others might provide an acceptable output. Recovery
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blocks, N-version programming, N self-checking programming, consen-
sus recovery blocks, and t/(n−1) techniques are also reviewed. Current
research in software engineering focuses on establishing patterns in the
software structure and trying to understand the practice of software
engineering. We expect that software based fault tolerance research
will be benefited by this research on enabling greater predictability of
the dependability of software.

2 Various Approaches to Software Fault Toler-
ance

In this section, we investigate various software based fault tolerant
approaches that rely on design diversity (multiple version) as well as
on single design.

2.1 Design Diversity Based Software Fault Tolerance

Design Diversity Based or Multiple version based software fault tol-
erance is based on the use of at least two versions (or “variants”) of
a piece of software, executed either in sequence or in parallel. The
versions are used as alternatives (with a separate means of error de-
tection), in pairs (to implement detection by replication checks) or in
larger groups (to enable masking through voting). The rationale for
the use of multiple versions is the expectation that components built
differently (i.e, different designers, different algorithms, different design
tools, etc) should fail differently [6,7]. Therefore, if one version fails on
a particular input, at least one of the alternate versions should be able
to provide an appropriate output. This section covers some of these
“design diversity” approaches to software reliability and safety. Basi-
cally multiple-version approach is to mask software design bugs. Two
critical issues in the use of multi-version software fault tolerance tech-
niques are the guaranteeing of independence of failure of the multiple
versions and the development of the output selection algorithms.

Design diversity is “protection against uncertainty” [16]. In the
case of software design, the uncertainty is in the presence of design
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faults and the failure modes due to those faults. The goal of design
diversity techniques applied to software design is to build program ver-
sions that fail independently and with low probability of coincidental
failures. If this goal is achieved, the probability of not being able to
select a good output at a particular point during program execution is
greatly reduced or eliminated. Due to the complexity of software, the
use of design diversity for software fault tolerance is today more of an
art rather than a science. The methodology of multiple-version soft-
ware design was carried out by Algirdas Avizienis and his colleagues
at UCLA starting in the 1970s [6,17,18,19,20,21,22,23,24]. Although
focused mainly on software, their research considered the use of de-
sign diversity concepts for other aspects of systems like the operating
system, the hardware, and the user interfaces. Assuming that the de-
velopment is rigorous and design diversity is adequately applied to the
product, there is still the common error source of the identical input
profile. [25] points out that experiments (e,g, [26,27,28]) have shown
that the probability of error manifestations are not equally distributed
over the input space and the probability of coincident errors is im-
pacted by the chosen inputs. Certainly data diversity techniques could
be used to reduce the impact of this error source, but the problem of
quantifying the effectiveness of the approach still remains. The cost of
using multi-version software is also an important issue. A direct repli-
cation of the full development effort, including testing, would certainly
be an expensive proposition. In some applications where only a small
part of the functionality is safety critical, development and production
cost can be reduced by applying design diversity only to those critical
parts [16].

• The Recovery Block Scheme
The Recovery Block Scheme (RBS) technique [8,9] combines the basics
of both the checkpoint and restart approach with multiple versions of
a software component such that a different version is tried after an
error is detected. Checkpoints are created before a version executes.
Checkpoints are needed to recover the state after a version fails to
provide a valid operational starting point for the next version if an
error is detected. The acceptance test need not be an output-only
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test and can be implemented by various embedded checks to increase
the effectiveness of the error detection. Also, because the primary
version will be executed successfully most of the time, the alternates
could be designed to provide degraded performance in some sense (e.g.,
by computing values to a lesser accuracy). Actual execution of the
multiple versions can be sequential or in parallel depending on the
available processing capability and performance requirements. If all
the alternates are tried unsuccessfully, the component must raise an
exception to communicate to the rest of the system its failure (or crash)
to complete its function. Note that such a failure occurrence does not
imply a permanent failure of the component, which may be reusable
after changes in its inputs or state. The much possibility of coincident
faults is the source of much controversy concerning all the multi-version
software fault tolerance techniques.

• The N-Version Programming Scheme
The N-Version programming Scheme (NVPS) [7] is a multiple-version
technique in which all the versions are designed to satisfy the same
basic requirements and the decision of output correctness is based on
the comparison of all the outputs. The use of a generic decision algo-
rithm (usually a voter) to select the correct output is the fundamental
difference of this approach from the Recovery Blocks approach, which
requires an application dependent acceptance test. Since all the ver-
sions are built to satisfy the same requirements, the use of N-version
programming requires considerable development effort but the com-
plexity (i.e., development difficulty) is not necessarily much greater
than the inherent complexity of building a single version. Design of the
voter can be complicated by the need to perform inexact voting. [43]
presents a generic two step structure for the output selection process.
The first step is a filtering process where individual version outputs
are analyzed by acceptance tests for likelihood of correctness, timing,
completeness, and other characteristics. [44] presents four generalized
voters for use in redundant systems: Formalized Majority Voter, Gen-
eralized Median Voter, Formalized Plurality Voter, and Weighted Av-
eraging Techniques. The Weighted Averaging Technique combines the
version outputs in a weighted average to produce a new output. The
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weights can be selected a-priori based on the characteristics of the in-
dividual versions and the application. When all the weights are equal
this technique becomes a mean selection technique. The weights can
also be selected dynamically based on the pair-wise distances of the
version outputs [48] or the success history of the versions measured by
some performance metric [44,47]. Other voting techniques have been
proposed. For example, [45] proposed a selection function that always
produces an acceptable output through the use of artificial intelligence
techniques. [49, 50, 51] discuss the voting or majority output problem
in some detail.

• The N Self-Checking Programming Scheme
The N Self-Checking Programming Scheme (NSCPS) [10,11,12] is the
use of multiple software versions combined with structural variations
of the Recovery Blocks and N-Version Programming. N Self-Checking
programming uses acceptance tests. Here the versions and the accep-
tance tests are developed independently from common requirements.
This use of separate acceptance tests for each version is the main differ-
ence of this N Self-Checking model from the Recovery Blocks approach.
Similar to N-Version Programming, this model has the advantage of us-
ing an application independent decision algorithm to select a correct
output.

• The Consensus Recovery Blocks Scheme
The Consensus Recovery Blocks Scheme (CRBS) [13] approach com-
bines N-Version Programming and Recovery Blocks to improve the re-
liability over that achievable by using just one of the approaches. The
acceptance tests in the Recovery Blocks suffer from lack of guidelines
for their development and a general proneness to design faults due to
the inherent difficulty in creating effective tests. The use of voters as
in N-Version Programming may not be appropriate in all situations,
especially when multiple correct outputs are possible. In that case a
voter, for example, would declare a failure in selecting an appropriate
output. Consensus Recovery Blocks uses a decision algorithm similar
to N-Version Programming as a first layer of decision. If this first layer
declares a failure, a second layer using acceptance tests similar to those
used in the Recovery Blocks approach is invoked. Although obviously
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much more complex than either of the individual techniques, the reli-
ability models indicate that this combined approach has the potential
of producing a more reliable piece of software.

• The t/(n− 1)-Variant Programming Scheme
The t/(n − 1)-Variant Programming Scheme (VPS) was proposed in
[14]. The main difference between this approach and the ones men-
tioned above is in the mechanism used to select the output from among
the multiple variants. The design of the selection logic is based on the
theory of system-level fault diagnosis [15], which is beyond the scope of
this paper. Basically, a t/(n − 1)-VPS architecture consists of n vari-
ants and uses the t/(n− 1) diagnosibility measure to isolate the faulty
units to a subset of size at most (n − 1) assuming there are at most
t faulty units [14]. Thus, at least one non-faulty unit exists such that
its output is correct and can be used as the result of computation for
the module. t/(n− 1)-VPS compares favorably with other approaches
in that the complexity of the selection mechanism grows with order
O(n) and it can potentially tolerate multiple dependent faults among
the versions. It also has a lower probability of failure than N Self-
Checking Programming and N-Version Programming when they use a
simple voter as selection logic.

2.2 Single-Design Software Fault Tolerance Approach

Single-design fault tolerance is based on the use of redundancy applied
to a single version of a piece of software to detect and recover from
faults. Among others, single-version software fault tolerance techniques
include considerations on program structure and actions, error detec-
tion, exception handling, checkpoint and restart, process pairs, and
data diversity [29].

• Software Engineering Aspects
Software architecture gives us the basis for implementation of fault tol-
erance. The use of modularizing techniques to decompose a problem
into manageable components is as important to the efficient applica-
tion of fault tolerance as it is to the design of a system. The modular
decomposition of a design should consider built-in protections to keep
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aberrant component behavior in one module from propagating to other
modules. Control hierarchy issues like visibility (i.e., the set of com-
ponents that may be invoked directly and indirectly by a particular
component) and connectivity (i.e., the set of components that may be
invoked directly or used by a given component) should be considered
in the context of error propagation for their potential to enable un-
controlled corruption of the system state. Partitioning is a technique
for providing isolation between functionally independent modules [31].
Advantages of using partitioning in a design include simplified testing,
easier maintenance, and lower propagation of side effects [30]. System
closure is a fault tolerance principle stating that no action is permissible
unless explicitly authorized [32]. An atomic action among a group of
components is an activity in which the components interact exclusively
with each other and there is no interaction with the rest of the system
for the duration of the activity [33]. The advantage of using atomic
actions in defining the interaction between system components is that
they provide a framework for error confinement and recovery. There
are only two possible outcomes of an atomic action: either it terminates
normally or it is aborted upon error detection. If an atomic action ter-
minates normally, its results are complete and committed. If a failure
is detected during an atomic action [76], it is known beforehand that
only the participating components can be affected.

• Error Detection Mechanisms
Effective application of fault tolerance techniques in single version
systems requires that the structural modules have two basic proper-
ties: self-protection and self-checking [34]. The self-protection property
means that a component must be able to protect itself from external
contamination by detecting errors in the information passed to it by
other interacting components. Self-checking means that a component
must be able to detect internal errors and take appropriate actions to
prevent the propagation of those errors to other components. The de-
gree (and coverage) to which error detection mechanisms are used in
a design is determined by the cost of the additional redundancy and
the run-time overhead. Note that the fault tolerance redundancy is not
intended to contribute to system functionality but rather to the quality
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of the product. Similarly, detection mechanisms detract from system
performance. Actual usage of fault tolerance in a design is based on
trade-offs of functionality, performance, complexity, and safety. Ander-
son [33] has proposed a classification of error detection checks, some of
which can be chosen for the implementation of the module properties
mentioned above. The location of the checks can be within the modules
or at their outputs, as needed. The checks include replication, timing,
reversal, coding, reasonableness, and structural checks.

• The use of Assertions [105] that is logic statements inserted
at different points in the program that reflects invariant relationships
between the variables of the program can also be used for fault toler-
ance. However it can lead to different problems, since assertions are not
transparent to the programmer and their effectiveness largely depends
on the nature of the application and on the programmers ability.

• Control Flow Checking [106] is to partition the application
program in basic blocks (that is, branch-free parts of code). For each
block a deterministic signature is computed and faults can be detected
by comparing the run-time signature with a precomputed one. In most
control-flow checking techniques one of the main problems is to tune
the test granularity that should be used.

• Replication checks make use of matching components with
error detection based on comparison of their outputs. This is applicable
to multi-version software fault tolerance.

• Timing checks are applicable to systems and modules whose
specifications include timing constraints, including deadlines. Based
on these constraints, checks can be developed to look for deviations
from the acceptable module behavior. Watchdog timers are a type of
timing check with general applicability that can be used to monitor for
satisfactory behavior and detect “lost or locked out” components.

• Reversal checks use the output of a module to compute the
corresponding inputs based on the function of the module. An error
is detected if the computed inputs do not match the actual inputs.
Reversal checks are applicable to modules whose inverse computation
is relatively straightforward.

• Coding checks use redundancy in the representation of infor-
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mation with fixed relationships between the actual and the redundant
information. Error detection [109, 110] is based on checking those rela-
tionships before and after operations. Checksums are a type of coding
check. Similarly, many techniques developed for hardware (e.g., Ham-
ming, M-out-of-N, cyclic codes) can be used in software, especially in
cases where the information is supposed to be merely referenced or
transported by a module from one point to another without chang-
ing its contents. Many arithmetic operations preserve some particular
properties between the actual and redundant information, and can thus
enable the use of this type of check to detect errors in their execution.

• Reasonableness checks use known semantic properties of data
(e.g., range, rate of change, and sequence) to detect errors. These
properties can be based on the requirements or the particular design
of a module.

• The Data Structural checks use known properties of data
structures. For example, queues, lists, and trees can be inspected
for number of elements in the structure, their links and pointers, and
any other particular information that could be articulated. Structural
checks could be made more effective by augmenting data structures
with redundant structural data like extra pointers, embedded counts
of the number of items on a particular structure, and individual iden-
tifiers for all the items [34, 35, 36, 37, 38]. Another fault detection tool
is run-time checks [15]. These are provided as standard error detec-
tion mechanisms in hardware systems (e.g., divide by zero, overflow,
underflow). Although they are not application specific, they do rep-
resent an effective means of detecting design errors. Error detection
strategies can be developed in an ad-hoc fashion or using structured
methodologies. Fault trees have been proposed as a design aid in the
development of fault detection strategies [39]. Fault trees can be used to
identify general classes of failures and conditions that can trigger those
failures. Fault trees represent a top-down approach which, although
not guaranteeing complete coverage, is very helpful in documenting
assumptions, simplifying design reviews, identifying omissions, and al-
lowing the designer to visualize component interactions and their con-
sequences through structured graphical means. Fault trees enable the
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designer to perform qualitative analysis of the complexity and degree of
independence in the error checks of a proposed fault tolerance strategy.

• The Exception Handling
The task exception handling is the interruption of normal operation
to handle abnormal responses. Exceptions are signaled by the imple-
mented error detection mechanisms as a request for initiation of an
appropriate recovery. The design of exception handlers requires that
consideration be given to the possible events triggering the exceptions,
the effects of those events on the system, and the selection of appropri-
ate mitigating actions [15]. [8] lists three classes of exception triggering
events for a software component: interface exceptions, internal local ex-
ceptions, and failure exceptions. This knowledge of error containment
is essential to the design of effective exception handlers.

• The Checkpoint and Restart
For single-design software there are few recovery mechanisms. The
most often mentioned is the checkpoint and restart mechanism (e.g.,
[15]). As mentioned in previous sections, most of the software faults
remaining after development are unanticipated, state-dependent faults
[76]. This type of fault behaves similarly to transient hardware faults:
they appear, do the damage, and then apparently just go away, leaving
behind no obvious reason for their activation in the first place [40].
Because of these characteristics, simply restarting a module is usually
enough to allow successful completion of its execution [40]. A restart,
or backward error recovery has the advantages of being independent
of the damage caused by a fault, applicable to unanticipated faults,
general enough that it can be used at multiple levels in a system, and
conceptually simple [33]. There exist two kinds of restart recovery:
static and dynamic. A static restart is based on returning the module
to a predetermined state. This can be a direct return to the initial reset
state, or to one of a set of possible states, with the selection being made
based on the operational situation at the moment the error detection
occurred. Dynamic restart uses dynamically created checkpoints that
are snapshots of the state at various points during the execution.

• The Process Pairs
A process pair uses two identical versions of the software that run on
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separate processors [15]. The recovery mechanism is checkpoint and
restart. Here the processors are labeled as primary and secondary. At
first the primary processor is actively processing the input and creating
the output while generating checkpoint information that is sent to the
backup or secondary processor. Upon error detection, the secondary
processor loads the last checkpoint as its starting state and takes over
the role of primary processor. As this happens, the faulty processor
goes offline and executes diagnostic checks. The main advantage of
this recovery technique is that the delivery of services continues unin-
terrupted after the occurrence of a failure in the system.

• The Data Diversity
The last line of defense against design faults is to use “input sequence
workarounds”. Data diversity can be seen as the automatic implemen-
tation of “input sequence workarounds” combined with checkpoint and
restart [76]. Again, the rationale for this technique is that faults in de-
ployed software are usually input sequence dependent. Data diversity
has the potential of increasing the effectiveness of the checkpoint and
restart by using different input re-expressions on each retry [41]. The
goal of each retry is to generate output results that are either exactly
the same or semantically equivalent in some way. In general, the notion
of equivalence is application dependent. [41, 42] presents three basic
data diversity models: (i) Input Data Re-Expression, where only the
input is changed; (ii) Input Re-Expression with Post-Execution Adjust-
ment, where the output is also processed as necessary to achieve the
required output value or format; (iii) Re-Expression via Decomposition
and Recombination, where the input is broken down into smaller ele-
ments and then recombined after processing to form the desired output.
Data diversity is compatible with the Process Pairs technique using dif-
ferent re-expressions of the input in the primary and secondary.

• Fault Tolerance in Operating Systems
Any application level software relies on the correct behavior of the
operating system. Software fault tolerance can be applied to the de-
sign of operating systems [32,76]. However, in general, designing and
building operating systems tends to be a rather complex, lengthy and
costly endeavor. For safety critical applications it may be necessary
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to develop custom operating systems through highly structured design
processes [31] including highly experienced programmers and advanced
verification techniques in order to gain a high degree of confidence on
the correctness of the software. Another approach to the development
of fault tolerant operating systems for mission critical applications is
the use of wrappers on off-the-shelf operating systems to boost their
robustness to faults. A problem with the use of off-the-shelf software
on dependable systems is that the system developers are not sure if the
off-the-shelf components are reliable enough for the application [52]. It
is known that the development process for commercial off-the-shelf soft-
ware does not consider de facto standards for safety or mission critical
applications and the available documentation for the design and vali-
dation activities tend to be rather weak [53]. A point in favor of using
commercial operating systems is that they often include the latest de-
velopments in operating system technology. Also, widely deployed com-
mercial operating systems could have fewer bugs overall than custom
developed software due to the corrective actions performed in response
to bug complaints from the users [54]. Because modifications to the
internals of the operating system could increase the risk of introducing
design faults, it is preferred to apply techniques that use the software as
is. A wrapper is a piece of software put around another component to
limit what that component can do without modifying the component’s
source code [52]. Wrappers monitor the flow of information into and
out of the component and try to keep undesirable values from being
propagated. In this manner, the wrapper limits the component’s input
and output spaces. Wrappers have been used as middleware located
between the operating system and the application software [55, 56, 57].
The wrappers (called “sentries” in the referenced work) encapsulate
operating system services to provide application-transparent fault tol-
erant functionality and can augment or change the characteristics of
the services as seen by the application layer. In this design the sen-
tries provide the mechanism to implement fault tolerance policies that
can be dynamically assigned to particular applications based on the
individual fault tolerance, cost and performance needs. [53] proposed
the use of wrappers at the microkernel level for off-the-shelf operating
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systems. The wrappers proposed by these researchers aim at verify-
ing consistency constraints at a semantic level by utilizing information
beyond what is available at the interface of the wrapped component.
Their approach uses abstractions [76] (i.e., models) of the expected
component functionality.

3 Assessment of Fault Tolerance by Fault In-
jection

Software fault injection (SFI) [76] is the process of testing software
under anomalous circumstances involving erroneous external inputs or
internal state information. The main reason for using software fault
injection is to assess the goodness of a design [65]. Basically, SFI tries
to measure the degree of confidence that can be placed on the proper
delivery of services. Since it is very hard to produce correct software,
SFI tries to show what could happen when faults are activated. The
collected information can be used to make code less likely to hide faults
and also less likely to propagate faults to the outputs either by rework-
ing the existing code or by augmenting its capabilities with additional
code as done with wrappers [65]. SFI can be used to target both objec-
tives of the dependability validation process: fault removal and fault
forecasting [62]. In the context of fault removal, SFI can be used as
part of the testing strategy during the software development process
to see if the designed algorithms and mechanisms work as intended. In
fault forecasting, SFI is used to assess the fault tolerance robustness of
a piece of software (e.g., an off-the-shelf operating system). The use of
SFI has two important advantages over the traditional input sequence
test cases [59]. First, by actively injecting faults into the software we
are in effect accelerating the failure rate and this allows a thorough
testing in a controlled environment within a limited time frame. Sec-
ond, by systematically injecting faults to target particular mechanisms
we are able to better understand the behavior of that mechanism in-
cluding error propagation and output response characteristics. There
exist two basic models of software injection: fault injection and error
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injection. Fault injection simulates software design faults by targeting
the code. Here the injection considers the syntax of the software to
modify it in various ways with the goal of replacing existing code with
new code that is semantically different [65]. This “code mutation” can
be performed at the source code level before compilation if the source
code is available. The mutation can also be done by modifying the
text segment of a program’s object code after compilation. Error in-
jection, called “data-state mutation” in [65], targets the state of the
program to simulate fault manifestations. Actual state injection can
be performed by modifying the data of a program using any of various
available mechanisms: high priority processes that modify lower prior-
ity processes with the support of the operating system; debuggers that
directly change the program state; message-based mechanisms where
one component corrupts the messages received by another component;
storage-based mechanisms by using storage (e.g., cache, primary, or
secondary memory) manipulation tools; or command-based approaches
that change the state by means of the system administration and main-
tenance interface commands [59]. An important aspect of both types
of fault injection is the operational profile of the software [65]. Fault in-
jection is a dynamic-type testing because it must be used in the context
of running software following a particular input sequence and internal
state profile. A large amount of work has been done in the area of as-
sessing software robustness by many researchers. Examples of reported
works include [54, 58, 60, 61, 63, 64].

4 Software and Hardware Fault Tolerance

System fault tolerance is a vast area of knowledge well beyond what
can be covered in a single paper. The concepts presented in this sec-
tion are purposely treated at a high level with details considered only
where regarded as appropriate. Readers interested in a more thorough
treatment of the concepts of computer system fault tolerance should
consult additional reference material [15, 66, 67].

• Fault Tolerance in Computer System
Computer fault tolerance is one of the means available to increase de-

208



Approaches to Software Based Fault Tolerance . . .

pendability of delivered computational services. Dependability is a
quality measure encompassing the concepts of reliability, availability,
safety, performability, maintainability and testability [68]. (i) Relia-
bility is the probability that a system continues to operate correctly
during a particular time interval given that it was operational at the
beginning of the interval. (ii) Availability is the probability that a sys-
tem is operating correctly at a given time instant. (iii) Safety is the
probability that the system will perform in a non-hazardous way. A
hazard is defined as “a state or condition of a system that, together
with other conditions in the environment of the system, will lead in-
evitably to an accident” [69]. (iv) Performability is the probability
that the system performance will be equal to or greater than some
particular level at a given instant of time. (v) Maintainability is the
probability that a failed system will be returned to operation within a
particular time period. Maintainability measures the ease with which
a system can be repaired. (vi) Testability is a measure of the ability
to characterize a system through testing. Testability includes the ease
of test development (i.e., controllability) and effect observation (i.e.,
observability).

The primary concern for fault tolerant designs is the ability to con-
tinue delivery of services in the presence of faults in the system. A
fault is an anomalous condition occurring in the system hardware or
software. [66,70] presents a general fault classification which is excel-
lent for understanding the types of faults that fault tolerant designs
are called upon to handle. A latent fault is a fault that is present in
the system but has not caused errors; after errors occur, the fault is
said to be active. Permanent faults are present in the system until
they are removed; transient faults appear and disappear on their own
with no explicit intervention from the system. Symmetric faults are
those perceived identically by all good subsystems; asymmetric faults
are perceived differently by the good subsystems. A random fault is
caused by the environment (e.g., heat, humidity, vibration, etc.) or
by component degradation; generic faults are built-in faults acciden-
tally introduced during design or manufacturing of the system. Benign
faults are detectable by all good subsystems; malicious faults are not
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directly detectable by all good subsystems. The fault count classifica-
tion is relative to the modularity of the system. A single fault is a fault
in a single system module; a group of multiple faults affects more than
one module.

The time classification is relative to the time granularity. Coinci-
dent multiple faults appear during the same time interval; distinct-time
faults appear in different time intervals. Independent faults are faults
originating from different causes or nature. Common mode faults, in
the context of multiple faults, are faults that have the same cause and
are present in multiple components.

The main use of fault tolerance in these systems is to provide added
value and prevent nuisance faults from affecting the perceived depend-
ability from a user perspective. The design of systems with fault tol-
erance capabilities to satisfy particular application requirements is a
complex process loaded with theoretical and experimental analysis in
order to find the most appropriate tradeoffs within the design space.
[66] offers a high-level design paradigm extracted from the more de-
tailed description presented in [70]. System properties to be considered
include dependability (i.e., reliability, availability, maintainability, etc),
performance, failure modes, environmental resilience, weight, cost, vol-
ume, power, design effort, and verification effort.

Every fault tolerant design must deal with one or more of the fol-
lowing aspects [33, 71,76]:

• Detection: A basic element of a fault tolerant design is error
detection. Error detection [96, 97, 98, 99, 100] is a critical pre-
requisite for other fault tolerant mechanisms.

• Containment: In order to be able to deal with the large number
of possible effects of faults in a complex computer system it is
necessary to define confinement boundaries for the propagation of
errors. Containment regions are usually arranged hierarchically
throughout the modular structure of the system. Each boundary
protects the rest of the system from errors occurred within it and
enables the designer to count on a certain number of correctly
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operating components by means of which the system can continue
to perform its function.

• Masking: For some applications, the timely flow of information is
a critical design issue. In such cases, it is not possible to just stop
the information processing to deal with detected errors. Masking
is the dynamic correction of errors. In general, masking errors is
difficult to perform inline with a complex component. Masking,
however, is much simpler when redundant copies of the data in
question are available.

• Diagnosis: After an error is detected, the system must assess its
health in order to decide how to proceed. If the containment
boundaries are highly secure, diagnosis is reduced to just identi-
fying the enclosed components. If the established boundaries are
not completely secure, then more involved diagnosis is required
to identify which other areas are affected by propagated errors.

• Repair/reconfiguration: In general, systems do not actually try
to repair component-level faults in order to continue operating.
Because faults are either physical or design-related, repair tech-
niques are based on finding ways to work around faults by either
effectively removing from operation the affected components or
by rearranging the activity within the system in order to prevent
the activation of the faults.

• Recovery and Continued Service: After an error is detected, a
system must be returned to proper service by ensuring an error-
free state. This usually involves the restoration to a previous or
predefined state, or rebuilding the state by means of known-good
external information.

Redundancy in computer systems is the use of resources beyond
the minimum needed to deliver the specified services. Fault tolerance
is achieved through the use of redundancy in the hardware, software,
information, or time domain [68,71,73]. In what follows we present
some basic concepts of hardware redundancy to achieve hardware fault
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tolerance. Good examples of information domain redundancy for hard-
ware fault tolerance are error detecting and correcting codes [72]. Time
redundancy is the repetition of computations in ways that allow faults
to be detected [68, 76].

5 Implemented Structures

Here, we present few examples of fault tolerant architectures that are
implemented in various important applications.

Fault-tolerance in Maintainable Real-Time System (MARS) [82,83]
is based on fail-silent components running in dual active redundancy
and on sending each message twice on the two actively redundant real-
time busses. MARS is a fault –tolerant distributed real-time architec-
ture for hard real-time application.

CRAK [84, 85, 86] is a kernel module that implements checkpoint /
restart for Linux. Checkpoint / restart is an operating system feature
that creates a file describing a running process. Checkpoint / restart
is a mechanism for fault tolerance. Applications may be checkpointed
periodically. Once the application state has been committed to stable
storage, the application may be restarted and reconfigured to work
around the fault.

Safety critical fault tolerant architectures are used on the flight
control computers of the fly-by-wire systems of two types of commer-
cial jet transport aircraft. The first computer is used on the Boe-
ing 777 airplane [76]. The second computer is used on the AIRBUS
A320/A330/A340 series aircraft. The fly-by-wire system of the Boeing
777 airplane departs from old-style mechanical systems that directly
connect the pilot’s control instruments to the external control surfaces.
A fly-by-wire system enables the creation of artificial airplane flight
characteristics that allow crew workload alleviation and flight safety
enhancement, as well as simplifying maintenance procedures through
modularization and automatic periodic self-inspection [77,78, 79, 80,
81]. Software diversity was to be achieved through the use of differ-
ent programming languages targeting different lane processors. The
final and current implementation uses only one programming language
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with the executable code being generated by three different compil-
ers still targeting dissimilar lane processors. The lane processors are
dissimilar because they are the single most complex hardware devices,
and thus there is a perceived risk of design faults associated with their
use. The requirements for the flight control computer on the Airbus
A320/A330/A340 [76] include many of the same considerations as in
the B777 fly-by-wire system [87, 88]. The selected architecture, how-
ever, is much different. The basic building block is the fail-stop control
and monitor module.

Active-stream / Redundancy-stream Simultaneous Multithreading
(AR SMT) [89, 90, 91] exploits several recent microarchitectural trends
(e.g., simultaneous multithreading [94, 95], control flow and data flow
prediction and hierarchical processors) to provide low-overhead, broad
coverage of transient faults and restricted coverage of some permanent
faults. Program-level time redundancy is used here. Time redundancy
[92, 93, 107, 108] is a fault tolerant technique in which a computation
is performed multiple times.

Self-stabilization [115] is an optimistic way of looking at system
fault tolerance, because it provides a built-in safeguard against tran-
sient failures that might corrupt the data in a distributed system. Al-
though the concept was introduced by Dijkstra in 1974 [111], and Lam-
port [112] showed its relevance to fault tolerance in distributed systems
in 1983, serious work only began in the late nineteen-eighties. A good
survey of self-stabilizing algorithms can be found in [113]. Herman’s
bibliography [114] also provides a fairly comprehensive listing of most
papers in this field. Because of the size and nature of many ad hoc and
geographically distributed systems, communication links are unreliable.
The system must therefore be able to adjust when faults occur. But
100% fault tolerance is not warranted. The promise of self-stabilization,
as opposed to fault masking, is to recover from failure in a reasonable
amount of time and without intervention by any external agency. Since
the faults are transient (eventual repair is assumed), it is no longer nec-
essary to assume a bound on the number of failures. A fundamental
idea of self-stabilizing algorithms is that the distributed system may be
started from an arbitrary global state. After a finite amount of time
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the system reaches a correct global state, called a legitimate or stable
state. An algorithm is self-stabilizing if (i) for any initial illegitimate
state it reaches a legitimate state after a finite number of node moves,
and (ii) for any legitimate state and for any move allowed by that state,
the next state is a legitimate state. A self-stabilizing system does not
guarantee that the system is able to operate properly when a node con-
tinuously injects faults in the system (Byzantine fault that generates
wrong and random answer) or when communication errors occur so
frequently that the new legitimate state cannot be reached. While the
system services are unavailable when the self-stabilizing system is in an
illegitimate state, the repair of a self-stabilizing system is simple; once
the offending equipment is removed or repaired the system provides its
service after a reasonable time.

[117] have proposed a transient fault tolerant design that takes good
advantage of the resource for parallel executions found in a superscalar
processor. The design in [117] delivers fault tolerance by carrying out
multiple executions of the same instruction in lower performance.

The approaches in [118-140] are all low-cost but effective soft-
ware fault tolerance tool that do not rely on software design diversity.
These approaches are all based on enhanced single-version program-
ming (ESVP) schemes for fault tolerance against operational faults,
transient and permanent errors etc. Replicated or transformed code
[118,119,125] and data have also been used. [120,121,126,127,129] pro-
pose other important single-version fault tolerance approaches to de-
sign reliable applications using robust data structure for tolerating er-
roneous control flow and program hanging. [122,136] propose various
low-cost software based fault tolerance approaches for designing micro-
processor based commodity applications on inserting NO-Operation
(NOP) instructions and run time consistency checking for those ex-
tra NO-Operation codes. The approaches in [123,124,128] describe
various self-checking and assertion based approaches for designing re-
liable computing by enhancing basic computing logic. The approaches
in [125,130] rely on code and data redundancy for detecting run-time
error detection and recovery thereof. [138] proposes a single version
software implemented transient fault tolerant approach for designing
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a reliable application using a multiprocessor with lower overhead on
execution time. [131, 132, 133, 134, 135, 137, 139,140] propose various
enhanced single-version software implemented transient fault tolerant
computing schemes using fault masking with an affordable time redun-
dancy (< 3) and program state verification. Specific knowledge of the
application allows the use of a suite of math, logic and heuristic checks
on the data, the data processing flow and the results. These techniques
also provide more efficient error handling, and system recovery.

The approaches in [118-140] are useful specifically for designing
low cost reliable computing applications against operational, transient
and permanent errors that might occur during the execution time of
applications. ESVP does not aim to tolerate software design bugs.
ESVP needs only one reliable machine to execute an application with
an enhanced processing logic. It does not rely on multiple versions
of software and machines. The designers also feel comfortable while
implementing these simple approaches to their applications without
any extra cost and hardware.

6 Conclusion

A review on software fault tolerance is presented in this paper. It
covers fault tolerant computing schemes that rely on the single-design
as well as on the multiple-design. Single version software fault tol-
erance techniques discussed include system structuring and closure,
atomic actions, inline fault detection, exception handling, assertion,
and checkpoint and restart. Process pairs exploit the state dependence
characteristic of most software faults to allow uninterrupted delivery
of services despite the activation of faults. Similarly, data diversity
aims at preventing the activation of design faults by trying multiple
alternate input sequences. Multiple-version techniques are based on
the assumption that software built differently should fail differently
and thus, if one of the redundant versions fails, at least one of the
others should provide an acceptable output. Because of our present
inability to produce error-free software, software fault tolerance is and
will continue to be an important consideration in software systems.
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The root cause of software design errors is the complexity of the sys-
tems. Compounding the problems in building correct software is the
difficulty in assessing the correctness of software for highly complex sys-
tems. Current research in software engineering focuses on establishing
patterns in the software structure and trying to understand the prac-
tice of software engineering aiming at better predicting the software
dependability. Multiple-version schemes are costlier (O(2.67)) than a
single-version software fault tolerance approach because of lower soft-
ware development cost.
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