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Abstract

Nowadays, artificial intelligence is widely used in various fields
and industries. Cybercrime is a concern of these days, and ar-
tificial intelligence is used to detect this type of crime. Crime
detection systems generally detect the crime by training from
the related data over a period of time, but sometimes some sam-
ples in a dataset may have no label. Therefore, in this paper,
a method based on semi-supervised neural network is presented
regarding crime types detection. As the neural network is a su-
pervised classification system, therefore, this paper presents a
pseudo-label method for neural network optimization and devel-
ops it to semi-supervised classification. In the proposed method,
firstly the dataset is divided into two sections, labelled and un-
labelled, and then the trained section is used to estimate the
labelling of the unlabelled samples based on pseudo-labels. The
results indicate that the proposed method improves the accuracy,
Precision and Recall up to 99.83%, 99.83% and 99.83%, respec-
tively.

Keywords: cybercrime, intrusion detection, neural network,
semi-supervised classification.

1 Introduction

Today, with the development of information and communication tech-
nology (ICT), cybercrime has become a global concern [1]-[5]. Two
factors, including time of using the computer and activity in the social

©2021 by CSJM; A. Karimi, S. Abbasabadi, F. Zarafshan, J. Akbari
Torkestani

155



A. Karimi, S. Abbasabadi, F. Zarafshan, J. Akbari Torkestani

network, have been identified as the main factors and predictors of cy-
bercrime. Cybercrime analysis is an important responsibility of the law
enforcement system in every country [6]-[8]. As the crime exists in dif-
ferent and separable cases, the adaptability of the discovered patterns
has concerns and challenges. Classification is often used to predict
the process of crime, which reduces the time of offender’s identifica-
tion [3]-]9]. Failure to identify the crime causes and the criminal abuse
make the society unsafe [2]-[10]. The best model for preventing crime
is reducing the chance of crime in the society [11]. Criminal behavior
is the result of an appropriate opportunity to commit a crime at a par-
ticular place and time, and eliminating or reducing those opportunities
leads to reduction of crime in that situation, so it is the most impor-
tant factor in preventing a crime [12]-[14]. Therefore, crime prevention
has always been one of the most important issues of life that has been
practiced through various ways. Intrusion was referred to is a [15]-[17].
Intrusion, that was referred to, is a series of unlawful acts that endanger
the accuracy, privacy or access to a resource [16], [18],[19]. The intru-
sion can be divided into internal and external. External intrusion is
carried out from outside a network into internal network by authorized
or unauthorized persons, and internal intrusion is carried out within a
network by authorized persons [20], [21]. Intruders generally use soft-
ware defects, decryption and network sniffing to penetrate computers
and networks. In order to deal with intrusion, several methods have
been developed called intrusion detection methods that monitor the
events occurred in a computer system or network [2], [22]-[24]. Due to
the development of ICT and the launch of comprehensive information
systems in police force and criminal intelligence registering, data min-
ing and knowledge discovery techniques are used to analyse and detect
the cybercrime, especially intrusion [25]-[27]. So, predicting, prevent-
ing and detecting the cybercrime using the data mining is a fascinating
new idea performed by statistical techniques, machine learning, artifi-
cial intelligence and criminology [28]. For expanding the classification
of cybercrime, we can use algorithms of supervised machine learning
such as artificial neural networks. These methods are also used in data
mining [29]-[32]. The basic idea of artificial neural networks is inspired
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by the way the biological system uses for learning and knowledge cre-
ation [31]. A key element of this idea is creation of new structures
for the information processing system. This consists of a large num-
ber of highly interconnected processing elements called neurons that
work together to solve a problem and transmit information through
synapses. The learning is adaptive, namely the weight of the synapses
is changed by using samples to generate a correct response [34], [35].
Neural network is used in medical diagnosis [36], [37], reconstruction
of digital elevation model [38], intrusion detection [39],[40], etc. This
is a supervised classification, but the labelling is expensive and time
consuming, so today there are various ways to provide semi-supervised
methods [33]. Therefore, in this paper, an optimized semi-supervised
neural network method for computer crime detection is presented. Here
we propose a method called pseudo-label (PL) [41] in artificial neural
network. Unlike supervised learning, our proposed method uses la-
belled and unlabelled samples during training. For unlabelled samples
it produces predicted labels, which measure the overlap of detection
probability based on probabilistic conditional entropy. Assuming the
probability of detecting each type of independent class, the predicted
label is calculated with the maximum probability in training process.
Since the estimated label values may be erroneous, a variable coefficient
called influence coefficient is used to control its impact on the classifi-
cation process. Therefore, a reduction criterion is added for unlabelled
samples. So, the main contribution of this paper is as follows:

- Modelling and extraction of cybercrime patterns using data min-
ing.

- Increasing the accuracy in crime detection using semi-supervised
neural networks.

- Evaluating the proposed method using evaluation parameters.

The rest of the paper is as follows: Section 2 briefly reviews related
works. Section 3 provides an overview of the proposed method. In
Section 4, the evaluation of the proposed method is presented and com-
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pared with other methods. Conclusions and future work are presented
in Section 5.

2 Literature review

In recent years, several researches on crime and intrusion detection
problem have been conducted. Most of them used data mining and
machine learning. Intrusion is a cybercrime, so this section is divided
into two separate subsections: cybercrime detection and intrusion de-
tection.

2.1 Cybercrime detection

Qayyum et al. (2018) investigated data mining techniques for crime
detection. Crime detection is one of the hot topics in data mining,
where different patterns of criminology have been identified. Its var-
ious steps include identifying the crime characteristics to identify the
pattern of the crime. Data mining techniques have been widely used
for crime detection. An analytical study by extracting the strengths
and weaknesses of each technique is presented [6].

In 2018, Mingcheng Feng et al. analyzed big data and used data
mining for crime analysis and prediction. The purpose of this study
was to analyze exploratory data for criminal data analysis in the cities
of San Francisco, Chicago, and Philadelphia. They examined data time
series and predicted crime trends over the coming years. Experimental
results indicate that the decision tree classification model fits better
than k-NN and Bayesian approaches. These promising achievements
will be useful for police and law forces to expedite the process of crime
detection and provide insights that enable police and law forces to
trace criminal activities, predict the likelihood of crime occurring, use
resources effectively and make faster decisions [42]. Dutta et al. in 2017
investigated the detection of impersonation crime using data mining.
This study mainly focuses on credit card related impersonation crime
which is very common and costly nowadays. Current data mining tech-
niques are not able to eliminate impersonation, and new data mining is
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suggested to combat these crimes. This new method uses both public
detection and Spike detection algorithms to detect fraudulent actions
in programs [3]. Proffitt et al. (2018) studied the impact of cyber-
crime on economic crisis management. The purpose of this study was
to find out how control of disaster recovery can help us to distinguish
the cybercrime which disrupts the business. The results of the study
are requirements of planning cyber security, aligning disaster recovery
with cyber security, providing cyber security training for managers and
employees, and applying the lessons learned from the experience. Im-
plications for positive social change include the ability of organizations
to return to acceptable levels of operations and continue to serve their
employees, customers and other stakeholders [43].

Solak et al. (2015) studied the analysis of cybercrime perceptions
among computer science students. Computer technology is growing
rapidly and has become an inevitable part of modern life. While tech-
nology simplifies social life, at the same time it brings some security
issues. So, it is easier to commit a crime and we are facing cybercrime.
This study distinguishes the differences between broad perceptions of
undergraduate students at Trakya University in terms of demographic
factors. The research method was a questionnaire that was given to
teachers and students in the Trakya University sample and was de-
signed to measure and evaluate the level of interest in technology, the
severity of cybercrime and people’s perceptions of cybercrime in terms
of ethics and law. The findings of this study can help us to identify
the level of general understanding of cybercrime and the significant
differences between groups [44].

Rosellini et al. (2017) investigated the use of data mining to identify
US Army soldiers committing violent crimes. The purpose of this study
was to use machine learning methods, stepwise regression and random
forests, to develop models of predicting violent crime and crime among
the US Army soldiers. Results indicated that using this method we
can prevent the dangers which might happen to soldiers [45].

Li et al. (2017) researched the development of crime in England
by using data mining with selforganized maps (SOM). The aim of this
study was to study criminal phenomena in the United Kingdom and its
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relationship with different crime factors. Data are collected by the SOM
method. Clustering and properties are evaluated using the Scooter
algorithm. Machine learning is applied to confirm the clustering result
with SOM. As a result, 96.2% accuracy is achieved for crime prediction
[46].

Chauhan and Sehgal (2017) studied crime analysis by using data
mining techniques. With the rise of computer systems, crime intelli-
gence analysts can help law enforcement officials speed up the process
of solving crimes. Using the concept of data mining, we can analyze un-
known and useful information of unstructured data. Using analytical
and predictive techniques for criminal identification is very effective.
Given the increasing crime rate over the years, we have to handle a
huge amount of data and it will be extremely difficult to access. Crim-
inals are progressing with the technology. Therefore, it is necessary to
use advanced technologies to prevent crime. They focus on examining
the algorithms and techniques used to identify criminals [25].

David and Suruliandi (2017) investigated crime analysis and use of
data mining techniques at police stations and other similar criminal
organizations. Databases contain a great deal of data that can be used
to predict or analyze criminal movements and criminal interference in
the society. Criminals can be predicted based on crime information.
The main purpose of this study was conducting a survey on learning
techniques of criminal identification. They investigated the method of
crime analysis and its prediction using data mining techniques [47].

Hassani et al. (2016) investigate the use of data mining in crime.
The main purpose of this paper is to present data mining applications
in crime detection. It covers more than 100 applications of data min-
ing in crime. Data mining techniques including data extraction, clus-
tering, associated rules, decision tree, support vector machines, naive
Bayesian, neural networks were applied and the desired results were
significant for crime prediction [§].
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2.2 Intrusion detection

Meera Gandhi et al. presented an intrusion detection model using
decision trees. A 10-fold cross-validation metric was used to evaluate
the proposed method. According to this metric, the proposed method
detected known intrusion better than unknown intrusion [48]. Lakhina
et al. [49] reduced the number of features taken from NSL-KDD dataset
using PCA algorithm. In this study, they used principal component
analysis and back propagation algorithm. Another research [38] used
data mining to extract associated rules for attacks [50]. This framework
produced a large number of rules, thereby increased the complexity of
the system. Also, Dempster-Shafer and adaptive boosting (AdaBoost)
[51] was used for intrusion detection. Meena et al. also presented a
review paper on several classification algorithms with KDD CUP 99
and NSL-KDD datasets [52]. Elmasry et al. investigated a multiclass
classification for intrusion detection. This is an empirical study, and it
uses particle swarm optimization and deep learning to classify various
datasets (KDD CUP 99, NSLKDD, CIDDS, and CICIDS2017) [16].
Verma et al. proposed a machine learning method for network intrusion
detection. They used CIDDS-001, and the results show that accuracy
in this method is 99.60% [53]. A system for HTTP DDoS Attacks
detection was investigated in [54] based on information theory and
Random Forest.

As it is shown above, most research has focused on cybercrime
detection and intrusion detection using supervised methods. Therefore,
the aim and main novelty of this paper is to improve the artificial neural
network to use semi-supervised classification for intrusion detection.

3 Proposed method

In this section the proposed method is introduced. Initially, the meth-
ods used for data pre-processing are introduced, which include data
normalization. The standard neural network is presented, and then
the proposed method for using unlabelled data in the neural network
is introduced.
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3.1 Normalization

The goal of normalization is to normalize the elimination of data re-
dundancy and maintain the dependency between related data. This
process reduces the size of the database and guarantees improvement
of data efficiency. Normalization by standard deviation works well in
most cases by measuring the distance between intervals [55]. For sam-
ple i, the given value is converted using the following equation: If F
is the feature, F' is F mean, Std is standard deviation, and F’ is the
normalized value of the feature as follows:

F=f (1)

r_ FZ_F
E = Sy 3)

3.2 Artificial Neural Network

Artificial Neural Network (ANN) classification is one of the most ef-
fective methods in data classification, but this method has a critical
problem which is getting stuck in local optimum [33], [34]. The pur-
pose of network in training process is to minimize the total error of the
network based on the weight of the network. We show ANN model as
a function (4).

y' = M(F'). (4)

Here 3/ is a predicted label, F’ is an input feature vector extracted
from equation (3), and M is a model of ANN. The back-propagation
(BP) training algorithm is used. In layers (except input layer) we use
a linear function like equation (5):

=Y F -W+b, (5)
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where W is a weight vector. We used tan as an activation function
(equation (6)) to calculate outputs:

1—e*
= e Yy (6)

Activation function = f(-)

Error =y — /. (7)

In this algorithm, after calculating the error in the output layer (equa-
tion 7), the values of the weights in the hidden layer are adjusted to
reduce the error. Therefore, we need to have a differential of activation
function according to the following equation:

dl—e®
drl+e =

=1—tanh®z = (1 -9/ )(1 +¢). (8)

BP Error algorithm, which is an iterative gradient descent algorithm,
is a simple way to train multilayer feed forward neural networks. The
BP algorithm is based on the gradient descent rule:

W(n+1)=W(n)+nG(n)+ o[W(n)—W(n— 1), 9)

where W is the weight vector, n is the iteration number, 7 is the learn-
ing rate, a is the momentum factor, and G is the gradient of error
function that is given by 10:

G(n) = =VE,(n). (10)

Here E,, is the sum squared error and calculated using equation (8).

This network can be defined as an information processing system
consisting of a set of layers and mapping inputs (F”) to a suitable set
of outputs (y'). The neurons in each layer are fully connected with the
neurons in the next layer. In ANN, each neuron has a nonlinear acti-
vation function except the input nodes. Updating weights continues to
get the given level of error. Finally, ANN uses an appropriate gradient
learning algorithm to train.
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3.3 Proposed semi-supervised neural network

The main problem in ANN is getting stuck in local minima. Also,
because this method is a supervised classification, therefore it is not
usable for unlabelled data. We propose a method using pseudo-label
(PL) [41] in the neural network. Based on the proposed method, the
semi-supervised learning framework is used to train labelled and unla-
belled samples. Unlabelled samples are labelled using equation (11).

yiJmabeued = min d(M(F’),y), (11)

where, d is a distance function. In fact, this relationship states that at
each stage of training in the neural network the label of unlabelled data
is estimated. The unrealistic label v/ is calculated with the minimum
distance. Since the estimated label values can be accompanied by an
error, a coefficient is used to control its impact on the classification
process. In this view, a reduction criterion is added for unlabelled
samples. This criterion is shown in the equation (12).

E = argmin [norm2lable(y/, y) + a(t)norm2yabetied (Y niabelieds y)]
(12)
In this equation, « is the influence coefficient for control the error
between labelled and unlabelled samples in the training process. The
equation (13) is used here to calculate the value of a.

0 t < €1
2
alt) = (TTT) c<t<o (13)
1 S9] <t

where €1 and e9 are errors in the training process. Equation (13) rep-
resents the current iteration, 77 is the first iteration with error equal to
€1, and T3 is the second iteration with error equal to 5 in the training
process. We proposed three conditions as follows:

Condition 1: If ¢ < 1, then in training process, equation (7) is
used without unlabelled samples.
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Condition 2: If; < t < €3, then in training process, equation (12)
is used with labelled and unlabelled samples. In each epoch, updating
Ylrniabetiea 1S Performed using equation (11).

Condition 3: If 9 < ¢, then in training process, equation (12) is
used with labelled and unlabelled samples.

Pseudocode for the proposed method is illustrated in Table 3. Flow
chart is shown in Figure 1.

Algorithm 1 Pseudocode for the proposed back propagation algorithm

Input: n:learning rate a:momentum value and designing multilayer network
Output: A trained neural network Method:
: Create the initial amount of weights and bias in the network
: Repeat loop until desired condition {
: Repeat loop according to number of samples {
// feed forward
: Repeat loop for each j of input layer {
O; = 1I; // The output of an input unit is equal to its actual value.
: Repeat loop for each j of the hidden layer or the output layer {
Ij = >, W;;0; + 6; // Calculating the unit network input j compared to 4 in the
previous layer

i
9: 05 = i;:’fj }// Calculate the output of each j

10: // back propagation {

11: If ¢t < e

12: Do line 22-31}

13: Elseif 1 < t < e2f

14: Error = equation 12

15: updating y{;,,;aperreq USING equation 11

16: Do line 22-31}

17: Else {

18: Combine labelled and unlabelled samples

19: Do line 22-31}

20: Repeat loop for each j in the output layer

21: Error = Target —Output // calculating error

22: AP =error x (1 —yij) x (1 +yi;) // calculating corrected error
23: Repeat loop for each unit j in the hidden layer from the last to first hidden layer
24: Ag = (1+4yi5)- (1 —yij) (Ao x W)

25: Repeat loop for W;; weight and bias in the network {

26: Wit = WE +1G + oWk — W/}

27: G=—-VE,}

28: If end of training = false go to line 10}
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»| Training in neural network

+ Labeled data

= -{ Preprocessing
L Unlabeled data L
database

Estimating label '—s Impact on
¢ training process

End of training
T

Figure 1. Flow chart for the proposed algorithm

4 Results and discussion

To prepare this paper, a computer with specific characteristics has been
used, including;:

Processor: Intel Pentium (R) CPU G620, 2.60 GHz 2.60GHz
Installed memory (RAM): 4.00 GB
System type: 32-bit Operating system

The operating system installed is Microsoft’s Windows 10. MAT-
LAB version R2017a 64-bit was used for modelling.

4.1 Database

In this paper we used Coburg intrusion detection dataset (CIDDS) to
examine the proposed method. CIDDS is available in network-based
intrusion detection system dataset. CIDDS has two versions called

CIDDS001 and CIDDS-002, and we used CIDDS-001 version. This
includes 12 features and 5 labelled classes. Class name and distribution
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of dataset is Normal (32 000), DoS (32 000), brute force (32 000), port
scan (32 000), and ping scan (32 000). Number of attacks and protocols
are 92 and 5, respectively [16].

4.2 Evaluation Metrics

Confusion matrix [16],[56] is one of the criteria for evaluating each clas-
sifier. This matrix is a square matrix N x N, where N is the number
of classes in the classifier. The main diagonal in this matrix shows
the number of correct diagnoses, and the other elements in this matrix
show the wrong diagnoses. Table 1 illustrates an example of confu-
sion matrix. Using this matrix, we obtain such metrics as Sensitivity,
Specificity, Precision, Recall, F}, and G-Means.

Table 1. Confusion matrix

True Positive (TP) crimes
that are correctly identified as
an intrusion

False positive (FP) Correct
activity that has been wrong-
fully detected as an intrusion

False Negative (FN) intru-
sions that has been wrong-
fully detected as a correct ac-

True Negative (TN) Correct
activity that is correctly iden-
tified as a correct one

tivity

Mathematically speaking, Sensitivity through equation (14), con-
sists of dividing the true positive into the sum of the true positive and

false negative.
TP

TP+ FN’

Similarly, the Specificity through equation (15), is the result of dividing
the true negatives into the sum of the true negatives and false positives.

Sensitivity = (14)

TN

Spe(31ﬁ(:1ty = m

(15)

The Precision parameter, through the equation (16), is the result of
dividing the true positives into the sum of the true positives and false
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positives.

TP
Precision = ———. 1
recision TP LD (16)

The Recall parameter through equation (17) is the result of dividing the
true positives into the sum of the true positives and the false negatives.
TP
l=——— 1
Reca TP 1IN (17)
And the Fj-measure and G-mean [56] are also obtained through equa-
tions (18) and (19):

2 x Precision x Recall; (18)

F =
! Precision + Recall

G-mean = v/Precision x Recall. (19)

It should be mentioned that since the dataset used here is multiclass,
so each parameter is first separately calculated for each class. Then
the average results are obtained.

Another tool for performance measure used here is the Receiver
operating characteristic (ROC) [16]. To use the ROC curve in an eval-
uation, the area under the curve is suggested. This area is the proba-
bility that whenever the diagnostic classification variable is randomly
measured for a negative response and a positive response, the value
obtained is correct. Whenever the test is able to identify accurately,
then the values will be low for positive responses and high for negative
responses (or vice versa depending on status). The greater the test
detection power, the more the ROC curve is above the diagonal, and
the closer it is to the ideal (region 1) ROC curve. Inversely, if the ROC
curve is under the diagonal or just at the bottom of the square, then
the test is with low detection capabilities or useless.

4.3 Comparison of results

Figure 2 shows the mean square error for each epoch of the proposed
algorithm in training process. Since one of the problems in neural net-
work is getting stuck in local optimal, so here we use data for validation
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as shown in Figure 2 with the green line to decide on the number of
iterations of the training process. This figure shows that the lowest dif-
ference exists between training and validation data in epoch 20. From
the curves, the training error is descending, and these three curves are
increased in epoch 3. This is because the unlabelled samples are joined
to training process.

1o

Train
Walidation
Test

- Best

@

E

o

£

w

-

2

]

=

w ]u':_

c

o

o

=

10‘3' I I I I I I L I I I
0 2 4 & 8 10 12 14 16 18 20
20 Epochs

Figure 2. Mean square error in training process

Table 2 illustrates confusion matrix for Test set in the proposed
method, called Semi-Supervised Neural Network (SSNN). Number of
true predicted labels for Normal class (15976) and Ping scan class
(15974) is more than for other classes. Table 3 shows evaluation metrics
for SSNN method in each class separately. Precision metric for Normal
(0.999) class and Ping scan (0.999) is more than for other classes in
SSNN. Precisions for other classes such as DoS, Brute force and Port
scan are 0.998, 0.998 and 0.997, respectively. Other evaluation met-
rics, such as Recall, Fj-measure, Sensitivity, Specificity and G-means
are more than 0.99, and this means that SSNN can predict each class
with high accuracy.

Tables 2 and 3 showed just the evaluation metrics for SSNN. There-
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Table 2. Confusion matrix for each class
Actual Classes

Normal DoS Brute Port Ping
force scan scan
Normal 15976 8 2 10 2
DoS 6 15970 5 12 6
Brute force 5 9 15972 7 5
Port scan 9 10 13 15970 13
Ping scan 4 3 8 1 15974

Table 3. Performance evaluation of SSNN in terms of Precision, Recall,
Fi-measure, Sensitivity, Specificity, and G-means for each class

Classes Normal DoS Brute Port Ping
force scan scan

Metrics

Precision 0.999 0.998 0.998 0.997 0.999
Recall 0.999 0.998 0.998 0.998 0.998
Fi-measure  0.999 0.998  0.998 0.998 0.999
Sensitivity  0.999  0.998  0.998 0.998 0.999
Sensitivity ~ 1.000  1.000  1.000 0.999 1.000
G-means 0.999 0.998 0.998 0.998 0.999

fore SSNN is compared with 7 other methods: ANN, SVM [53], NB [53],
DT [53], VR [53], IAB [54], DBN [16]. ANN is a standard neural net-
work explained in Section 3.1. SVM is support vector machine with
Radial Basis Function (RBF) as a kernel function. NB and DT rep-
resent Naive Bayes and Decision Tree (J48), respectively. VR was
investigated by Verma and Ranga using machine learning techniques
to statistical analysis of dataset [53]. IAB was proposed by Idhammad
et al. for attack detection in cloud environment [54]. DBN is deep
belief networks and was explained by Elmasry et al. [16].

Accuracy is shown in Table 4. This metric for SSNN is equal to
99.83, and its value is greater than for ANN and other methods. Us-
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ing of unlabelled samples in training process causes this improvement.
After SSNN, VR and IAB have the greatest accuracy than in other
methods, respectively. Another characteristic used here is AUC. The
AUC for the SSNN (0.9987) shows better results.

Table 4. Accuracy and AUC

SSNN ANN SVM NB DT VR IAB DBN
Accuracy 99.83 95.71 98.19 98.70 98.90 99.60 99.54 94.66
AUC 0.9987 0.9571 0.9823 0.9871 0.9891 0.9961 0.9955 0.9625

Figure 3 shows the average of Precisions for all classes. As it is
shown above, the SSNN method performs better than others. Preci-
sion is the ratio of classified samples by the classifier in a given class,
to the total number of samples the classifier has classified in that class,
either correctly or incorrectly. As it turns out from equation (16), the
Precision shows in what proportion the detected positives are really
positive. Precision in SSNN is equal to 99.83% and in ANN = 96.25%.
DBN, VR and IAB have Precision 99.71%, 99.61% and 99.53%, respec-
tively.

Figure 4 shows the value of average of Recall for classes. This
parameter for SSNN is 99.83%, and in other methods, e.g., VR =
99.59% and TAB = 99.55%. So, it indicates that the proposed algorithm
performs better than other methods. The Recall shows the ratio of true
classification of samples in given classes by the classifier to the number
of samples in that class. So, the Recall shows in what proportion true
positives are correctly identified as positive. Therefore, Figure 4 shows
that the SSNN predicts intrusion detection better.

F1-Measure is proposed to compare Precision and Recall, in fact,
Fi-Measure shows the harmonic mean between Precision and Recall
(Figure 5). Fi-metric for SSNN is 99.83, and it is greater than for
other methods like VR (99.60%). Increasing the number of training
examples in the proposed method with the semi-supervised approach
in it has improved the global search in NNSS.
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Figure 5. Comparison of Fj-measure

Figure 6 shows the values of the average Sensitivity parameter for
all classes. The Sensitivity of SSNN is greater than 99.83%, which
is better than for ANN (95.21%). The ability of a classifier to find
the true positive of a class is called Sensitivity. According to equation
(14), Sensitivity is ratio of true positives to the sum of true positives
and false negative. So, the Sensitivity here shows what proportions of
the intrusions are correctly identified. Therefore, this parameter also
confirms that the SSNN predicts intrusions better than other methods.

Figure 7 shows the average Specificity value for all classes. The
Specificity value for SSNN (99.96%) is greater than for the other meth-
ods. It indicates that the proposed method has performed well in Nor-
mal class. Figure 8 indicates average G-mean for all classes. G-mean in
SSNN is 99.83% and proves that SSNN with higher accuracy predicts
normal situation and attacks situation rather than ANN (97.21%), VR
(99.60%), IAB (99.54%), DBN (98.90%), etc.
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5 Conclusion

Data mining techniques, including descriptive and predictive tools,
have been introduced in various fields and a tremendous number of re-
searches have been conducted on this issue. Data mining applications
include business, management, medical, sports, econometrics, financial
management, web business. One of the areas that has been the focus
of data mining in recent years is the police enforcement, and one of the
topics that has attracted a great deal of research is crime modelling.
Therefore, this paper presents a semi-supervised method for detecting
cybercrimes. The neural network is used here to classify the crimes.
Since the neural network is a supervised classification technique, it is
only usable for labelled data. On the other hand, it is a cost of fortune
and time consuming to create labelled data. Thus, here the neural net-
work is optimized so that it can be used in unlabelled data. Here the
pseudo-labelling technique is used to estimate the labelled data during
the neural network training process. The Precision, Recall, Sensitiv-
ity and Specificity values for the proposed network are obtained and
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represent values of 99.83%, 99.83%, 99.83% and 99.96%, respectively.
However, other researches have reported lower values.

We suggest for the future work, first, the detection of the probability
of a crime before it happens, and this issue has not been addressed here.
Second, a specific dataset is used here for crime detection, while many
crimes occur today on social networks and data in the networks are a
combination of text and images, so a hybrid method for crime detection
is suggested.
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